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Although it is well known that solid particles adsorb at interfaces, no consensus has 

been reached on whether or not the adsorbed nanoparticles affect interfacial tension. In 

this work the Wilhelmy plate method is implemented in mesoscale dissipative particle 

dynamics (DPD) simulations to study the influence of nanoparticles on the water-oil 

interfacial tension. The results are compared with predictions that neglect nanoparticle-

nanoparticle interactions at the interface. We find that the two estimates can differ 

significantly. In the regime where nanoparticle-nanoparticle repulsion is large, the 

Wilhelmy plate method suggests interfacial tension reduction, which appears to be a 

strong function of nanoparticle surface coverage. Some experimental data from the 

literature, in apparent disagreement, are re-interpreted based on this insight. 
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1. Introduction 

It is well known that nanoparticles with suitable size and surface chemistry strongly adsorb at 

liquid-liquid and/or liquid-air interfaces. It is accepted that this phenomenon occurs because the 

adsorption lowers the total system energy. However, there is a long ongoing debate on whether 

or not nanoparticles (NPs) adsorbed at an interface can reduce the interfacial tension.1-11  Briefly, 

Johnson and Dong studied the interfacial tension of charge-stabilized TiO2 dispersions at high pH. 

They found that as the particle concentration in the system increases the interfacial tension first 

decreases, but then increases to values even larger than those observed in the absence of 

nanoparticles.1 Glaser et al. found that Au-Fe3O4 Janus nanoparticles can more significantly 

reduce the interfacial tension than homogeneous ones at similar concentrations.10 Okubo 

investigated the water-air interfacial tension in the presence of polystyrene and silica particles. 

The interfacial tension was found to reduce significantly only when the polystyrene particles 

self-assembled yielding crystalline structures at the interfaces. In the other cases (silica particles 

at the interface, independently on the structure formed, or polystyrene particles not yielding 

crystalline structures) the interfacial tension was found to remain practically equal to that of the 

water-air interface.3 Vignati and Piazza measured the interfacial tension of an oil droplet in 

water in the presence of silica nanoparticles treated with hexamethyldisilazane. The interfacial 

tension was found not to change as either the nanoparticle concentration or the hydrophobicity 

of their surface were varied.4 Saleh et al. reported that highly charged poly(styrenesulfonate)-

grafted silica particles can significantly reduce water-oil interfacial tension while the bare silica 

particles do not affect the interfacial tension.11 Blute et al. measured interfacial tensions in the 

presence of various types of commercial silica nanoparticles systematically changing system pH 

and nanoparticles concentration. The largest interfacial tension reduction reported was of only 

6 mN/m, observed at low pH and high nanoparticle concentration.5  

This short summary shows that particles are sometimes found to decrease the interfacial 

tension, but in some other cases they are found to not alter significantly this thermodynamic 

quantity. When significant interfacial tension reduction is observed, the effect is generally 

explained by a large particle energy of adsorption at the interface. When no change in interfacial 

tension is observed, the results are explained as if the particles are not ‘surface active’, although 

the particles do adsorb at the interface. 
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Numerous simulation studies have been reported for nanoparticles at interfaces. Yang et al.,12 

using dissipative particle dynamic (DPD) simulations, found that nano-rods can reduce the 

interfacial tension and increase the thickness of the interface in incompatible polymer blends. 

The interfacial tension in the presence of hydroxylated SiO2 nanoparticles at various 

temperatures, salt types, and salt concentrations was also investigated, both experimentally and 

computationally.13 It was found that the different propensity of the ions to distribute on the NPs 

surface affects the interfacial tension. Ranatunga et al. simulated NPs and non-ionic surfactants 

at the oil-water interface using molecular dynamics.14 At low concentrations surfactants and NPs 

show cooperative behavior in reducing the interfacial tension. However, as the concentration 

increases, adsorption onto the NP surface decreases the surfactant efficiency in lowering the 

interfacial tension, while concurrently preventing NP aggregation. Luo and Dai,15 conducting 

simulations, found that surfactants and NPs compete for adsorption at liquid-liquid interfaces, 

and that as the surfactant concentration increased the NPs desorb from the interface. The 

thickness of the interface and the interfacial tension were found to depend significantly on the 

surfactant concentration, but not so on the NP adsorption. 

The goal of the present study is to quantify whether a given particle can or cannot reduce the 

interfacial tension of the water-oil interface, using dissipative particle dynamics (DPD). The 

interfacial tension is the force parallel to the interface but perpendicular to a line of unit 

length.16 Many experimental techniques are available to measure interfacial tension (e.g., Du 

Nouy ring, Wilhelmy plate, pendant drop experiments, and others).17 To calculate the interfacial 

tension at the water-decane interface we implement here an algorithm that reproduces the 

experimental Wilhelmy plate method. The algorithm is implemented using DPD simulations and 

the results are referred to as ‘mechanical interfacial tension’ within this manuscript. The 

reliability of the algorithm is demonstrated by reproducing interfacial tension results obtained 

from the widely employed pressure-tensor method.18 Computationally, the interfacial tension 

can also be calculated as the work necessary to generate a unit interfacial area. Assuming that 

NP-NP interactions can be neglected, the interfacial tension ( Cγ ) can be estimated as:19 

0 /C p dN E Aγ γ= −         (1) 



 4

In Eq. (1) 0γ  is the interfacial tension of the bare interface, dE  is the desorption energy 

required to remove one nanoparticle from the interface, pN is the number of nanoparticles in a 

given interfacial area A . In the remainder of this manuscript we refer to the interfacial tension 

calculated by Eq. (1) as the ‘computational interfacial tension’, hence the symbol Cγ . 

Mechanical interfacial tension results obtained are compared to computational predictions 

based on Eq. (1), which essentially overlooks NP-NP interactions. Such interactions are found to 

contribute significantly to the mechanical interfacial tension, which we believe more reliably 

compares to experimental observations than the computational interfacial tension. Based on 

these molecular-level insights, we re-evaluate some of the experimental data available in the 

literature emphasizing the role of particle-particle interactions. 

2 Simulation Methods and Algorithms 

2.1 Dissipative Particle Dynamics (DPD) Simulations 

Detailed descriptions of the DPD formalism are available in the literature.20-23 The system 

simulated here is composed of water, oil (decane), and nanoparticles. We arbitrarily chose the 

‘degree of coarse graining’ 5mN = , with the understanding that one DPD water bead represents 

5 water molecules. Within this assumption, the volume of each bead is ~ 150 3Å .  

The system density is defined as the number of beads in a cube of radius cR . We 

chose ρ = 3 beads / Rc
3, and the interaction radius becomes 3 3 150 0.766 cR nm= ⋅ = .  

The volume of one decane molecule is ~0.323 3nm . Because all DPD beads in one system are 

expected to have the same volume, one decane molecule has to be represented by 2 beads in 

our representation. To maintain the linear morphology of decane, the two beads are connected 

by one harmonic spring of length 0.72 cR and spring constant 350 /B ck T R .21 

The DPD time scale can be gauged by matching the self-diffusion constant of water. As 

demonstrated by Groot and Rabone,21 the time constant of the simulation can be calculated as
 2

= m sim c

water

N D R
D

τ
 
where  τ is the DPD time constant, simD is the simulated water self-diffusion 



 5

coefficient, and waterD is the experimental water self-diffusion coefficient. When 

131.5 /w w B ca k T R− =  (see details below), we obtained 20.0063 /sim cD R τ= . 

For 5 22.43 10  /waterD cm s−= × ,24 we finally obtain 7.6 psτ = . 

Following a prior work by Calvaresi et al.25 for dispersions containing carbon nanotubes, the 

nanoparticles (NPs) are modeled as hollow spheres with radius of 2 cR . One bead is maintained 

at the NP center and 192 beads on the NP surface.  All the beads were grouped into a rigid body 

as they translate and rotate as a single entity. The surface beads are distributed uniformly on 

the surface, minimizing the maximum distance between surface beads.26 The number of beads 

on the NP surface is sufficient to prevent solvent beads (water or decane) from penetrating the 

NP, which would be unphysical. The NP surface beads are either polar (p) or non-polar (ap). NPs 

of different surface chemistry are prepared by adjusting the ratio between p and ap beads on 

one NP surface, and by controlling their distribution (homogeneous and Janus NPs are prepared). 

 

 

Figure 1. Schematic of the nanoparticles simulated in this work. On the top we represent the NPs with a 
homogeneous distribution of polar, p, and nonpolar, ap, beads on their surface. From left to right these are 0.00HP, 

0.25HP, 0.50HP, 0.75HP, and 1.00 HP. On the bottom we represent Janus NPs. From left to right these are 0.25JP, 
0.50JP, and 0.75JP. Lighter and darker spheres represent polar and nonpolar beads, respectively.  

 

As shown in Fig. 1, eight NP types are simulated, all of diameter 4 cR : (1) NPs with only p beads 

(0.00HP); (2) NPs with only ap beads (1.00HP); (3) homogeneous NPs composed of 96 p and 96 
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ap beads, randomly distributed on the surface (0.50HP); (4) homogeneous NPs with 144 p and 

48 ap beads (0.25HP); (5) homogeneous NPs with 48 p and 144 ap beads (0.75HP); (6) Janus NPs 

with 96 p and 96 ap beads (0.50JP); (7) Janus NPs with 144 p and 48 ap beads (0.25JP); (8) Janus 

NPs with 48 p and 144 ap beads (0.75JP). Together with schematic representations of the 

various NPs, in Fig. 1 we illustrate the correspondent nomenclature. HP and JP are for 

homogeneous and Janus NPs, respectively. The numbers preceding HP or JP indicate the fraction 

of the NP beads that are nonpolar (e.g., 0.00HPs are composed solely of polar beads). 

Four bead types are present in our system: water (w), oil (o), NP polar (p), NP nonpolar beads 

(ap). Additional bead types are introduced in the micro Wilhelmy plate (MWP) algorithm, 

discussed below, to describe detection plate and surfactant molecules. The bead type used in 

the detection plate is identified as ‘detection’ bead, dp. Surfactant beads are identified as head 

and tail beads (h and t, respectively). 

Interaction parameters are needed, both intra-species ( i ia − ) and inter-species (ai− j ). Groot and 

Warren22 obtained i ia −  for water beads that reproduce the compressibility of water at ambient 

conditions. For 5mN =  we obtain 131.5 /w w B ca k T R− = . Because water and oil beads have the 

same volume, and because both cR  and the pressure are constant,23  it follows that 

131.5 /w w o o B ca a k T R− −= = . To simplify the parameterization, we also 

impose 131.5 /p p ap ap B ca a k T R− −= = .  

As demonstrated by Groot and Warren,22 inter-species interaction parameter i ja −  can be 

related to Flory-Huggins parameters as 0.286( ) ( 3)ij i j i ia aχ ρ− −= − =
.
 

The oil - water Flory-Huggins parameter owχ  can be obtained by ( )2bead
ow o w

V
kT

χ δ δ= −  where 

beadV is the volume of one bead, 150 3Å  in our system; and oδ  and wδ  are the experimental 

solubility parameters for n-decane and water, respectively. 23 With 
1

3 213.5( / )o J cmδ =  

and
1

3 247.9( / )w J cmδ = ,27 we obtain 43.16owχ = , which, using Eq. (2), yields 

194.7 /o w B ca k T R− = . 
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We consider the parameter o wa −  just derived as a first approximation. The parameter used in 

our simulations is further tuned to match the experimental interfacial tension between water 

and n-decane, 51.7 /mN mγ = ,28 obtaining 198.5 /o w B ca k T R− = . 

To parameterize o pa − , o apa − , w pa −  and w apa −  we impose that the DPD three-phase contact 

angles for the various NPs correspond to values obtained in atomistic molecular dynamics 

simulations for similar systems, with only one NP at the interface.29 In this procedure the 

interaction parameter p apa − was set arbitrarily to 190 /B ck T R , similar to the oil-water 

interaction parameter, and the other parameters were determined iteratively. Their final values 

are reported in Table 1. After appropriate parameterization it was found that the 0.00HP NPs 

remain in the aqueous phase (as the analogous atomistic NPs did in our previous simulation,29 

which agrees with experiments), while the 1.00HP, 0.50HP, and 0.50JP NPs yield three-phase 

contact angles of 94.9°, 59.8°, and 84.5° respectively, in agreement with atomistic simulations.29  

The noise parameter was set to 4.5λ = , as recommended by Groot and Warren for systems 

with density larger than 2 beads / Rc
3 .22 A time step of 0.04tΔ =  was used to integrate the 

equations of motion. All DPD simulations were performed using the LAMMPS package.30 

Simulation box size and length of the simulations differ depending on the algorithm used for our 

calculations. Details are provided below as appropriate. 

Table 1. Interaction parameters ija for DPD simulations, expressed in /B ck T R . 

 w o ap p h t dp 

w 131.5 198.5 178.5 110 131.5 198.5 131.5 

o  131.5 161.5 218.5 198.5 131.5 131.5 

ap   131.5 190 131.5 131.5 200 

p    131.5 131.5 131.5 200 

h     131.5 198.5 200 

t      131.5 200 

dp       131.5 
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2.2 NPs Desorption Energy 

To apply Eq. (1) we require the NPs desorption energies. As discussed in our prior work,29 we 

found that the following approximations are satisfactory for silica-based nanoparticles at water-

decane interfaces, provided only one nanoparticle is at the interface. For homogeneous NPs: 

( )22 1 cosow cE Rπ γ θ= ±        (2) 

where cθ is the three-phase contact angle and R is the NP radius. The sign within parenthesis is 

negative for NP removal into the water phase, and positive for removal into the oil phase. 

For Janus nanoparticles, as shown by others, 31, 32 the desorption energy can be expressed in 

terms of three angles: pθ ,  aθ  and α.  pθ and aθ  are the three-phase contact angle of NPs made 

solely by polar beads (0.00HP) and NPs made solely by nonpolar beads (1.00HP), respectively.  α 

is the geometry angle of the Janus NP.29, 31 For NPs with p aθ α θ< < , it is assumed that =cθ α  , 

and the desorption energies can be calculated as: 31, 32  

2 212 sin cos (1 cos )
2Oil ow pE Rπ γ α θ α⎡ ⎤= + +⎢ ⎥⎣ ⎦

     (3) 

2 212 sin cos (1 cos )
2Water ow aE Rπ γ α θ α⎡ ⎤= − −⎢ ⎥⎣ ⎦

    (4) 

When p aθ θ α< <  , =c aθ θ , and the NPs desorption energies become: 

( ) ( )2 212 sin 1 cos cos cos cos cos
2Oil ow a p a aE Rπ γ θ α θ θ α θ⎡ ⎤= + + + −⎢ ⎥⎣ ⎦

 (5) 

( )22 1 cosWater ow aE Rπ γ θ= −        (6) 

Several NPs are considered in this work, as shown in Fig. 1. The three phase contact angle ( cθ ) 

and the geometry angle (α) for all NPs are listed in Table 2. These values are obtained as 

averaged over all NPs surface densities considered. In general, little variation is observed in the 

contact angle as a function of surface coverage. In Table 2 we also report the desorption 

energies, expressed in Bk T , for desorbing the various NPs into the oil or water phases, as 

estimated by Eqs. (2)-(6). 
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Since NPs are expected to desorb from one interface into the phase (aqueous or organic) for 

which the correspondent desorption energy is lower, for each NP in Eq. (1) we use the smaller 

desorption energy. Explicitly,
 WaterE is used for all NPs except for 1.00HP NPs, for which OilE is 

used instead. This choice does not affect the conclusions of the present manuscript. For 

example, if the larger desorption energy was used instead of the smaller, the calculated 

interfacial tension using Eq. (1) would deviate even further compared to predictions obtained 

implementing the Micro Wilhelmy Plate algorithm.  

Table 2. Contact angle ( cθ ) and geometry angle (α ),a and desorption energies into the oil, EOil, or the water phases, 

EWater, for the various NPs considered in this study at the water-decane interface.b 
 

 0.00HP 0.25HP 0.50HP 0.75HP 1.00HP 0.25JP 0.50JP 0.75JP 

cθ  0° 50.7° 
±0.9° 

65.4° 
±0.8° 

79.1° 
±0.5° 

94.9° 
±0.6° 

59.8° 
±2.8° 

84.5° 
±0.8° 

94.0° 
±0.7° 

α  N/A N/A N/A N/A N/A 60° 90° 120° 
(k T)Oil BE  N/A 245.9 184.9 130.2 76.9 345.4 276.3 177.0
(k T)Water BE  N/A 12.3 31.3 60.6 108.6 77.0 108.0 108.6

a. The errors are obtained using one standard deviation from average of all the surface coverage considered in this work. 

b. The uncertainties in desorption energy due to the uncertainties in contact angle measurements are less than 10 Bk T  

for all NPs considered. 

 

2.3 Micro Wilhelmy Plate Algorithm 

To calculate the interfacial tension while accounting for NP-NP interactions, we developed an 

algorithm that we define ‘Micro Wilhelmy Plate’ (MWP) method. The interfacial tension 

obtained from calculations using the MWP algorithm is identified as Mγ , for ‘mechanical’ 

interfacial tension, to distinguish it from predictions obtained using Eq. (1). The algorithm is a 

numerical implementation of the experimental Wilhelmy plate method.33 In brief, as 

schematically shown in Fig. 2, a detection plate with perimeter l  is equilibrated at the interface. 

Then a perturbation force pF is applied, forcing the detection plate into the oil phase by a given 

offset. By measuring the magnitude of pF  and the contact angle imposed on the detection plate 

(θ ), the interfacial tension is obtained using the Wilhelmy equation: 

cos
p

M

F
l

γ
θ

=
⋅

   (7) 
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Figure 2. Schematic illustration of Micro Wilhelmy Plate algorithm (MWP). The detection plate (rectangle) is pulled 

into the oil phase from the original interface (dashed line) by applying a perturbation force pF . By measuring the 

contact angle (θ ) and the magnitude of the perturbation force, the interfacial tension ( Mγ ) can be calculated using 

Eq. (7) 

 

The typical simulation setup for conducting calculations within the MWP algorithm is illustrated 

in Fig. 3. First a simulation box, containing water and decane, with dimensions 330 30 80 cR× ×  is 

equilibrated for 1,000,000 steps. Decane forms a layer of thickness 40 cR  along the Z direction 

between two layers of water (one layer if the periodic boundary is considered). The system 

contains roughly 100,000 water beads and 50,000 decane molecules. After equilibration, 

nanoparticles and detection plate are inserted at both interfaces. Then the system is 

equilibrated for another 2,000,000 steps to relax the interfacial structure of the NPs before 

carrying out the MWP measurement. The system volume is kept constant during MWP 

calculations. MWP simulations are carried out in the NVT ensemble. 

The detection plate in our MWP algorithm is modeled as a single layer of dp beads of 

dimension 230 3 cR×  lying flat on the center of both upper and lower interfaces. The interaction 

parameters for the detection plate dp ja −  are chosen arbitrarily as listed in Table 1. Sample 

simulations were performed by setting dp wa − = dp oa − =200 /B ck T R and dp apa −  = dp pa −  

=131.5 /B ck T R . It was found that, within these limits, the choice of interaction parameters for 

the detection plate does not have a significant influence on the surface tension measurement.  
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The detection plate is effectively infinite along the X direction. This guarantees that the 

algorithm creates an interface that only curves in one dimension. The width of the detection 

plate is large enough to prevent its detachment from the interface during the MWP calculations, 

and small enough not to affect significantly the amount of nanoparticles adsorbed at the 

interface. For the systems considered here, the optimal width of the detection plate was found 

to be 3 cR . During MWP calculations, the detection plate is deflected 2 cR into the oil phase. It 

is observed that for the system dimension used in this study, deflections above 3 cR will create 

too large a perturbation over the entire interface, which will render the calculation inaccurate. A 

deflection of 2 cR is chosen in order to minimize the perturbation to the interface while easing 

the contact angle (θ ) measurement.  Larger box sizes would be required for larger deflections. 

 

Figure 3. Illustration of the MWP algorithm. Left and right panels are for front and side views, respectively. White, 
light gray, dark gray, and black spheres represent water beads, polar beads (p), apolar beads (ap) and dp beads, 
respectively. The oil phase is not shown for clarity. There are twenty-five 0.50JP NPs adsorbed on each interface, 

yielding a surface coverage of 33.6
2
cR . 
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To validate the MWP algorithm we computed the tension of a water-oil interface in the 

presence of model surfactants. The surfactants used are composed of one hydrophilic (head) 

bead (h) and one hydrophobic (tail) bead (t), connected by one harmonic spring. The interaction 

parameters for the head bead are set equal to those for the water beads. Those for the tail bead 

were set equal to those for the oil beads. 

The results are compared to those obtained implementing the Kirkwood-Buff pressure tensor 

method (KB),18 which has been widely used to calculate the interfacial tension for surfactant 

systems in both molecular dynamics and DPD simulations.34, 35 Within the pressure tensor 

method aqueous and organic phases are at contact yielding unperturbed planar interfaces along 

the X and Y directions of the simulation box. In these simulations the Berendsen pressure 

coupling (NPT ensemble) was applied to the Z direction of the simulation box with reference 

pressure of 121.35 3/B ck T R  and damping parameter of 1000 time steps. The system pressure 

components ( xxP , yyP and zzP ) are recorded and used to calculate the interfacial tension as 

1
2 2

xx yy
zz z

P P
P Lγ

+⎛ ⎞= −⎜ ⎟
⎝ ⎠

, where zL is the length of the simulation box along the Z 

dimension. The same system dimensions were used as for the MWP calculations. The system 

pressure components, which are averaged over the entire simulation box, are obtained from the 

outputs of the simulation package.  

In Fig. 4 we plot the surface tension reduction calculated using both our MWP method and the 

pressure tensor method as a function of surfactants surface coverage. The results show good 

agreement between the two methods implemented. 

We tested the MWP algorithm for surfactant systems in which the surfactant molecular 

structure was kept unchanged, but the interaction parameters were changed. The interaction 

parameters for head-water ( h wa − ) and tail-oil ( t oa − ) interactions are increased by a certain 

amount ( aΔ ), while those for head-oil ( h oa − ) and tail-water ( t wa − ) interactions were decreased 

by aΔ . The resultant interaction parameters are reported in Table 3. In Fig. 5 the surface tension 

reduction as calculated by using either the MWP or the KB algorithms is plotted as a function 

of aΔ . For these calculations the surface area was kept constant at 0.936 2
cR  per surfactant 

molecule. The results obtained with the two methods are found in good agreement. 
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Figure 4. Surface tension reduction obtained using the MWP (empty triangles) and the pressure tensor algorithms 
(black circles) as a function of interfacial area per surfactant molecule. The uncertainties are obtained as one standard 
deviation from the average of three simulations. The error bars for the pressure tensor method are smaller than the 

symbols. The offset of the detection plate is set to 2 cR  for all the MWP measurements. 

 

Figure 5. Surface tension reduction measured using the MWP (empty triangles) and KB algorithms (black circles) as a 

function of aΔ . The error bars are obtained as one standard deviation from the average of three simulations. The 

error bars for the KB method are smaller than the symbols. The offset of the detection plate is set to 2 cR  for all the 

MWP measurements. The interaction parameters correspondent to each aΔ are listed in Table 2. 
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Table 3. Modified h wa − , t wa − , h oa −  and t oa −  interaction parameters as a function of aΔ . Interaction parameters 

and Δa are all expressed in /B ck T R .  

aΔ  -10 -5 0 5 10 

h wa −  121.5 126.5 131.5 136.5 141.5

t wa −  208.5 203.5 198.5 193.5 188.5

h oa −  208.5 203.5 198.5 193.5 188.5

t oa −  121.5 126.5 131.5 136.5 141.5

 

We point out that the pressure-tensor method was not implemented to calculate the interfacial 

tension in the presence of nanoparticles because when the nanoparticles are present the 

direction Z of the simulation box does not always correspond to the direction perpendicular to 

the interface, altered by the solid nanoparticles. In all tested cases, the MWP algorithm yields 

results in excellent agreement with those obtained implementing the KB method. 

 

2.4 NP-NP Interactions at the Water-Decane Interface 

To estimate the force profile between two NPs at the interface, we built a smaller system of 

dimensions 315 15 11 cR× ×  with 2 NPs on one interface. Simulations were repeated for selected 

cases in simulation boxes of size 320 20 11 cR× × , and no difference was observed, when 

statistical uncertainty was considered, between those results and the ones presented here. The 

NPs were connected by one harmonic spring with force constant of 15,000 /B ck T R . 

Representative simulations were conducted with the weaker force constant of 10,000 /B ck T R . 

No major effect of the spring constant was observed in the results obtained. The equilibrium 

length of the spring was set equal to the distance between two NPs at 0t = . The original 

distance between two NPs ( 0t = ) was varied systematically from 4.1 cR to 7 cR  using intervals 

of length 0.1 cR . At each separation, the system was first equilibrated for 10,000 steps and then 

150,000 steps were performed for production. The effective NP-NP force was estimated at each 

separation by comparing the actual and equilibrium lengths of the spring, and by using the 
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spring constant to obtain the force from the spring length.  The force so obtained was recorded 

every 150 steps during the 150,000 time steps of production. Thus 1,000 data points were 

generated at each separation, and averaged to yield the average NP-NP force. The procedure 

was repeated twice within the NP-NP separation range between 4.1 and 6.0 cR . No significant 

difference was observed between the two sets of data. Because the simulated effective NP-NP 

force was low at large distances, we did not replicate measurements in the range of NP-NP 

distances 6 to 7 Rc. The raw simulation data were then interpolated using spline functions to 

obtain force-distance curves, as discussed below. 

3 Results and Discussion 

In Fig. 6 we plot the interfacial tension reduction ( 0 Cγ γ− ) as predicted by applying Eq. (1) for 

the water-decane interface in the presence of various NPs. The results are shown as a function 

of the surface area per NP. As the surface area per NP decreases, the NP density at the interface 

increases. For clarity, the interfacial tension reduction is shown only for selected values of the 

surface areas per NPs. The results in Fig. 6 suggest that Eq. (1) yields a gradual increase of the 

interfacial tension reduction as the NPs become more and more dense at the interface. Based 

on Fig. 6, the interfacial tension reduction strongly depends on NP type. Those NPs with large 

desorption energy show large interfacial tension reduction. For example, because 0.50JP and 

0.75JP NPs have the largest desorption energy among all the NPs considered here, they yield the 

largest interfacial tension reduction. 1.00HP and 0.25JP have identical desorption energies, thus 

they should be identically capable to reduce the interfacial tension. It is expected that the latter 

NPs are capable of reducing the interfacial tension by 2 2/B ck T R  even at the largest interfacial 

area per NP considered (56 2
cR ). Note that cR is the DPD cutoff distance (see Simulation 

Methods and Algorithms), and that in the systems considered here the NPs radius is 2 cR . 

It should be pointed put that the desorption energy used for the calculations shown in Fig. 6 is 

considered to be constant, for a given NP, independently on the number of NPs at the interface. 

This simplification is consistent with Eq. (1), although it is expected that the desorption energy 

will depend on NP-NP interactions. These are expected to impact the interfacial tension 

significantly when the NP coverage increases, as shown below using the MWP algorithm. It 
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should also be pointed out that the results for the interfacial tension reduction shown in Figure 

6 are within the range of experimentally observed data. 

 

Figure 6. Interfacial tension reduction as calculated by Eq. (1) plotted as function of the interfacial area per NP. The 
error bars (not shown) are smaller than the symbols. Different symbols represent results obtained for different NPs. 

 

 

As opposed to the results just discussed, in Fig. 7 we summarize the interfacial tension reduction 

( 0 Mγ γ− ) in the presence of the various NPs as calculated from the MWP algorithm. Selected 

error bars are obtained as the one standard deviation from the average of 3 independent 

simulations (originated with different initial configurations, and different seeds for random 

initial velocities and force distributions). Due to limited computational resources, we only 

calculated the error bars for systems containing 0.50HPs and 0.50JPs.  

 



 17

 

Figure 7. Interfacial tension reduction predicted using the MWP algorithm as a function of the interfacial area per NPs. 
Different symbols represent results for different NPs, as in Fig. 6. To ease visualization, results for homogeneous NPs 
are shown in the top panel, those for Janus NPs on the bottom panel. Only selected error bars are calculated because 

of computing power limitations. These are obtained as one standard deviation from the average. 
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The interfacial tension reduction estimated with the MWP approach is much lower than that 

estimated with Eq. (1) except at the largest surface coverage considered. This could be due, at 

least in part, to uncertainties in estimating the desorption energies, which are not used explicitly 

by the MWP method. At larger areas per NP (lower NP surface density) the interfacial tension 

reduction reduces only slightly as the interfacial area per NPs increases, regardless of the NP 

type. When the area per NP is above 240 cR  little, if any, change in the interfacial tension is 

observed compared to values obtained at the bare water-decane interface. The qualitative 

trend predicted by the results in Fig. 7 appears to be consistent with experimental observations, 

according to which noticeable reductions in interfacial tensions, when observed, tend to occur 

at rather large nanoparticles loadings. When the interfacial area per NP is less than ~ 230 cR , the 

interfacial tension reduction predicted in Fig. 7 increases very fast as the interfacial area per NP 

decreases. At the smallest interfacial areas per NP considered, MWP predictions suggest that 

the reductions in interfacial tension in the presence of 0.75JPs, 0.75HPs, and 1.00HPs are similar. 

This is surprising when compared to data shown in Fig. 6, where the results obtained for these 

three NPs differ significantly, as the desorption energies estimated for 1.00HPs and 0.75HPs are 

much lower than that estimated for 0.75JP NPs (see Table 2). This observation suggests that, 

according to our MWP calculations, the NP desorption energy is not directly associated with the 

interfacial tension reduction. 

To rationalize the differences between interfacial tension reductions estimated following the 

two approaches above, inspired by Clegg et al.,36 we report in Fig. 8 a schematic of the total 

surface free energy as a function of the area of the interface for the various systems considered. 

The expected surface free energy as a function of interfacial area when no NPs are present is 

shown as dash-dot line. The slope of this line is the interfacial tension of the bare liquid-liquid 

interface, 0γ . The dashed line in Fig. 8 schematically represents changes in the total surface free 

energy in the presence of NPs as predicted by Eq. (1). The continuous lines represent changes in 

the total surface free energy as captured by the MWP algorithm. In this case, when NPs are 

present at the interface, if the area of the interface increases by amounts smaller than 2
0 ca R  the 

newly created interface is bare water-decane interface. [In the schematic of Fig. 8 it is assumed 

that the number of interfacial NPs remains constant until a sufficient amount of interfacial area 

( 2
0 ca R ) is available that allows the insertion of one new NP at the interface while maintaining 
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the initial NP surface density.] When a sufficient amount of interfacial area has been created to 

allow one additional NP to adsorb, the amount of surface free energy decreases in an amount 

correspondent to the NP adsorption energy (vertical dotted lines in Fig. 8). If the MWP algorithm 

is applied under conditions at which no additional NP adsorbs at the interface while the 

calculation is being conducted, it should yield the slope of the black continuous lines. This slope 

will depend on a number of phenomena, including for example NP-NP interactions at the 

interface. When repulsive, such interactions (which facilitate the expansion of the interface) are 

known to be capable of reducing the interfacial tension in Langmuir-Blodgett type 

experiments.37, 38 This and other effects would result in different functional forms for the 

continuous lines. For small increases in the interfacial area we expect that the slope of the solid 

lines (i.e., predictions based on the MWP algorithm) better represents the system interfacial 

tension than the slope of the dashed line [i.e., predictions based on Eq. (1)]. 

 

Figure 8. Schematic representing the variation in surface free energy as the interfacial area A increases. For a 

description of the various symbols and lines please refer to the text. 0a is the interfacial area necessary for one NP to 

adsorb. 0γ , cγ
, 

and Mγ  are obtained as the slopes of the dash-dotted, dashed, and solid lines, respectively. 

 

Figure 9. Average NP-NP forces at the interface plotted as function of the separation between the NPs center. The left 
and right panels are for homogeneous and Janus NPs, respectively. 
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The argument in Fig. 8 suggests that NP-NP interactions are responsible for the discrepancies 

observed when results in Fig. 6 are compared to those in Fig. 7. To support this argument we 

calculated NP-NP forces at the water-decane interface. In Fig. 9 we report simulated NP-NP 

force distance curves. The statistical uncertainty at each data point is within 5 /B ck T R . To 

reduce errors in the interpolation procedure a separation of 0.1 cR  was used between adjacent 

data points. Large repulsive interactions are experienced by two NPs when they are closer than 

4.5 cR  and an attractive well is in general observed at ~ 4.8 cR . As the cutoff in DPD interactions 

is set at 1.0 cR  in our simulations, many maxima and minima observed in the force-distance 

profiles of Fig. 9 are due to solvent effects, including depletion interactions39, 40 and layering. 

To relate, at least qualitatively, the interfacial tension reduction of Fig. 7 to NP-NP interactions 

at the interface we calculate the two-dimensional pressure among the NPs by applying the virial 

theorem: 41, 42 

1 1

1
2

N N

B ij ij
i j

A Nk T r f
= >

Π = + ⋅∑∑   (8) 

In Eq. (8), Π  denotes the 2D pressure, A  the interfacial area, fij  and ijr  the force and distance 

between nanoparticles i and j . To apply Eq. (8) we require ijf , which is interpolated from the 

force profile calculations between two NPs at the interface (Fig. 9). Results for the 2D pressures 

for the various systems as a function of the surface area per NP are reported in Fig. 10. We 

report both best-fit curves and raw simulation data. The effective NP-NP force is likely to 

depend on NP coverage. This was not accounted for in our calculations, as only pair-wise 

interactions were used for results shown in Fig. 10. 

At a given NP density, the 2D pressure will depend on the distribution of the NPs on the 

interface, yielding the rather scattered results. The results for the 2D pressure obtained for each 

NP type at various coverages were fitted using the arbitrary function: 

3

1
4

2

( )
( )c
cf x c

x c
= +

+
    (9) 

In Eq. (9) 1c , 2c , 3c and 4c are fitting parameters. The fitting parameters obtained for each NP 

type, as well as the R2 value indicating the statistical confidence in each fitting procedure are 
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reported in Table 4. As shown in Fig. 10, because the fitting curve misses many details shown by 

the simulated 2D pressure profiles, it is no surprise that the R2 values shown in Table 4 reflect 

rather poor fitting. Given the high uncertainty in each 2D pressure, more sophisticated fitting 

functions than that expressed by Eq. (9) are not used. As a consequence, because of the large 

uncertainty, the conclusions from the 2D pressure calculations can only be taken as qualitative 

suggestions. The 2D pressure results show a dependence on the surface coverage that seems 

qualitatively similar to the one observed for the interfacial tension reduction shown in Fig. 7. 

Complete agreement between the two curves is not expected, because the MWP algorithm 

considered a slightly curved interface, which might affect NP-NP interactions, because of large 

uncertainties in calculating NP-NP force profiles at the interface, because of poor fitting of the 

2D pressures to simulation data, and because the interfacial tension depends also on water-

decane interactions, not included explicitly in the calculation of 2D pressures. However, the 

qualitative analogy between the results in Fig. 7 and those in Fig. 10 suggests that including NP-

NP interactions is necessary for a correct estimation of interfacial tension reduction in Pickering 

emulsions. The relevance of 2D pressure is supported by experimental data intended to 

characterize the mechanical response of particle-laden interfaces.43 

It should also be pointed out that in correspondence to large reductions in surface tensions our 

results showed the appearance of hexagonal arrangements of NPs at the interfaces. No details 

on such structures are provided for brevity, but such structures were observed when simulation 

boxes of size both 325 25 80 cR× ×  and 330 30 80 cR× ×  were employed. 

 

Table 4. Fitting parameters and 
2R  value of the fitting curves for the 2D pressure data. 

 0.25HP 0.50HP 0.75HP 1.00HP 0.25JP 0.50JP 0.75JP 

1c  185855.8 185855.8 185855.8 185855.8 185855.8 185855.8 185855.8 

2c  -2.173 7.364 -10.497 -2.173 -7.664 33.205 -13.342 

3c  3.500 3.152 4.220 3.500 3.758 2.726 4.862 

4c  0.0667 -0.226 0.0333 0.0666 -0.0743 -0.785 0.434 

2R  0.48 0.73 0.90 0.78 0.75 0.75 0.89 
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Figure 10. Two-dimensional pressures calculated using Eq. (8) plotted as a function of area per NP. The solid lines are 
fitting curves using the arbitrary function (Eq. (9)) through the 2D pressure data (crosses). Different panels are for 
different nanoparticles. Panels on the left are for homogeneous NPs, those on the right for Janus NPs. Statistical 

analysis is provided in Table 4. Lines are fitting curves. 
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The results presented so far suggest that to correctly predict interfacial tension reductions it is 

necessary to include NP-NP interactions, especially at high loadings of NPs at the interface. At 

this point it is desirable to revisit the experimental results summarized in the introduction and 

see if a unifying picture can be attained.  

A number of experiments report no changes in the interfacial tension when particles are 

present.3, 4 We suggest that these observations are due to low surface density of particles 

or/and weak particle-particle interactions at the interfaces of interest, which induce low surface 

pressure. Since strong repulsive interactions can lead to ordered configurations,44 a crystalline 

structure of interfacial particles could be a plausible indication of high surface pressure. This 

could explain why Okubo et al.3 observed interfacial tension reduction when crystalline 

structures were observed and not otherwise, and why Vignati et al.,4 whose images suggest 

liquid-like NPs organization at interfaces, did not report interfacial tension reductions. 

Our results suggest that the interfacial tension is not a direct function of the desorption energy 

of the NPs. However, because our results suggest that the interfacial tension depends strongly 

on the NPs coverage, and because the NPs coverage depends on the NPs affinity to the 

interface,45 our results are consistent with a dependency of the interfacial tension on NPs 

desorption energy, although indirectly. Increasing the size of the NPs can significantly increase 

the desorption energy, leading to larger surface coverage, and therefore larger interfacial 

tension reductions.19, 45 Similarly, the large interfacial tension reduction often reported for Janus 

NPs could also be attributed to the larger adsorption energy compared to those typical for 

homogeneous NPs.10 As significant interfacial tension reductions are observed when strong 

particle-particle repulsions are present, if the adsorption energy is not sufficiently high, the 

nanoparticles will not yield surface densities sufficient to produce noticeable interfacial tension 

reductions.  Preliminary simulations investigating the adsorption of NPs at interfaces (not shown 

here) indeed suggest that NPs with small desorption energy (e.g. homogeneous NPs) yield lower 

surface coverage than those required to induce large interfacial tension reductions. Janus NPs 

typically have high adsorption energies, and therefore are expected to pack densely at an 

interface, achieving large interfacial tension reductions. 

Because NP-NP repulsions can increase in the presence of electrostatic effects, more significant 

reductions in interfacial tension are expected for charged systems,3, 11 although such effects are 

expected to be very sensitive to salt concentration.19, 46 Solution pH can alter both the surface 
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properties of the nanoparticles (e.g., their ‘hydrophobicity’),47 as well as NP-NP interactions48. 

Silica NPs adsorb more strongly at interfaces at low pH, which could lead to crowding and 

interfacial tension reductions, as reported by Blute et al.5 For capped gold nanoparticles, high 

pH could promote NP-NP repulsion, yielding pronounced interfacial tension reductions.46  

If repulsive NP-NP interactions lead to reductions in interfacial tension, attractive interactions 

could be responsible for increases in interfacial tension. This interpretation is in agreement with 

Johnson and Dong,1 who proposed that the increase in interfacial tension they observed for 

charge-stabilized TiO2 dispersions at high pH and high nanoparticle concentrations might be due 

to attractive capillary interactions between NPs at the interface.  

When particles decorated with various molecules are considered, the effect on the interfacial 

tension will be related to the effective particle-particle interactions. As such interactions are 

expected to become repulsive for brushes, the interfacial tension is expected to decrease.11, 49, 50 

4 Conclusions 

In summary, we have conducted a number of dissipative particle dynamics simulations to 

calculate the interfacial tension reduction at the water-decane interface due to the presence of 

a number of different nanoparticles. The nanoparticles considered include homogeneous and 

Janus ones. We have compared values for the interfacial tension reduction estimated 

implementing a newly developed algorithm, which we identify as the ‘Micro Wilhelmy Plate’ 

algorithm, MWP, to those we can estimate assuming that nanoparticles do not interact with 

each other at the interface. We have found that the results obtained from the two approaches 

differ substantially from each other, and we argue that accounting for nanoparticle-nanoparticle 

interactions is essential for achieving a correct phenomenological picture of the behavior of 

nanoparticles at liquid-liquid interfaces, especially when high loadings of nanoparticles are 

considered. While a number of effects are certainly not included in our model, the molecular 

insights provided by our calculations provide a tentative unifying interpretation of a number of 

experimental observations reported in the literature. 
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