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Abstract

We develop a tri-component (ternary) hydrodynamic model for multiphase flows of biomass and solvent

mixtures, which we employ to simulate biofilm. In this new model, the three predominant effective com-

ponents in biofilms, the extracellular polymeric substance(EPS) network, bacteria, and effective solvent

(consisting of the solvent and nutrient, etc.), are modeledexplicitly. The tri-component fluid mixture is as-

sumed incompressible as a whole, while inter-component mixing, dissipation, and conversion are allowed

among the effective components. Bacterial growth and EPS production due to the growing bacterial popu-

lation are modeled in the biomass transport equations. Bacterial decay due to starvation and natural causes

is accounted for in the bacterial population dynamics to capture the possible bacterial population reduction

due to depletion of nutrient. In the growth regime for biofilms, the mixture behaves like a multiphase vis-

cous fluid, in which the molecular relaxation is negligible in the corresponding time scale. In this regime,

dynamics of biofilm growth in solvent (water) are simulated using a 2-D finite difference solver that we

developed, in which distribution and evolution of EPS and bacterial volume fractions are investigated. The

hydrodynamic interaction between the biomass and the solvent flow field is also simulated in a shear cell

environment, demonstrating the spatially and temporally heterogeneous distribution of EPS and bacteria

under shear. This model together with the numerical codes developed provides a new predictive tool for

studying biomass-flow interaction and other important biochemical interactions in the biofilm and solvent

fluid mixture.

∗ Corresponding author e-mail:brandon.lindley.ctr@nrl.navy.mil
† Joint affiliation: School of Mathematics, Nankai University, Tianjin, P. R. China
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I. INTRODUCTION

Biofilms are common aggregates of microorganisms which formwhen cells adhere to surfaces

in moist environments. These cells attach by excreting a slimy, glue-like substance called the

extracellular polymeric substance (EPS) which encapsulates the bacteria colony and protects it

from being washed away and attacked by foreign agents. Biofilms can be harmful or costly causes

of medical implant contamination, airway, sinus and ear infections, tooth decay, periodontal dis-

ease, and industrial damage where they can contribute to metal fouling. The microbes within a

biofilm are often much more resistant to antibacterial agents than planktonic cells of the same

type, and thus pose a particular challenge to those interested in eradicating them. Despite their

often pathogenic and destructive nature, biofilms can also be beneficial when utilized in mineral

recovery, water purification or as bio-sealant to prevent leakage of gases.

The formation of bacterial biofilm involves a significant phenotypic shift as cells switch from

the planktonic (free-swimming) to the surface-attached state. Within this attached colony, it is

common that a biofilm contains differentiated cells, some ofwhich behave distinctively under

different chemical and environmental conditions. For instance, some of the bacteria are susceptible

to antibacterial agents while others can develop a resistance by entering a transient dormant state

where they are known as “persister cells.” Between these types of bacteria, complicated cellular

processes can prompt a switch from one type into the other andvice versa [1]. In addition to the

variety of bacterial cells, there exists a phenomenon called “quorum sensing” in which bacteria

can regulate their production capability based upon the concentration of specific chemicals, called

autoinducers, that each cell emits [2]. Experimental evidence shows that these chemical signals

serve as a form of communication for bacteria cells, servingto recruit new members and regulate

the growth of the colony.

Because of their heterogeneity and complexity, modeling biofilms has been a challenging

task. A host of mathematical models have been proposed to model biofilm dynamics qualita-

tively. These include low dimensional models primarily focused on steady states [3–7], discrete-

continuum models coupled with automata [8–18], continuum models for spatial heterogeneity

[19, 20], multi-fluid models [19, 21–23], and our own one fluidmulticomponent, binary phase

field model [24–26]. For a detailed account of mathematical models of biofilm, please refer to our

recent review article on the very subject [27] and an excellent, more recent, review by Klapper and

Dockery [28]. Among all the models developed so far, very fewhave modeled the EPS network
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separately from the bacterial population. However, microscopic imaging of biofilms clearly shows

the distribution of bacteria and EPS network exhibits a highly heterogeneous microscopic struc-

ture [29]. This observation strongly suggests that these two species need to be modeled explicitly

in any refined biofilm model. As mentioned, a few models do resolve the EPS network separately

from the bacterial population [2, 30–33], yet none of these models are fully capable of resolving

dynamic interactions between the EPS, bacteria, substrateand flow field.

In this paper, we propose a general framework for multicomponent materials that can handle

dynamical interaction among multiple species and their inter-conversion, dissipation and mixing.

In this formulation, the entire material system is approximated as incompressible. Thus, when the

volume fraction of one species grows, the volume fraction(s) one or more of the others must be

replaced by the growing species. We will adopt an incremental strategy in the systematic devel-

opment of this biofilm model, focusing on the most basic features of biofilm formation here and

adding more detail to the model in subsequent papers. Thus, we neglect the cellular communica-

tion effects related to quorum sensing and other molecular signaling pathways in this paper, but

plan to address these issues in the future.

Our focus in this paper centers on developing detailed physical descriptions of the mechanistic

behavior of various effective biofilm components, and the chemical kinetics involving the most ba-

sic ingredients. For multiphase materials, different species can have relative motion due to osmotic

pressure and density stratification. We posit these relative motions are the result of non-equilibrium

thermodynamical processes. Historically, a hydrodynamical theory for multiphase fluids can be

formulated in two different ways. In one formulation, each phase is modeled explicitly using its

own momentum and mass density. This approach ensures that the total mass and momentum are

conserved. However, the velocity field for each individual phase has to be tracked in the entire ma-

terial’s domain. Since these velocity fields are, in general, not measurable when an inflow-outflow

boundary is present, it poses an insurmountable challenge on how to deal with this mathematically

and physically [22]. The other formulation, the one fluid multicomponent approach, can handle

this requirement naturally, and thus it is the approach we will use. In this formulation, the inter-

penetration or mixing among the various phases due to density stratification is modeled through

an interaction potential. More specifically, the mixing or interpenetration is due to the “dynamic”

osmotic pressure effect. In other words, mixing is regardedas a nonequilibrium thermodynamical

process instead of a purely hydrodynamic one. The velocity for each individual phase can then be

decomposed into the sum of a mean velocity (which resolves the bulk hydrodynamic interactions)
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and an excessive velocity (which is due entirely to the nonequilibrium thermodynamics).

The rest of the paper is organized as follows. First, we briefly describe our ternary theory

for biofilms, which involves treating EPS and bacteria as twodistinct and yet interacting species

explicitly. We then discuss the numerical scheme for the governing system of equations and,

finally, we develop a new computational tool to simulate biofilm growth and interaction with

surrounding solvent flows.

II. MATHEMATICAL FORMULATION OF THE THREE COMPONENT MODEL F OR BIOFILMS

We briefly discuss the three-component model, also referredto as the ternary model in this

paper, whose basic ingredients are developed in [34]. In this theory, we model the EPS and the

bacteria as two interacting, yet distinct components, while the surrounding liquid and all dissolved

nutrients and other materials are collectively modeled as an effective solvent. Since the total mass

and volume of the nutrient in the biofilm are negligibly small, this mass and volume fraction are

not normally modeled explicitly in theories for biofilms [35]. Hence, only the biochemical and

diffusive effect of the nutrient is singled out and accounted for explicitly.

The structure and composition of a biofilm can vary widely depending upon the local environ-

ment and the types of bacteria which comprise it. Some biofilms behave primarily as viscoelastic

solids, while others are best characterized as a heterogeneous complex fluid mixture [36]. Our

focus is on biofilms which behave primarily as a complex fluid mixture. This type of biofilm is

estimated to be 80% or more water, with most of this water stored within the bacterial cells which

typically comprise 2-5% of the biofilm’s biomass (though they can comprise more for certain

densely packed biofilms). The rest of the biofilm’s biomass iscomprised of a 1-5% EPS solution

(by volume fraction) [29, 37]. While planktonic bacteria atlow to moderate concentrations are

generally modeled as a suspension or collection of particles, the tightly packed bacteria typical

of a biofilm should be regarded, along with the EPS matrix, as abulk heterogeneous complex

fluid [36], whose physical properties may depend on the density, size, shape and orientation of the

individual bacterial cells.

In this model, we denote the volume fraction of the EPS network by φn, that of the bacteria by

φb, and that of the solvent byφs.
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A. Transport equations of the volume fractions

The transport of the volume fractions is governed by a systemof modified or singular Cahn-

Hilliard equations [38, 39] with reactive terms

∂φn
∂t +∇ · (φnv) = ∇ · [α11∇( δ f

δφn
− 1

2(
δ f
δφb

+ δ f
δφs

))+ 1
2(α22−α33)∇( δ f

δφs
− δ f

δφb
)]+gn,

∂φb
∂t +∇ · (φbv) = ∇ · [α22∇( δ f

δφb
− 1

2(
δ f
δφn

+ δ f
δφs

))+ 1
2(α11−α33)∇( δ f

δφs
− δ f

δφn
)]+gb,

∂φs
∂t +∇ · (φsv) = ∇ · [α33∇( δ f

δφs
− 1

2(
δ f
δφb

+ δ f
δφn

))+ 1
2(α22−α11)∇( δ f

δφn
− δ f

δφb
)]+gs.

(II.1)

The specific forms of the mixing free energy density functionf will be given in the next section,

and the reactive terms will be given below. In the transport equations for the fluid components, an

average velocity fieldv, due to non-conservative hydrodynamics, is assumed, whereas the inter-

penetration or mixing among the components is dictated by the intermolecular (or thermodynam-

ical) interaction potential. From the system of equations for the volume fractions, we can identify

the velocity for each individual effective component by accounting for the excessive velocity due

to thermodynamical or intermolecular forces. For instance, we identify the solvent velocity as

vs= v−
1
φs
[α33∇(

δ f
δφs

−
1
2
(

δ f
δφb

+
δ f
δφn

))+
1
2
(α22−α11)∇(

δ f
δφn

−
δ f
δφb

)]. (II.2)

Analogously, we can identify the velocity of the EPS and bacteria respectively as

vn = v− 1
φn
[α11∇( δ f

δφn
− 1

2(
δ f
δφb

+ δ f
δφs

))+ 1
2(α22−α33)∇( δ f

δφs
− δ f

δφb
)],

vb = v− 1
φb
[α22∇( δ f

δφb
− 1

2(
δ f
δφn

+ δ f
δφs

))+ 1
2(α11−α33)∇( δ f

δφs
− δ f

δφn
)].

(II.3)

It then follows that

v = φnvn+φbvb+φsvs. (II.4)

So, the bulk velocity is, in fact, a volume averaged velocity.

Acknowledging that the contribution to the velocity of a species vanishes when the species

becomes extinct, we approximate the mobility coefficients as

α11= λ1φn(1−φn),

α22= λ2φb(1−φb),

α33= λ3φs(1−φs),

(II.5)
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whereλ1,2,3 are three constants. In this paper, we only consider the casewhere the three constants

are identical. From (II.5), if we assumeλ1 = λ2 = λ3 = λ, we arrive at

α22−α11 = λφs(φb−φn),

α22−α33 = λφn(φb−φs),

α11−α33 = λφb(φn−φs).

(II.6)

This choice of the coefficients in the mobility matrix yieldszero flux for a component when its

volume fraction is zero in the mixture.

The velocity for each individual component can then be written as

vs= v−λ[(1−φs)∇( δ f
δφs

− 1
2(

δ f
δφb

+ δ f
δφn

))+ 1
2(φb−φn)∇( δ f

δφn
− δ f

δφb
)].

vn = v−λ[(1−φn)∇( δ f
δφn

− 1
2(

δ f
δφb

+ δ f
δφs

))+ 1
2(φb−φs)∇( δ f

δφs
− δ f

δφb
)],

vb = v−λ[(1−φb)∇( δ f
δφb

− 1
2(

δ f
δφn

+ δ f
δφs

))+ 1
2(φn−φs)∇( δ f

δφs
− δ f

δφn
)].

(II.7)

The second term on the right hand side of each of the above equations is the excessive velocity for

that effective component.

The reactive terms in the transport equations are given by

gn = µ0φb
c

Kc+c,

gb = [( C1c
(K1+c) −CB]φb,

gs=−(gn+gb),

(II.8)

and represent conversion among the distinct components through chemical reactions. Hereµ0 and

C1 measure the maximum growth rate of the EPS and the bacteria, respectively,Kc andK1 are the

half-saturation constants in the Monod (or Michaelis-Menten) kinetics used in the reaction, and

CB is a natural decay rate that limits bacteria growth and adds nutrient dependent decay. Note that,

if the nutrient value drops low enough,c≪ 1, then the bacteria will begin to die off. On the other

hand, if there is ample nutrient (supposing that excessive nutrient content in the substrate does

not inhibit growth), then thegb term will act as an exponential growth term of rateC1−CB. In

a realistic scenario, a homeostatic equilibrium can be reached as the bacteria locally exhausts the
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nutrient, and the rate of available nutrient (due to diffusion) is counterbalanced by the death term.

For simplicity, we will adopt a constant decay rateCB in all our numerical studies presented in the

paper.

B. Mixing kinetics

Since the molecular weight of bacteria is normally two orders of magnitudes larger than that

of the solvent molecules, we treat it as an effective polymerwhose collective behavior is viscous

in low concentrations and on the long timescale where growthoccurs. As previously mentioned,

this treatment is a departure from diffusion-based models which treat biofilm-forming bacteria as

passive, or as particles dispersed within the fluid. This approach is most appropriate for relatively

dense clusters of bacteria constrained within an extracellular matrix, like those found in growing

biofilm colonies. We use the Flory-Huggin’s mixing theory [40] to model the mixing phenomena

among the EPS, bacteria and the effective solvent.

We denote the mixing free energy density byf ,

f = kBT[ γ11
2 ‖∇φn‖

2+ γ12
2 ‖∇φb‖

2+ γ13
2 ‖∇φs‖

2+ γ2[
φn
Np

lnφn+
φb
Nb

lnφb+φslnφs+

χbnφnφb+χsbφsφb+χsnφnφs]],

(II.9)

wherekB is the Boltzmann constant,T is the absolute temperature,γ11,12,13 andγ2 measure the

strength of the distortional and bulk mixing free energy, respectively, (γ11,12,13 have the unit of

number per unit length whileγ2 is proportional to the number density per unit volume,)Np andNb

denote the polymerization index of the EPS and bacteria, respectively, andχbn,sb,sn are the mixing

parameters for the EPS and bacteria, bacteria and solvent, and solvent and EPS, respectively. We

remark that we use the simplest possible distortional conformational energy in this mixing free

energy density for simplicity. Another choice for the distortional conformational energy can be

kBT[
γ11

2
‖φb∇φn−φn∇φb‖

2+
γ12

2
‖φs∇φb−φb∇φs‖

2+
γ13

2
‖φn∇φs−φs∇φn‖

2]. (II.10)

In this paper, we stick to the free energy density given in (II.9) and defer the discussion on the

other distortional energy to a sequel.

The variation of the free energy density defined by (II.9) with respect to each volume fraction
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is given by

δ f
δφn

=−kBTγ11∆φn+ γ2kBT[ 1
Np
(ln(φn)+1)+χbnφb+χsnφs],

δ f
δφb

=−kBTγ12∆φb+ γ2kBT[ 1
Nb
(ln(φb)+1)+χbnφn+χsbφs],

δ f
δφs

=−kBTγ13∆φs+ γ2kBT[(ln(φs)+1)+χsnφn+χsbφb].

(II.11)

C. Constitutive equations

We use the volume fraction of the EPS and bacteria as the primary unknowns. The volume

fraction of the solvent is then calculated from the incompressibility constraint

φn+φb+φs= 1. (II.12)

The mixing free energy in terms of the two unknowns can be recast into

f = kBT[ γ11
2 ‖∇φn‖

2+ γ12
2 ‖∇φb‖

2+ γ13
2 ‖∇(φn+φb)‖

2+ γ2[
φn
Np

lnφn+
φb
Nb

lnφb+

(1−φn−φb) ln(1−φn−φb)+χbnφnφb+χsb(1−φb−φn)φb+χsnφn(1−φn−φb)]],

(II.13)

The variation of the free energy with respect to the two primary unknowns is given by

δ f = (
δ f
δφn

−
δ f
δφs

)δφn+(
δ f
δφb

−
δ f
δφs

)δφb. (II.14)

Notice that

δφn =
∂φn

∂t
δt =−∇ · (vφn)δt, δφb =

∂φb

∂t
δt =−∇ · (vφb)δt. (II.15)

We denote the free energy associated with mixing by

A =

∫
f dx. (II.16)

Its variation is given by

δA =

∫
δ f dx =

∫
v · [φn∇(

δ f
δφn

−
δ f
δφs

)+φb∇(
δ f
δφb

−
δ f
δφs

)]δtdx. (II.17)

It then follows that

δ f =−v ·Feδt, (II.18)
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which implies

Fe=−φn∇( δ f
δφn

− δ f
δφs

)−φb∇( δ f
δφb

− δ f
δφs

) =−γ13kBT∇ · (∇φn∇φb+∇φb∇φn)−

∇ · ((γ11+ γ13)kBT∇φn∇φn+(γ12+ γ13)kBT∇φb∇φb)+∇[ f̂ (φn,φb)+

γ11kBT(φn∆φn+
1
2‖∇φn‖

2)+ γ12kBT(φb∆φb+
1
2‖∇φb‖

2)+ γ13kBT(φn∆φb+φb∆φn+∇φn∇φb)],

(II.19)

where f̂ consists of the bulk terms and their first integrals in the mixing free energy. The first part

can be identified as a part of the stress due to inhomogeneity of the volume fractions in the biofilm

and the second part serves as an additional pressure in the incompressible material system. So, the

elastic stress tensor due to mixing dynamics is given by

τes=−kBT[(γ11+ γ13)∇φn∇φn+(γ12+ γ13)∇φb∇φb+ γ13(∇φb∇φn+∇φn∇φb)]. (II.20)

We proposed two models in [34]. In the first model, we assume the transport and deformation

of the active components in the mixture is carried out by the average velocity and its gradient. For

instance for the solvent, we assume it is viscous with the stress given by

τs= 2ηsD, (II.21)

whereηs is the solvent viscosity. If one considers rigid rod-shapedbacteria cells packed close

to one another, then at high volume fractions of tightly packed cells, one would expect colloidal

effects. However, confocal laser scanning micrographs confirm that the local volume fraction

of cells (including the water contained within) is usually less than.2, and below the threshold

where these effects occurs [29]. Thus, it is reasonable to assume the bacteria phase is an extended

Newtonian fluid and its stress tensor is defined as

τb = 2ηb(D)D, (II.22)

whereηb is a rate-of-strain dependent viscosity. The EPS polymer network is assumed viscoelastic

with stressaφnτn, whereτn obeys the Johnson-Segalman equation

d
dt

τn−W · τn+ τn ·W −a[D · τn+ τn ·D]+
1
λ1

τn = 2
ηp

λ1
D, (II.23)

where d
dt =

∂
∂t +v ·∇ is the material derivative,W is the vorticity tensor, a is a rate parameter in

[−1,1], ηp is the polymeric viscosity andλ1 is the relaxation time. Since the velocity gradient

used in this constitutive model is calculated from the average velocity, we name it the VA model.
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If we assume the transport of each component is carried out bytheir respective velocity fields

and the associated gradients, alternative constitutive equations for the stress tensors are proposed

as follows

τs = 2ηsDs, τb = 2ηbDb,

d
dt τn−Wn · τn+ τn ·Wn−a[Dn · τn+ τn ·Dn]+

1
λ1

τn = 2ηp

λ1
Dn,

(II.24)

where Ds,Db,Dn are the rate of strain tensors calculated using the respective velocity field

vs,vb,vn, Wn is the vorticity tensor calculated fromvn and d
dt =

∂
∂t +vn ·∇ is the material deriva-

tive for the EPS strand transported via the polymer network velocity. We refer to this constitutive

model the VN model.

D. Transport of the nutrient

The transport of nutrient is carried out by the solvent velocity vs:

∂
∂t (φsc)+∇ · (cvsφs−Dsφs∇c) = gc, (II.25)

whereDs is the diffusion coefficient for the nutrient. The nutrient decay rate is proportional to the

bacterial consumption,

gc =−C2φb
c

K2+c, (II.26)

whereC2 parametrizes the uptake rate of the nutrient, andK2 is the half saturation constant for

nutrient consumption. We neglect the possible conversion between EPS and nutrient in this model.

E. Summary of the governing system of equations

The governing system of equations for the biofilm-solvent mixture are summarized below.
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Transport equations for the volume fractions:

∂φn
∂t +∇ · (φnv) = ∇ · [λφn(1−φn)∇( δ f

δφn
− 1

2(
δ f
δφb

+ δ f
δφs

))+ λ
2φn(φb−φs)∇( δ f

δφs
− δ f

δφb
)]+gn,

∂φb
∂t +∇ · (φbv) = ∇ · [λφb(1−φb)∇( δ f

δφb
− 1

2(
δ f
δφn

+ δ f
δφs

))+ λ
2φb(φn−φs)∇( δ f

δφs
− δ f

δφn
)]+gb,

∂φs
∂t +∇ · (φsv) = ∇ · [λφs(1−φs)∇( δ f

δφs
− 1

2(
δ f
δφb

+ δ f
δφn

))+ λ
2φs(φb−φn)∇( δ f

δφn
− δ f

δφb
)]+gs,

gn = µ0φb
c

Kc+c,

gb = [( C1c
(K1+c) −CB)]φb,

gs =−(gn+gb).

(II.27)

Individual velocity for each effective component:

vs= v−λ[(1−φs)∇( δ f
δφs

− 1
2(

δ f
δφb

+ δ f
δφn

))+ 1
2(φb−φn)∇( δ f

δφn
− δ f

δφb
)],

vn = v−λ[(1−φn)∇( δ f
δφn

− 1
2(

δ f
δφb

+ δ f
δφs

))+ 1
2(φb−φs)∇( δ f

δφs
− δ f

δφb
)],

vb = v−λ[(1−φb)∇( δ f
δφb

− 1
2(

δ f
δφn

+ δ f
δφs

))+ 1
2(φn−φs)∇( δ f

δφs
− δ f

δφn
)].

(II.28)

Transport equation for the nutrient:

∂(cφs)
∂t +∇ · (vscφs) = ∇ ·φsDs∇c− (C2φb

c
K2+c). (II.29)

Continuity equation and the momentum balance equation:

∇ ·v = 0,

ρdv
dt = ∇ · (aφnτn+φbτb+φsτs)−∇ · [pI +kBT((γ11+ γ13)∇φn∇φn+(γ12+ γ13)∇φb∇φb+

γ13(∇φn∇φb+∇φb∇φn))].

(II.30)

Here,ρ = φsρs+φbρb+φnρn is the density of the mixture. The stress constitutive equations are

given by eq. (II.21),(II.22),(II.23) or (II.24).

Remarks:
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• We note that the elastic stress constitutive equation is valid only within the domain where

φn 6= 0. Hence, its contribution is zero in the pure solvent region. For computational conve-

nience, a transport equation for the stress componentσn = φnτn can be formulated to have a

globally valid constitutive equation for the elastic stress.

• The continuity equation is upheld approximately under the assumption that the mobilityλ

is small and the density differences among the three effective components are not far apart.

III. NONDIMENSIONALIZATION

We use a characteristic time scalet0, a characteristic length scaleh, and a characteristic nutrient

concentrationc0 to nondimensionalize the variables

t̃ =
t
t0
, x̃ =

x
h
, ṽ =

vt0
h
, p̃=

ph2

f0
, τ̃ =

τh2

f0
, c̃=

c
c0
, (III.1)

where f0 is a characteristic force scale. The following dimensionless parameters arise

Λ = λt0 f0
h4 , Γ1 j =

γ1 jkBT
f0

, j = 1,2,3, Γ2 =
γ2kBTh2

f0
, Res =

f0t0
ηsh2 , Reb =

f0t0
ηbh2 , Rep =

f0t0
ηph2 , D̃s =

Dst0
h2 ,

Bi = ρ0h4

f0t2
0
, ρ̃ = Bi(φs

ρs
ρ0
+φn

ρn
ρ0
+φb

ρb
ρ0
), µ̃0 = µ0t0, K̃c =

Kc
c0
, K̃i =

Ki
c0
, i = 1, · · · ,2,

Λ1 =
λ1
t0
,C̃1 =C1t0,C2 =C2t0,C̃B =CBt0.

(III.2)

whereρ̃0 is an average density,Res, Reb andRep are the Reynolds number for the solvent, the

bacteria and the EPS, respectively, andΛ1 is the Deborah number for the EPS. We setBi = 1 and,

thus, the force scale is chosen asf0 =
ρ0h4

t2
0
.

For simplicity,we drop the˜on the dimensionless variablesand the parameters. The system of
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governing equations in these dimensionless variables is given by

∂φn
∂t +∇ · (φnv) = ∇ · [Λφn((1−φn)∇( δ f

δφn
− 1

2(
δ f
δφb

+ δ f
δφs

))+ 1
2(φb−φs)∇( δ f

δφs
− δ f

δφb
))]+gn,

∂φb
∂t +∇ · (φbv) = ∇ · [Λφb((1−φb)∇( δ f

δφb
− 1

2(
δ f
δφn

+ δ f
δφs

))+ 1
2(φn−φs)∇( δ f

δφs
− δ f

δφn
)]+gb,

gn = µ0φb
c

Kc+c,

gb = [( C1c
(K1+c) −CB)]φb,

∂(cφs)
∂t +∇ · (vscφs) = ∇ ·Dsφs∇c− (C2φb

c
K2+c),

∇ ·v = 0,

ρdv
dt = ∇ · (aφnτn+φbτb+φsτs)−∇ · [pI +kBT((Γ11+Γ13)∇φn∇φn+(Γ12+Γ13)∇φb∇φb+

Γ13(∇φn∇φb+∇φb∇φn))],

(III.3)

whereρ = φsρs+φbρb+φnρn. The constitutive equations for the VA model are given by

Λ1

[

∂
∂t τ+v ·∇(τ)−W · τ+ τ ·W −a[D · τ+ τ ·D]

]

+ τ = 2
Rep

D,

τb =
2

Reb
D,τs=

2
Res

D.

(III.4)

The mixing free energy density is now given by

f = Γ11
2 ‖∇φn‖

2+ Γ12
2 ‖∇φb‖

2+ Γ13
2 ‖∇φs‖

2+Γ2[
φn
Np

lnφn+
φb
Nb

lnφb+φs lnφs+

χbnφnφb+χsbφsφb+χsnφnφs]].

(III.5)

The no-flux boundary conditions at the solid impermeable boundary are derived from the transport

equations for the volume fractions

n · [φn((1−φn)∇( δ f
δφn

− 1
2(

δ f
δφb

+ δ f
δφs

))+ 1
2(φb−φs)∇( δ f

δφs
− δ f

δφb
))] = 0,

n · [φb((1−φb)∇( δ f
δφb

− 1
2(

δ f
δφn

+ δ f
δφs

))+ 1
2(φn−φs)∇( δ f

δφs
− δ f

δφn
)] = 0,

(III.6)
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wheren is the unit external normal of the boundary. In addition, we impose the following boundary

conditions at the solid boundary:

v = 0,n ·∇φn = 0,n ·∇φb = 0. (III.7)

Along the same boundary, we impose a no-flux condition for thenutrient as well:

n ·∇c= 0. (III.8)

Analogously, if the nutrient is fed along a certain part of the boundary, we impose

c= cb (III.9)

along that part of the boundary. For the simulations in Section 4, we impose a periodic boundary

condition in one space-direction and the above boundary conditions in the transverse direction.

We denote the bulk free energy density as

f̂ = Γ2[
φn
Np

lnφn+
φb
Nb

lnφb+φs lnφs+χbnφnφb+χsbφsφb+χsnφnφs]]. (III.10)

In practice, we regularize the bulk free energy by the following in case ofφn = 0 and/orφb = 0:

f̂ = Γ2[
φn
Np

ln(φn+∆φ0
n)+

φb
Nb

ln(φb+∆φ0
b)+φs lnφs+

χbnφnφb+χsbφsφb+χsnφnφs]],

(III.11)

where∆φ0
n and∆φ0

b are two small positive quantities. Note that we don’t need toregularizeφs

because, as mentioned previously, the bulk of the biofilm is composed primarily of water and,

thus,φs> 0 in the biofilm mixture all the time

It is worth noting here that our choice of characteristic timescalet0 depends upon the physical

phenomenon that we are interested in modeling, and has serious repercussions on the numerical

stability of the scheme used to solve the equation. In fact, we could identify fast, slow, and

intermediate timescales in the problem and propose some simplifications in the case of very fast or

very slow timescales. In the slow time scale on which biofilm growth can be observed, the elastic

response of the system is minimal and, thus, system can be treated collectively as viscous. In the

fast and intermediate time scales, the elastic response of the EPS network needs to be accounted

for by a viscoelastic constitutive model (II.24). In the following numerical simulations, we will

focus on biofilm-flow interaction in the slow time scale:Λ1 << 1. The elastic stress in the VA

model (II.23) is given byτn ≈ 2ηnD.
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IV. NUMERICAL SIMULATION OF TRANSIENT 2-D BIOFILM DYNAMICS

We present numerical solutions for transient states of the ternary biofilm model using the VA

model. In this section, we will investigate the growth of a biofilm in 2-D: (x,y)∈ I = [0,L]× [0,1],

governed by the equations given in the previous section. We consider a 2-D initial-boundary value

problem with prescribed initial states:

φn(x,y,0) = φ0
n(x,y),φb(x,y,0) = φ0

b(x,y),c(x,y,0) = c0(x,y),d(x,y,0) = d0(x,y), (IV.1)

and boundary conditions given by (III.6-III.9). All physical variables are assumed periodic in the

x-direction. In the y-direction, we assume a flux-free boundary condition for the volume fractions

at both walls and the same type of boundary condition for the nutrient concentration at one side

y= 0; we feed in the nutrient at the upper boundary,

c|y=1(x) = c∗, (IV.2)

which allows the possibility of variable nutrient feeding in time. We assume the velocity aty= 0

is v = 0 andv(y= 1) = (v0,0), wherev0 is a shear speed.

A. Numerical Schemes

We use the finite difference method to solve the coupled flow, phase field, and nutrient concen-

tration transport equation. We employ uniform spatial and time step sizes denoted by∆x,∆y and

∆t respectively. The superscriptn denotes the discretized solution at time leveln∆t. We solve the

coupled momentum transport equation and the continuity equation using a Gauge-Uzawa scheme,

developed by Shen et al. [41], and the other transport equations using semi-implicit finite differ-

ence schemes.

We denote

R =−∇ · ((Γ11+Γ13)∇φn∇φn+(Γ12+Γ13)∇φb∇φb+Γ13(∇φn∇φb+∇φb∇φn))+

∇ · (aφnτn+φbτb+φsτs−
2

Rea
D),

(IV.3)

whereRea is an averaged Reynolds number. Preferably, it is chosen such that

1
Rea

=
1
|Ω|

∫
Ω
(
aφn

Ren
+

φb

Reb
+

φs

Res
)dx, (IV.4)
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whereΩ is the computational domain. The momentum transport equation can be rewritten as

ρ(
∂
∂t

v+v ·∇v) =−∇p+
1

Rea
∇2v+R. (IV.5)

The nonlinear termR is treated explicitly through extrapolation. We calculatev and the pressure in

three steps. We present the scheme for the case of periodic boundary conditions in thex direction

and physical boundary conditions in the y direction. For simplicity, the second order extrapolation

of any functionf is denoted byf
n+1

= 2 f n− f n−1.

Step 1:



















ρn+1[u
n+1−vn

∆t ]+ρn+1vn+1 ·∇un+1+ 1
Rea

[∇sn−∇2un+1] = R
n+1

,

un+1|y=0 = 0,un+1|y=1 = v0.

(IV.6)

Step 2: We implement the projection step by solving a Poissonequation with the Neumann bound-

ary condition:


















−∇ · ( 1
ρn+1 ∇ψn+1) = ∇ ·un+1,

∂ψn+1

∂n |y=0,1 = 0.

(IV.7)

Step 3: We correct the velocity, pressure and the auxiliary variables.






































vn+1 = un+1+ 1
ρn+1 ∇ψn+1,

sn+1 = sn−∇ ·un+1,

pn+1 =−ψn+1

∆t + 1
Rea

sn+1,

(IV.8)

wheres0 = 0. This is a first order scheme in time.

The polymer volume fraction at time stepn+ 1 governed by the Cahn-Hilliard equation is

calculated by:

φn+1
n −φn

n

∆t
+θΛ∇ ·Φn+1

n = gn+θ
n − (1−θ)Λ∇ ·Φn

n−NL
n+θ
n , (IV.9)

where the semi-implicit and explicit terms are split (the nonlinear terms, including the natural log

terms from the free energy and from the growth rate, are extrapolated). For readability, we have
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introduced symbols corresponding to the explicit and semi-implicit/extrapolated pieces:

Φn+1
n = φ̄n+θ

n (1− φ̄n+θ
n )∇y[(−Γ11− .5Γ13)∆φn+1

n − .5(−Γ12+Γ13)∆φn+1
b +

+Γ2(−1.5χsn− .5χbn+ .5χsb)φn+1
n +Γ2(χbn−χsn)φn+1

b ]+

+φ̄n+θ
n (2φ̄n+θ

b + φ̄n+θ
n −1)∇y[.5Γ13∆φn+1

n + .5(Γ12+Γ13)∆φn+1
b

+.5Γ2(χsn−χbn+χsb)φn+1
n +Γ2χsbφn+1

b ],

NL
n+1

= φ̄n+θ
n (1− φ̄n+θ

n )∇y

(

1
Np
(ln(φ̄n+θ

n +∆φ0
n)+1)− 1

2Nb
(ln(φ̄n+θ

b +∆φ0
b)+1)+ ln φ̄n+θ

s

)

+φ̄n+θ
n (2φ̄n+θ

b + φ̄n+θ
n −1)∇y

(

− 1
Nb
(ln(φ̄n+θ

b +∆φ0
b)+1)+ ln φ̄n+θ

s

)

.

(IV.10)

A similar update scheme is employed for the other phase variable φb. Here theθ-method is em-

ployed for 0≤ θ ≤ 1 andθ = 1/2 gives the semi-implicit, second order in time Crank-Nicholson

algorithm. Here, all of the “bar” terms are extrapolated values at the intermediate timestep:

¯(·)
n+θ

= (1−θ)(·)n+θ(·)n+1. The update scheme for the nutrient transport equation is:

1
∆t

(φn+1
s cn+1−φn+1

s cn)−θ∇·(Dsφn+1
s ∇cn+1)= (1−θ)∇·(Dsφn

s∇cn)−ḡn+θ
c −∇·(c̄n+θv̄n+θ

s φ̄n+θ
s ),

(IV.11)

where theφn+1
s is computed by updating the phase field equations, using the above scheme, prior to

updating the concentration of nutrient substrates. The spatial discretization in the above semidis-

cretized equations is done using central differences to ensure at least second order accuracy in

space as well as to respect symmetry.

The boundary conditions at the top and bottom boundaryy= 1,0 are handled in the following

way. We use uniform mesh size in both the spatial and temporaldiscretization, where the time step

size is∆t and spatial mesh size is∆x= L/Mx,∆y= 1/My. The computation domainΩ = [0,L]×

[0,1] is divided into uniform cells by nodes(xi ,y j) = (i∆x, j∆y), i = 0, · · · ,Mx, j = 0, · · · ,My. We

denote the value of the numerical solution of (IV.10) and (IV.11) at(n∆t, i∆x, j∆y) by φn
n,i, j , cn

i, j

respectively. For either the case of the cavity geometry or the shear flow, we havev · n|0,1 = 0.

Thus the boundary conditions forφn,φb, andc given by (III.6)-(III.9) yield the discrete forms of

the boundary conditions

φn
n,b,i,1 = φn

n,b,i,−1, φn
n,b,i,2 = φn

n,b,i,−2, φn
n,b,i,My+1 = φn

n,b,i,My−1, φn
n,b,i,My+2 = φn

n,b,i,My−2,

cn
i,1 = cn

i,−1, cn
i,My+1 = ci,My−1, i = 0, · · · ,Mx.

(IV.12)

The numerical scheme for the volume fractions and nutrient concentration is second order in

space and second order in time if we chooseθ = 1/2. The overall scheme however is first order
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in time and second order in space. To ensure accuracy in time,second order extrapolation is used

for the R term in the momentum transport equation (IV.6) and the nonlinear terms in the phase

field equations (IV.9). The density of the solvent, bacteriaand polymer network are set to be the

same in this study, thusρn is in fact a constant. The average Reynolds numberRea is computed

by 1
Rea

=
φmax

n
Ren

+
φmax

b
Reb

+
(1−φmax

n −φmax
b )

Res
, whereφmax

n = max{φn,i, j ,0≤ i ≤ Mx,0≤ j ≤ My} andφmax
b

is evaluated at the same location. ThusRea and is a constant at each time steptn, but varies

with time. For convenience, we setL = 1. All numerical results presented below are for at least

∆x= ∆y= 1
128.

The entire numerical scheme is executed in each time step in the following order.

• First, the velocity and the pressure field are solved.

• Second, the volume fractions are updated.

• Finally, the nutrient concentration is computed.

The numerical scheme is implemented in both regular and staggered grids in 2 space dimension.

Convergence rates in both space and time are verified throughextensive mesh refinement numer-

ical experiments. These techniques are appropriate forRe≤ O(10), which is in the laminar flow

regime.

B. Numerical Results and Discussions

Before taking a look at several numerical simulations of biofilm flow interaction, it is necessary

to examine the way the various parameters affect the evolution of biofilm mixing and biofilm

growth in ”quiescent fluids”. The polymer parameters (top third of Table 1), are picked in the

regime of a gel-like biofilm where channel formation is knownto occur [42]. The Flory-Huggins

constants (besidesχbn) are picked to promote the formation of a stable gel fraction[37], though

the dynamics due to intermixing of the components is more complicated in this ternary model.

The mixing parameterχbn is set to zero to accommodate the fact the EPS is tied to the cell from

which it grows. The other Flory-Huggins parameters are based upon previous biofilm modeling

attempts [24, 25].

Growth related constants are given in the middle third of Table 2. Due to the abundance of

literature studying the effects of oxygen content on bacteria and biofilm growth, we will treat
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SymbolParameter Value Unit

T Temperature 303 Kelvin

γ1 Distortional energy 8×106 m kg s−2

γ2 Strength of the bulk mixing energy 3×1017 m kg s−2

χsn Flory-Huggins mixing parameter .25 dimensionless

χsb Flory-Huggins mixing parameter .25 dimensionless

χbn Flory-Huggins mixing parameter 0 dimensionless

λ Mobility parameter 1×10−10 kg−1m3s

λ1 polymer relaxation time 100 s

Nb Generalized polymerization parameter (Bacteria)1000 dimensionless

Nn Generalized polymerization parameter (EPS) 1000 dimensionless

µ0 Maximum EPS production rate 1.5×10−4 s−1

Kc Half saturation constant for polymer growth 3.5×10−4 kg m−3

C1 Maximum bacterial mode growth rate 1.5×10−4 s−1

K1 Half saturation constant for bacterial mode growth3.5×10−4 kg m−3

CB Average bacteria death rate 2×10−7 or 2×10−5 s−1

Ds Substrate diffusion constant 2×10−9 m2s−1

C2 Maximum nutrient consumption rate 2×10−3 kg m−3s−1

K2 Nutrient uptake constant 3.5×10−4 kg m−3

ηp Viscosity of the EPS network 4.3×102 kg m−1 s−1

ηs Viscosity of the solvent 1.002×10−3 kg m−1 s−1

ηb Viscosity of the bacteria in solvent 4.3×10−1 kg m−1 s−1

ρn Network density 1×103 kg m−3

ρs Solvent density 1×103 kg m−3

ρb Bacteria density 1×103 kg m−3

h Characteristic length scale 1×10−3 m

t0 Characteristic time scale 1×103 (growth) s

c0 Characteristic concentration 1×10−3 kg m−3

ρ0 Characteristic density (=ρs) 1×103 kg m−3

TABLE I. Parameter values used in simulations (unless otherwise specified). Only values relevant to the

simulations are given here.
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our nutrient concentrationc as the local oxygen concentration. The maximal growth ratesand

associated half-saturation and diffusion constants are the same used in other modeling efforts

based upon experimental results [16, 22, 37, 43] for growth rates of biofilms relative to oxygen

concentration.

The bottom third of Table 3 contains typical fluid parameters[44]. On the timescale of days,

where visible growth occurs, the fluid can be treated as viscous [36, 37]. Thus, we neglect the

elastic contribution of the bulk stress for the simulationsbelow. The viscosities and other fluid

parameters are consistent with other modeling efforts [1, 24, 25, 37] and should allow for easy

comparison with those models.

1. Growth in quiescent fluids

We begin our discussion of the numerical simulations by focusing on the basic mechanics of

biofilm growth. We simulate biofilm growth in a quiescent water bed, where the nutrient (oxygen)

is fed at the upper boundary (interface with the ambient air)(y = 1) while periodic boundary

conditions are assumed in thex direction. Unless otherwise specified, we assume the nutrient

concentration at the upper interface is fixedc(x,1) = 1 throughout the simulation. Figures 1-3

show some representative numerical results of this simulation at selected time values. Figure 1

depicts the distribution of the EPS volume fraction and the bacterial volume fraction at three time

values during the course of simulated growth, representingthe initial, the intermediate and the

mature stage.

The initial condition for this growth simulation is that thebacteria are populated lightly in the

bottom of a water tank with a very low EPS concentration. As the by-product of the bacterial

growth, EPS grows as the bacteria multiply. The stratification in both the EPS and bacteria is

captured well by the simulation. Although the average (macroscopic) velocity of the system is

near zero, which justifies the use of quiescent fluids, there exists the excessive velocity for each

component to “move” due to inter-component mixing. Here, the biofilm growth profile respects

the normal mode analysis, obtained on constant equilibria,which predicts that the growth rates

differentiate based on the scale of the underlying perturbation of volume fractions, i.e., the fastest

growth is dedicated to a certain range of wave numbers and thegrowth (expansion) phenomenon

is associated with long and intermediate wave disturbancesonly [34].

As the initial bacterial distribution is nearly uniform, itquickly becomes heterogeneous during
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growth. The bacteria tend to aggregate or nucleate behind the fastest growing hump leaving behind

a less populated landscape. This phenomenon seems to be duplicated in the EPS production, which

is expected given that the EPS is produced by the cells. In thenear mature stage of growth, the

high concentration of the bacteria and EPS are observed in the nucleated hump. This nucleated

growth profile has been observed in other models [21, 25], andis related to the unstable modes

analyzed in [24, 34]. The decay termCB is held very small relative to the growth rate for this

simulation, and thus the effect of starvation due to the lackof nutrient is not readily apparent.

Figure 2 depicts the velocities around the biofilm hump for all three effective components at the

mature stage. These velocities intuitively capture the motion of the bacteria, EPS and the solvent in

the neighborhood of the nucleated hump. Specifically, the bacteria and EPS all expand in the bulge

while the solvent expands near the top of the bulge and is replenished through the neck region. At

the center of the nucleated hump, where the growth is the mostsignificant, the bacterial and EPS

velocity are near zero. The velocities show positive value indicating upward biomass expansion

on top of the hump while they are negative in the lower half of the hump showing a downward

expansion of the biomass. Due to the expansion of the biofilm front, the solvent is perturbed so

that a pair of roll cells form on each side of the nucleated hump (Fig. 3). In this ternary model,

the total volume of the mixture is assumed conserved, thus the growth of the bacteria and EPS is

at the expense of the solvent. Figure 3 shows the velocity of the bulk fluid and the pressure field.

The bulk velocity is the result of intermixing of the components which is dominated by the solvent

velocity in this simulation. It is tiny however. The pressure is highest in the neck region and lowest

behind the fast growing front. The relatively high pressuredistribution shifts more toward the neck

region as the biofilm growth approaches maturity. Overall, the pressure is quite low in magnitude.

Next, we investigate growth dynamics for differently sizedbiofilm colonies growing directly

on the substrate. Figure 4 shows a simulation that initiallyhas seven separate and disparately sized

bacterial colonies. After 300 time units (about a half week of dimensional time) the biofilm has

doubled in depth, and several colonies have grown together.The three colonies in the middle have

begun connecting to each other at the top, leaving a void underneath and between with little EPS

and bacteria. This suggests that, for the top feeding boundary condition, as the biofilm grows

upward, the rate of outward expansion increases, especially at the spatial locations where the

biofilm profile evolves along the dominating growth mode of certain wave numbers. This new

growth forms nucleated regions that eventually converge toone another, and this growth profile

is driven by the dominating unstable mode revealed from the linearized analysis [34]. Again, the
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most populated bacterial and EPS regions are closer to the growing biofilm front. The decay term

is held small in this case as well, but will be explored below.

The velocity of the three effective components are overlaidon the corresponding volume frac-

tion plots in Figure 5. The roll cells are pushed upward as thebiofilm fronts expand into the solvent

region and merge. In the mature stage, only a pair of the roll cells survive on the top. Figure 6

shows snapshots of the velocity overlaid with the pressure field at two times for this multi-colony

simulation. Early on, the velocity field undergoes a transient state before forming stable roll cells

around each colony. The pressure and velocity here are stillrelatively small, which is expected

given the very slow rate of growth associated with this biofilm.

When death due to a lack of nutrient is non-negligible, the dynamics of the growing biofilm are

quite different. Figure 7 illustrates the effects of moderate cell death in a regime where the local

nutrient concentration can become exhausted. Using the same initial condition as figure 1, figure 7

shows a significant departure from the usual mushroom shapedgrowth profile. Here we see much

greater outward expansion of the bacteria, but lower local bacteria concentrations. Behind the

fastest growing part of the biofilm, the bacteria populations decay to nearly zero, leaving pockets

of little to no bacteria behind.

These studies demonstrate the basic hydrodynamics and reactive kinetics in biofilm growth

among the three effective components.

Remarks

• In these simulations the bacteria growth dynamics seem reasonable. The growth and decay

rates of the biofilm along with the nutrient diffusion rate and relative distance from the

upper, nutrient-rich, interface locally regulate the bacterial population.

• In each simulation we see rapid growth of the bacterial phasethat tapers off as the local

nutrient supply is exhausted. As the biofilm approaches maturity, we see cells near the

bottom starved due to lack of available nutrient.

• The EPS growth lags slightly behind the growing bacterial front in these simulations. Since

there is no mechanism to regulate EPS production in the current model, the EPS phase

may continue to grow beyond realistic values given the presence of available nutrient. It is

thought that bacterial EPS production is regulated throughquorum sensing [2], and such a

mechanism will be considered in an augmented model in the future.
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We next probe how these growth dynamics and kinetics are altered when the biofilm is subject

to a weak shear flow imposed by slow moving upper fluid layer.

2. Growth in shear flows

The disparity of time scales in the model suggests that some effects are negligible on the

timescale where other effects are dominant. One example of this is that the elastic relaxation

timescale of the EPS polymer (λ1, usually in terms of seconds) is often small relative to the

timescale under which biofilm growth occurs (usually over the course of hours and days). Like-

wise, under a large shear applied for a short time, the relative growth of the network will be small.

Figure 8 demonstrates the effect of a biofilm growing under a weak shear where the Reynold’s

number for the solvent isRes = 1× 10−3 as calculated from the table of parameters. Here the

shear is picked so small that its effects on growth can be seenonly over the course of several

days. Note that the growing biofilm under a weak shear can develop an elongated peninsula near

the top of the biofilm hump, which can eventually pinch off andbe carried away by the velocity

field. Figure 9 records the snapshots of the pressure and the overlaid velocity field at two selected

time values. Note that it is mostly bacteria along with the grafted EPS that are pulled off by the

shear flow since the bacteria must proceed the EPS as the colony grows [45]. For mature biofilms,

shedding bacteria is necessary for propagating the colony in other locations.

Under a relatively fast shear, where the characteristic time scale is set att0 = 1s, the timescale

required to capture the growth effects is so small that the growth is negligible. Figure 10 shows

a simulation of fast shear flow for a reasonably designed, heterogeneous biofilm profile with a

slightly attenuated neck connected to a base, as suggest by Figure 4. In contrast to the weak shear

experiments, whereRes = 1×10−3, here the flow is actually three orders of magnitude faster, i.e.

Res= 1. This is faster than the creeping flow experiments examinedin figure 8, but still below the

threshold for the onset of turbulence. Note that the biofilm bends under the influence of shear, but

there is no visible growth. The shearing bulk flow induces consistent velocity in both the EPS and

the bacteria (see Figure 11). The pressure distribution around the biofilm colony seems to indicate

that the high pressure point is located in the neck region in the front of the hump, relative to the

flow direction, and the low pressure spot is situated in the back of the hump (shown in Figure 12).

For heterogeneous biofilms, shear flow can be an important factor in propagation. Consider

a mature biofilm grown using the same parameters as Figure 7. Most of the bacteria are densely
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populated at the top of the biofilm, while a less dense population is spread throughout the network.

If we apply a fast shear to this biofilm, as simulated in Figure13, we see the less viscous bacteria

at the top of the biofilm (where the EPS concentration is low),are quickly spread throughout the

domain, while the bacteria near the base (where the EPS population is higher, and the velocity

lower) remain intact. Thus, we can observe that the EPS network acts to hold the bacteria in place

against shear flows.

V. CONCLUSION

We have developed a multi-phase hydrodynamical theory for biofilms (biomass-solvent fluid

mixtures) by modeling the EPS network, bacteria and effective solvent (consisting of solvent and

all nutrient materials) explicitly. This theory is formulated using a single fluid multicomponent

model of multiphase materials. In this model an incompressible average velocity field is promi-

nently identified while the individual velocity for each fluid component is given as a combination

of the (excessive) mixing velocity and the average velocity. The EPS dynamics are dictated by the

local population of the bacteria and the presence of available nutrient. The bacterial population

is affected by several factors including the local concentration of nutrient and the natural survival

rate, which is modeled as a small decay rate independent of the environment. The nutrient con-

centration is governed by diffusion within the solvent and allows for local bacterial consumption.

The governing system of equations for this model consist of partial differential equations for the

volume fraction of each phase, the nutrient concentration,and the momentum transport equation

for the mixture. These equations are discretized and solvednumerically using second-order finite

difference methods; the discrete equations are solved in 2-spatial dimensions in order to simulate

biofilm growth and biomass-solvent interaction. Ranges of important parameter values are ex-

plored in order to demonstrate the features that this model is capable of capturing. The numerical

simulations of biofilm growth in quiescent fluids reveal someprominent features for the spatial-

temporal distribution of the bacteria and the EPS which we hope can be validated through refined

experimental studies in the future. The numerical simulation tool also allows one to investigate the

bacteria-EPS-flow interaction in shear flow environments aswell as in environments where bac-

terial starvation, due to depletion of nutrient, may prevail. The theoretical framework we adopted

in the development of this model can be readily extended to include different bacterial pheno-

types, which are common in most biofilms, as well as antibacterial chemicals. These potentially
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important refinements will be explored in a sequel.

This theoretical approach to multiphase complex fluids demonstrates a systematic derivation of

the transport equations for volume fractions in an incompressible material system. Distinguishing

the EPS and bacterial phases from one another allows for the differentiation of their produc-

tion, transport, response to bulk flows, and mutual interaction. We note that previous models for

biofilms did not treat differences in the physical properties of the bacteria and EPS in a systematic

way. This modeling refinement is important, because it allows us to capture qualitative features

of EPS and bacteria that emerge as a result of this distinction. As a more refined understanding

of the EPS/bacteria relationship is developed, our model will further allow us to quantitatively

address this issue. This approach also sets the stage for future studies on quorum sensing and

additional chemical species transport, including the effects of flow and chemical interference on

biofilm formation; it also enables the modeling of bacteria as an active migratory species within

the modeling framework. All these applications will be pursued in the near future.
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FIG. 1. (Color online) A growing biofilm forming a typical nucleated growth pattern. The volume fractions

of φn andφb are shown at various timesteps, using parameters outlined in Table 1. The EPS volume fraction

grows proportionally with that of the bacterial volume fraction.
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FIG. 2. (Color online)Thex andy component of the velocitya for each phase in and around the growing

biomass in Fig.1 att = 300. Note that the direction field for the EPS and bacteria tend to move outward from

the center of the nucleated hump, suggesting growth/expansion of the biofilm colony, while the solvent tends

to replenish the interior of the biofilm through the neck region as well as within the biofilm. The solvent is

pushed upward through the top of the hump leading to the formation of a pair of roll cells on each side of

the bulging hump.

a Values of velocity or pressure shown in all figures are in the nondimensional units derived in equation III.1.28
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FIG. 3. (Color online) The bulk or average velocity field and pressure att = 150,300 for the biofilm

(of Fig.1), respectively. Here the direction field is overlayed with the pressure field (color map) at the

corresponding timestep, and demonstrates the formation ofroll cells (or vortices) in the solvent exterior to

the growing biofilm.
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FIG. 4. (Color online) Disjoint biofilm colonies growing directly off a substrate. Hereφn andφb are shown

at various timesteps using the same parameter values listedin Table 1. As the biofilm colonies grow and

merge together, heterogeneous structures in the EPS and bacteria profiles become evident.
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FIG. 5. (Color online) The velocity for each effective component around the growing colonies in Fig.4 at

t = 300. Note that the direction field for the EPS and bacteria tend to move outward, suggesting growth of

the biofilm colony, while the solvent tends to replenish the interior of the biofilm through the neck regions

of the merging colonies as they expand outward. At the intermediate stage of growth, solvent tends to flow

out the front of the nucleated region. A pair of roll cells form on the sides of each of the growing biofilm

colonies.
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FIG. 6. (Color online) The bulk or average velocity field and pressure att = 150,300 for the disjoint

colonies of biofilm (of Fig.4). Here the direction field is overlayed with the pressure field (color map) at the

corresponding timestep, and illustrates the formation of roll cells (or vortices) in the bulk fluid.
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FIG. 7. (Color online) The growing hump of Figure 1 when starvation and natural cause decay is included

in the model. Here a faster growth rate is used,µ= 2.0× 10−4, while the death rate isCB = 2.0× 10−5.

Note that as the biomass grows, the oxygen content becomes diminished, and the bacteria tend to spread

outward more in contrast to Figure 1. The EPS tends to form a long stalk trailing the upward expansion of

the bacteria colony.
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FIG. 8. (Color online) A growing biofilm under slow steady shear at t = 100,200,300. The biofilm is

allowed to grow untilt = 100 before the shear flow is applied. Here the initial condition and parameters

are the same as Fig.4 . The nondimensional shear rate of magnitude 1 is applied aty = 1. Shearing flow

deforms the growing biofilm colony slightly to the flow direction, and begins pulling bacteria off the mature

colony. The periodic boundary condition in thex direction is evident as we see streams of bacteria flow

back in from the left side.
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FIG. 9. (Color online) The bulk or average velocity field and pressure att = 200,300 for the disjoint colonies

of biofilm (of Fig.4) under slow steady shear. Here the velocity field is overlayed with the pressure field

(color map) at the corresponding timestep and is depicted toillustrate the shear profile in the flow field.
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FIG. 10. (Color online) A heterogeneous biofilm growing on thin stalks under quick steady shear. The

characteristic time scale here ist0 = 1, and is picked to illustrate shear flow on the fast time scale. The

nondimensional shear rate of magnitude 1 is applied aty = 1. Note that growth and mixing effect are

negligible here and that the biofilm interface is well maintained.
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FIG. 11. (Color online) The velocity components in the quickly sheared biofilm. Here the same parameters

are used as Fig.10, however bacterial growth and EPS relaxation are both neglected. The excessive velocity

components indicate that the EPS and bacteria are moved to the right as the front of the hump is pulled

upward and the back pushed down. The solvent velocity profileis typical for flow around an obstruction.
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FIG. 12. (Color online) The average velocity field and pressure att = 1,5(seconds) for the quickly sheared

biofilm (of Fig.10) . Here the direction field is overlayed with the pressure at the corresponding timestep,

and is depicted to show the pressure jump from the leading edge to the back edge of the biofilm under shear.
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FIG. 13. (Color online) The mature biofilm from Figure 7 underfast steady shear. Like in Figure 10, the

characteristic timescale ist0 = 1. Here the shear rate isu= 10 at the upper boundaryy= 1, however. Note

that the bacteria along with the attached EPS is prone to be pulled away into the solvent while the EPS

network is more resistant to the applied shear.
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