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 The electron–ion temperature relaxation essentially affects both the laser 

absorption in coronal plasmas and the hot-spot formation in inertial confinement fusion 

(ICF). It has recently been re-examined for plasma conditions closely relevant to ICF 

implosions using either classical molecular-dynamics simulations or analytical methods. 

To explore the electron–ion temperature equilibration effects on ICF implosion 

performance, we have examined two new Coulomb logarithm models by implementing 

them into our hydro-codes and carried out hydro-simulations for ICF implosions. 

Compared to the Lee–More model that is currently used in our standard hydro-codes, the 

two new models predict substantial differences in laser absorption, coronal temperatures, 

and neutron yields for ICF implosions on the OMEGA Laser Facility [T. R. Boehly et al., 

Opt. Commun. 133, 495 (1997)]. Such effects on the triple-picket direct-drive design for 

the National Ignition Facility (NIF) have also been explored. Based on the validity of the 

two new models, we have proposed a combined model of the electron–ion temperature-

relaxation rate for the overall ICF plasma conditions. The hydro-simulations using the 
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combined model for OMEGA implosions have shown ~6% more laser absorption, ~6%–

15% higher coronal temperatures, and ~10% more neutron yield, when compared to the 

Lee–More model prediction. It is also noticed that the gain for the NIF direct-drive 

design can be varied by ~10% among the different electron–ion temperature-relaxation 

models. 

 

I. INTRODUCTION 

 In inertial confinement fusion (ICF) implosions, cryogenic (cryo) deuterium–

tritium (DT) targets are compressed by laser-driven shocks as well as through spherical 

convergence.1 The electrons absorbing the laser energy in the coronal plasma equilibrate 

their temperature with the ions so that the mass ablation (carried mainly by ions) occurs 

to drive the shell imploding inward by the so-called “rocket” effect. How quickly the heat 

flows from the electrons to the ions directly affects both the ablation rate and the laser 

absorption itself, since the inverse-bremstrahlung process is directly proportional to the 

Coulomb logarithm–characterizing electron–ion collisions. It is also sensitive to the 

coronal plasma temperature. On the other hand, the ions can first be heated during the 

laser-launched shocks propagating through the shell and breaking out into the gas in the 

target center. The shock-heated ions thermally equilibrate with the electrons both in the 

shell and in the hot spot. The rate of electron–ion energy transfer may affect the shock 

propagation through the shell and the hot-spot formation in ICF implosions. For this 

reason, the electron–ion thermal equilibration rate is very important for ICF simulations 

and target designs; it has been studied for a variety of plasma conditions over the past 

decades since the early work of Spitzer.2 
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 Different models for improving the original Spitzer formula have been proposed 

and published in the literature. For example, in 1984, Lee and More3 considered the 

quantum degeneracy effects and made modifications to the Spitzer formula for low-

temperature plasmas. The Lee–More model has long been used in hydro-codes (e.g., 

LILAC4 and DRACO5,6 developed at LLE) to simulate ICF implosions. For the inverse-

bremsstrahlung absorption of laser energy in coronal plasmas, Skupsky has developed 

formulas for the Coulomb logarithm of electron–ion collisions under the modified Born 

approximation.7 Most recently, the electron–ion energy relaxation has been revisited for 

density/temperature conditions closely relevant to ICF plasmas, by either classical 

molecular-dynamics (MD) simulations8–11 or analytical methods.12–15 Specifically, 

Dimonte and Daligault have carried out the ab initio classical MD simulations for 

electron–ion Coulomb plasmas using like charges.8 By fitting to their MD results, they 

have formulated the Coulomb logarithm in terms of the coupling parameter g. On the 

other hand, Brown, Preston, and Singleton (BPS) have recently utilized the dimensional 

continuation method to work out a formula for the electron–ion energy transfer rate in a 

wide range of plasma conditions including quantum and coupling effects.12,13 Although 

these new models have been proposed for years, to the best of our knowledge there are no 

studies, to date, on their effects on ICF implosions. In this paper, we have implemented 

these two new models together with the original Spitzer formula into our hydro-codes 

and carried out hydro-simulations for cryo-DT implosions on OMEGA16 as well as for 

the direct-drive–ignition designs on the National Ignition Facility (NIF).17 The 

simulation results indicate that the target performance is sensitive to the electron–ion 

temperature-relaxation model used. Differences in laser absorption, coronal temperatures, 
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and neutron yields are significant. Based on the validity of the classical MD model and 

the BPS model, we suggest the use of a model combined of both for the overall ICF 

plasma conditions. Such a combined model predicts ~6% more laser absorption, ~6%–

15% higher coronal temperatures, and ~10% more neutron yield for OMEGA implosions, 

when compared to the Lee–More model simulations. 

 This paper is organized as follows: A brief description of the four different 

models of electron–ion temperature equilibration and their implementation in the hydro-

code LILAC is given in Sec. II. The hydro-simulation results for cryo-DT implosions on 

OMEGA and for the triple-picket, direct-drive NIF design are presented in Sec. III. The 

combined model of MD fitting and the BPS formula is discussed in Sec. IV, where the 

implosion performance of the combined model simulation and the standard Lee–More 

prediction is also compared. A summary is presented in Sec. V. 

 

II. ELECTRON–ION TEMPERATURE-RELAXATION MODELS 

 In ICF implosions, there are different regions where the temperatures of electrons 

(Te) and ions (Ti) are drastically different at given instances. For example, in the coronal 

regime the electrons absorbing the laser energy get heated first and transfer their energy 

to ions via collisions; while in the shell and in the hot spot, the shock-heated ions (via 

complete inelastic collisions) first reach high temperatures, which gradually equilibrate 

with the electrons as the time goes on. The electron–ion temperature relaxation via 

collisions is normally described by  
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For most theories,2,3,13,18 the electron–ion temperature-relaxation rate involves the 

same prefactor: 
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where ni is the ion number density, m and e are the electron mass and charge, Z and M are 

the ion charge and mass, and kB is the Boltzman constant. (The cgs units are used 

throughout this paper). The Coulomb logarithm lnΛ, a unit-less coefficient for the rate of 

temperature change, characterizes the long-range and short-range electron–ion collisions 

in plasmas. For different models, the Coulomb logarithm has been approximated to a 

variety of expressions. 

 The well-known Spitzer formula2 for the Coulomb logarithm was introduced to 

avoid the integral divergence in binary collisions. Specifically, by cutting off the 

integration to some impact parameters, the Spitzer Coulomb logarithm can be written as 
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with the electron and ion charges Ze (=1) and Zi. By using the Krook model (under the 

Lorentz plasma condition) and including the electron-degeneracy effects in low-
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temperature plasmas (for example, in the imploding shell of Te & 50 eV), Lee and More3 

proposed the following formula: 

 

 ( )2 2
max min

1ln ln 1
2

b bΛ = +  (4) 

 

with bmax being the degeneracy-modified Debye–Hückel screening length λDH, which is 

defined by 
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where TF is the Fermi-degeneracy temperature. The minimum impact parameter bmin is 

given by the larger of the classical closest-collision distance and the quantum uncertainty-

principle limited length: 

 

 ( )2
min B e B emax 3 , 2 3 .b Ze k T mk T=  (6) 

 

It is noted that the Planck constant “h” that originally appeared in Lee and More’s paper 

has been corrected to “ħ”.7 The Lee–More model of Coulomb logarithm has long been 

used in our hydro-codes LILAC4 and DRACO5,6 for simulations of implosions and 

planar experiments.19 
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 Recently, the electron–ion energy relaxation problem has been revisited for ICF 

plasma conditions by a number of groups.8–15 Two new models have formulated explicit 

expressions for the Coulomb logarithm: One was done by Dimonte and Daligault8 using 

the classical MD simulations for electron–ion Coulomb plasmas with like charges. By 

fitting their MD results, they have come up with the following formula for the Coulomb 

logarithm in terms of the coupling parameter g: 

 

 ( )ln ln 1.0 0.7 gΛ = +  (7) 

 

with g = Ze2/λDkBTe and the Debye length 2
D B e e4 .k T n eλ π=  In contrast to 

numerical simulations, analytical studies using the dimensional continuation method by 

Brown, Preston, and Singleton (BPS) have recently resulted in a formula for the electron–

ion temperature-equilibration rate in a wide range of plasma conditions including 

quantum and coupling effects.12,13 The BPS formula for the Coulomb logarithm is 

comprised of a main term followed by two correction factors 

 

 QM C FD
BPS BPS BPSBPSln ln ln ln .ΔΛ = Λ + Λ + Λ  (8) 

 

The leading term incorporates quantum effects, while the second term is a correction for 

the case where the plasma parameters are no longer near the quantum limit; the third term 

takes into account the many-body electron degeneracy effects when the Fermi–Dirac 
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statistics becomes relevant. Without considering the small electron–ion mass ratio 

effects,13 these terms can be explicitly written as 

 

 
2 2

QM B e
BPS 2 2

e

81ln ln 1 ;
2

k T γ
ω

⎡ ⎤⎛ ⎞
Λ = − −⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦

 (9) 

 

 
2 2

C B eH i i
BPS i 2 2B e i H

ln 1.20205 ln 0.39624 ;
I

k TZ
k T Z

ω γ
ω

Δ
⎧ ⎫⎡ ⎤⎛ ⎞⎪ ⎪Λ = − × − +⎢ ⎥⎜ ⎟⎨ ⎬⎜ ⎟⎢ ⎥⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭

∑e
e

 (10) 

 

 
3 2 2

FD e e B e
BPS 3 2 2 2 5 2

e

81 1 ln 2 1ln 1 ln 1
2 2 22 2

n k Tλ γ
ω

⎧ ⎫⎡ ⎤⎛ ⎞⎛ ⎞ ⎛ ⎞⎪ ⎪Λ = − − × − − + +⎢ ⎥⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎢ ⎥⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭
 (11) 

 

with the binding energy eH of the hydrogen atom, the Euler constant γ ≈ 0.57721, the 

electron-plasma frequency 2
e e4 ,n e mω π=  and the ion-plasma frequency ωi for each 

ion species and the average ion frequency 2
ii ,Iω ω= ∑  as well as the electron thermal 

wavelength e B e2 .mk Tλ π=  By implementing these formulas into our 1-D hydro-

code LILAC, we have examined how our ICF implosion performance is affected by the 

choice of Coulomb logarithm model. By analyzing the validity of each model, we suggest 

a combined model that incorporates the BPS formula for the high-density shell and the 

MD fitting formula for the corona and hot-spot regimes. Compared to the standard (Lee–

More) model prediction, such a combined model has shown ~6% more laser absorption, 
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~6–15% higher coronal temperatures, and ~10% greater neutron yield for cryogenic-DT 

implosions on OMEGA. 

 To compare the different model predictions for the Coulomb logarithm, we have 

plotted the value of lnΛ as a function of electron density in Fig. 1 for typical ICF plasma 

conditions: (a) Te = 5 keV and Ti = 10 keV (during shock convergence in the “hot spot” 

of NIF implosions), (b) Te = 2.5 keV and Ti = 5 keV (during shock convergence in the 

hot spot of OMEGA implosions), (c) Te = 2.0 keV and Ti = 1.0 keV (typical “corona” 

condition on OMEGA implosions), and (d) Te = 50 eV and Ti = 100 eV (imploding-shell 

condition of OMEGA targets), respectively. In the panels of Fig. 1, the black dotted lines 

represent the Spitzer model, while the blue long-dashed lines represent the Lee–More 

model currently used in our hydro-codes. The two new models “MD” [Eq. (7)] and 

“BPS” [Eq. (8)] are depicted by the red solid line and the green dashed line, respectively. 

Overall, the Spitzer model gives the highest limit for all cases. For the hot-spot conditions 

on both OMEGA and NIF, the two new models are close to the Lee–More model and the 

difference is within ~10%, as shown by Figs. 1(a) and 1(b). The MD results, which were 

claimed in good agreement with previous BPS formula for low Te, are higher than the 

BPS results for temperatures larger than ~1 keV. Figure 1(c) shows that at the typical 

coronal temperature of OMEGA implosions, the BPS model gives very close results in 

comparison with the Lee–More model’s prediction near the critical-density regime (ne ~ 

9.1 × 1021/cm3) of OMEGA’s UV laser (λ = 0.351 μm). The Spitzer and MD results are 

~5-15% higher than the other two. Such a difference in lnΛ would affect the laser 

absorption in the corona, which will subsequently have a consequence on target 

performance. Inside the imploding DT shell, the electron/ion temperature is below 
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~100 eV during the implosion (before stagnation), where the DT plasma is moderately 

coupled and partially degenerated.20 Therefore, one would expect the quantum and 

many-body effects to begin to be important. For such conditions, Fig. 1(d) shows that the 

BPS model gives different results from the Spitzer and the Lee–More models, while the 

classical MD result was counter-intuitively in agreement with the BPS result at such low 

temperature regime [similar to what was shown in Ref. (8)]. The BPS result indicates an 

increase at very high density, which manifests the degeneracy effects since the plasma 

temperature is well below the Fermi temperature. 

 

III. HYDRO-SIMULATION RESULTS AND DISCUSSIONS 

 The different electron-ion temperature-equilibration models discussed above have 

been implemented into our 1-D hydro-code LILAC,4 which was used to simulate the 

cryo-DT implosions on OMEGA as well as the direct-drive NIF design. On OMEGA the 

triple picket plus a step main pulse shape has been applied to implode cryo-DT 

targets,21–22 [see Fig. 2(a)]. The shocks launched by the pickets precisely place the 

imploding shell in an appropriate adiabat (α ~ 2), and a high compression of 〈ρR〉 ~ 

300 mg/cm2 has been reached in cryo-DT implosions on OMEGA.21–23 The typical 

OMEGA target consists of a 10-μm deuterated plastic (CD) shell, ~65 μm of DT ice, and 

about 3 atm of DT gas in the center. The LILAC simulation results (with the standard flux 

limiter f = 0.06) are plotted in Figs. 2 and 3. The laser absorptions predicted by different 

Coulomb logarithm models are shown in Fig. 2(b). We see that the Lee–More model 

(used in the standard LILAC) and the BPS formula predict the lowest laser absorption, 

since Fig. 1 has indicated that these two models give smaller lnΛ in the plasma corona 
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[see Fig. 1(c)]. It is noted that the inverse bremstrahlung absorption is linearly 

proportional to the Coulomb logarithm. At the end of the laser pulse, the classical MD 

result is close to the Spitzer result. The absorption difference between the models can be 

as high as ≥6%. The corresponding compression ρR history and the neutron yield are 

shown in Figs. 3(a) and 3(b), respectively. Compared to the Lee–More model and the 

BPS formula, the MD and Spitzer models give slightly higher ρR and the peak ρR shifts 

slightly early, which is consistent with the greater absorption seen in Fig. 2(b). The 

neutron yields plotted in Fig. 3(b) are 7.54 × 1013 (Lee–More), 1.02 × 1014 (MD), 6.73 × 

1013 (BPS), and 1.25 × 1014 (Spitzer), respectively. The yield variation between the Lee–

More model and the two new models (MD and BPS) is ~30% and ~10% respectively. 

 Similar LILAC simulations for the direct-drive NIF design have also been 

performed, and simulation results are presented in Figs. 4 and 5. Figure 4(a) shows the 

NIF pulse design, which will be used for imploding the NIF-scale DT targets (~37-μm 

CD with ~150-μm of DT ice and a target diameter φ =3.374 mm). For NIF implosions, 

the plasma density scale-length is long (L ~ 300–400 μm), so that the laser absorption is 

~95% in all four Coulomb logarithm models. The Lee–More and BPS models still predict 

the lowest absorption, especially during the first picket [see Fig. 4(b)]. The compression 

ρR and neutron yield are correspondingly shown in Figs. 5(a) and 5(b), respectively. 

Depending on the slightly different shock dynamics, Fig. 5(a) indicates a small 

compression difference among these models. From the neutron yield illustrated in 

Fig. 5(b), we find the final target gains are ~10% different among the different electron–

ion temperature-equilibration models: 45.5 (Lee–More), 48.2 (Spitzer), 44.2 (BPS), and 

49.5 (MD). 
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IV. THE COMBINED MD–BPS MODEL 

 Since the coronal/hot-spot electron temperatures are above ~2 keV for ICF 

implosions where the density is low, the classical MD simulations, which were performed 

in an ab initio fashion, would better characterize the classical electron–ion thermal 

equilibrium process there. While in the low-adiabat shell, the plasmas are moderately 

coupled and partially degenerated20 so that the BPS formula, which has incorporated 

these quantum effects, should be suitable for the shell conditions. Therefore, we have 

suggested a combined model in which the MD result is used for plasma densities less 

than the critical density, while the BPS formula applies for the dense shell. Namely, the 

MD result is used for the domain in which the plasma coupling parameter g < 0.1, while 

the BPS formula applies to the regime of g ≥ 0.1. Employing this combined model, we 

have simulated the OMEGA implosion studied in Figs. 2 and 3 and the NIF design 

discussed in Figs. 4 and 5. The simulation results are presented in Figs. 6-10. For the 

OMEGA implosion, we plotted the laser absorption predicted by the combined model in 

comparison with the Lee–More model in Fig. 6(a). Again, the combined model gives 

~6% higher absorption than the Lee–More prediction. Consequently, the combined model 

results in ~10% more neutron yield than the standard LILAC (Lee–More) case. It is also 

interesting to see that the coronal electron and ion temperatures are quite different in the 

simulations using the combined model versus the Lee–More model. As an example, we 

plotted in Fig. 7 the coronal temperatures at t = 3.0 ns as a function of radius. Figure 7 

indicates that the combined model predicts ~6% hotter electron temperature [Fig. 7(a)] 

and ~15% hotter ion temperature [Fig. 7(b)] when compared to the Lee–More case. The 
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large temperature differences should be measurable with Thompson scattering,24,25 

which is being planned for OMEGA implosion experiments. Such measurements are 

expected to differentiate between the electron–ion temperature-equalibration models 

discussed here. 

 Similar simulations have also been performed for the NIF-design pulse shape 

[Fig. 4(a)]. Again, the combined model predicts slightly higher laser absorption and more 

neutron yield than the Lee–More case, as shown in Fig. 8. Similar to the OMEGA 

implosion, Fig. 9 indicates that the coronal temperatures are ~5%–10% hotter in the 

combined-model prediction. The final target gain given by the combined model is ~43.6, 

which is ~5% lower than the Lee–More model prediction. 

 

V. SUMMARY 

 In summary, we have investigated the electron–ion temperature-equilibration 

effects on the cryo-DT implosions on OMEGA and on the NIF direct-drive design. 

Different electron–ion Coulomb-logarithm models have been examined and implemented 

into our hydro-codes. Hydro-simulations show that the OMEGA implosion performance 

is sensitive to the electron–ion temperature-equilibration models since the inverse 

bremstrahlung laser absorption is closely related to the electron–ion Coulomb logarithm 

and the coronal temperatures. A combined model of the electron–ion temperature-

relaxation rate, which incorporates the classical MD result and the BPS formula, has been 

proposed for the overall ICF plasma conditions. The hydro-simulations using the 

combined model for OMEGA implosions have shown ~6% more laser absorption, ~6%–

15% higher coronal temperatures, and ~10% more neutron yield, when compared to the 
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Lee–More model (used in the standard LILAC) prediction. It has also shown that the gain 

for the NIF direct-drive design can be varied by ~10% among the different electron–ion 

temperature-relaxation models. 
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FIGURE CAPTIONS 

FIG. 1. (Color online) The Coulomb logarithm as a function of electron density for the 

four different electron–ion temperature-relaxation models, at different ICF plasma 

temperatures: (a) Te = 5 keV and Ti = 10 keV (“hot-spot” condition on NIF); (b) Te = 

2.5 keV and Ti = 5 keV (hot-spot condition on OMEGA); (c) Te = 2.0 keV and Ti = 

1.0 keV (“corona” condition on OMEGA); and (d) Te = 50 eV and Ti = 100 eV (shell 

condition). 

 

FIG. 2. (Color online) (a) The laser pulse shape used for cryo-DT implosions on 

OMEGA; (b) the time-dependent laser absorptions predicted by the four different 

electron-ion temperature-relaxation models. 

 

FIG. 3. (Color online) The areal density ρR (a) and neutron yield (b) predicted by the four 

different electron–ion temperature-relaxation models. 

 

FIG. 4. (Color online) (a) The laser pulse shape designed for direct-drive ignition on the 

NIF; (b) the corresponding laser absorptions predicted by the four different electron–ion 

temperature-relaxation models. 

 

FIG. 5. (Color online) The areal density ρR (a) and neutron yield (b) predicted for the 

NIF design by the four different electron–ion temperature-relaxation models. 
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FIG. 6. (Color online) (a) The laser-absorption comparison between the Lee–More model 

(long dashed) and the MD–BPS combined model (solid); (b) the neutron yield history 

predicted by the two models.  

 

FIG. 7. (Color online) The spatial profile of (a) the electron and (b) the ion temperatures 

for the cryogenic-DT OMEGA shot examined in Fig. 6, at t = 3.0 ns during the main 

pulse.  

 

FIG. 8. (Color online) (a) The laser-absorption comparison between the Lee–More model 

(long dashed) and the MD–BPS combined model (solid) for the triple-picket NIF design; 

(b) the corresponding neutron yield history predicted by the two models.  

 

FIG. 9. (Color online) The spatial profile of (a) the electron and (b) the ion temperatures 

for the NIF design examined in Fig. 8, at t = 8.0 ns during the main pulse. 




















