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Abstract

It has been suggested that the three-dimensional structure of one particle may be re-

constructed using the scattering from many, identical, randomly-oriented copies ab-initio,

without modeling or a-priori information. This may be possible if these particles are

frozen in either space or time, so that the conventional two-dimensional small-angle X-

ray scattering (SAXS) distribution contains fluctuations and is no longer isotropic. We

consider the magnitude of the correlated fluctuation SAXS (CFSAXS) signal for typical

X-ray free-electron laser (XFEL) beam conditions, and compare this against the errors

derived with the inclusion of Poisson photon counting statistics. The resulting signal-

to-noise ratio (SNR) is found to rapidly approach a limit independent of the number of

particles contributing to each diffraction pattern, so that the addition of more particles to

a “single-particle-per-shot” experiment may be of little value, apart from reducing solvent

background. When the scattering power is significantly less than one photon per particle

per Shannon pixel, the SNR grows in proportion to incident flux. We provide simula-

tions for protein molecules in support of these analytical results, and discuss the effects of

solvent background scatter. We consider the SNR dependence on resolution and particle

size, and discuss the application of the method to glasses and liquids, and the implica-

tions of more powerful XFELs, smaller focussed beams, and higher pulse repetition rates

for this approach. We find that an accurate CFSAXS measurement may be acquired to

sub-nanometer resolution for protein molecules if a 9 keV beam containing 1013 photons is

focused to a ∼100 nm spot diameter, provided that the effects of solvent background can

be reduced sufficiently.

PACS numbers: 61.05.C-, 61.05.cf

∗ Corresponding author: spence@asu.edu
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I. INTRODUCTION

We consider experiments in which X-ray scattering is recorded from groups of

identical molecules, lying in random orientations, which are frozen in either space or

time. Where a pulsed X-ray source is used, the duration of the pulse should be less

than the rotational diffusion time of the molecules. In that case, the conventional

small-angle X-ray scattering (“solution scattering” or SAXS) which is obtained with

long recording times become a two-dimensional scattering distribution, containing

more information than the one-dimensional isotropic SAXS pattern. In 1977, Z. Kam

suggested [1] that an analysis of correlations amongst fluctuations in such a “snap-

shot SAXS” pattern would allow reconstruction of an image of one molecule, a-priori,

without the modeling commonly used in SAXS analysis. Kam’s approach is based on

a summation of the angular correlation functions of many diffraction patterns from

groups of identical molecules, which may be shown to converge to the angular corre-

lation function for one molecule, under certain conditions. Iterative solutions of the

phase problem may then be used to obtain a real-space image of the molecule. In the

development of this approach, simulations have shown the feasibility of reconstruct-

ing the image of one membrane protein, using the scattering from many, if sufficient

signal is obtained from molecules randomly oriented about a single axis [2]. A recent

experiment, using soft X-ray scattering from many identical gold nanorods lying on

their side on a transparent membrane, has since demonstrated the practicality of the

method, at least for this two-dimensional case of single-axis rotations [3]. While the

extension of the theory to the three-dimensional case for solution scattering is for-

mally straightforward, the reconstruction of a three-dimensional real-space density

map from scattering correlations is limited by the reduced amount of information

available after rotational averaging [4], and may not be possible in practice without

additional constraints.
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In this paper we consider the limitations on resolution imposed by Poisson noise,

with particular emphasis on the scattering patterns now available using a free-

electron X-ray laser (XFEL) such as the Linac Coherent Light Source (LCLS) [5].

Here, despite the availability of perhaps 1 × 1013 photons per 70 fs pulse of inci-

dent hard X-rays, the number scattered by a single molecule at molecular resolution

is much less than one per pixel. Recently, at the LCLS, an experimental single-

shot diffraction pattern from a single virus has been phased and inverted to give a

two-dimensional image of the virus at 32nm resolution [6]. Three-dimensional recon-

struction of inorganic nanoparticle data has also been achieved, using expectation

maximization to determine the relative orientations of the many identical particles

used [7]. This raises the question as to whether higher resolution might be obtained

using scattering from many such particles per shot, while relying on the correlated

fluctuation SAXS (CFSAXS) method to resolve the orientation-determination prob-

lem. Our aim here is to obtain a simple expression for the variance of a fluctuation

measurement in terms of the number of particles N per shot and number of shots

M , with the inclusion of Poisson photon counting statistics. This will suggest the

incident photon flux required, for a given number of particles per shot, and imaging

resolution. In addition, we study the effective signal-to-noise ratio as a function of

resolution and particle size.

II. BASIC THEORY

Consider a particle in orientation specified by ω scattering into a pixel of small

but finite solid angle ∆Ω centered at the scattering vector q. Given an incident flux

J (photons/area), the mean number of X-ray photons collected in the finite pixel is

n̄(q, ω) = JΘ(Rωq)∆Ω (1)
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where Θ(q) denotes the differential scattering cross section of the particle, and Rω

is a general rotation matrix relating the particle orientation to the laboratory frame

(we make no assumptions about the degree of rotational freedom in this paper; the

orientation variable ω may specify three Euler angles with Rω a 3 × 3 matrix, for

instance). For a particle of maximum length L, we choose to sample in reciprocal

space at an oversampling ratio of s ≥ 2, so that the step size in scattering angle is

approximately ∆θ = λ/sL at small angles, and thus the effective pixel solid angle is

∆Ω ≈
(

λ

sL

)2

. (2)

For our purposes, a spatial correlation experiment should be carried out at relatively

small scattering angles to avoid incomplete data (due to the maximum allowed angle

subtended by two scattering vectors which, in order to conserve momentum for elastic

scattering, must run from the origin to the surface of the Ewald sphere).

Now consider the case in which there are N identical particles per snapshot, in

random orientations and positions, exposed to the same X-ray pulse simultaneously.

We assume that N is fixed, the incident fluence J is spatially uniform, and that there

are no significant multiple scattering effects. The coherence volume of the beam must

be at least as large as a single particle, but a beam with a coherence volume that

spans the entire group may also be used, following the analysis of [3, 8]. Here, we

assume for simplicity that the particles are sufficiently dilute such that interparticle

interference fringes are unobservable (because a single pixel integrates over a solid

angle which spans many interference fringes). In this case, the mean photon counts

for the kth diffraction pattern is effectively the summation of counts arising from

each particle independently:

n̄k(q) =

N∑

α=1

n̄(q, ωk
α) . (3)
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Since there is no interparticle interference, this is also the expression for the sum of

N single-particle-per-shot diffraction patterns. Given the expectation value n̄, the

probability p(n; n̄) of observing n photons will follow the Poisson distribution

p(n; n̄) =
n̄n

n!
e−n̄ (4)

with the first and second moments

∞∑

n=0

np(n; n̄) = n̄ (5)

∞∑

n=0

n2p(n; n̄) = n̄2 + n̄ . (6)

The mean photon count n̄ may also include the disordered solvent molecules in

addition to the target solute particles. We will discuss this important contribution

in section VI, but first we establish the basic theory in its absence.

We assume that any CFSAXS experiment consists of a sufficiently large number

of snapshots, M , so that the central limit theorem applies to measured quantities.

We take the experimental average as our measured value, with the standard error of

the mean as the statistical error. The experimental average estimator of any quantity

O with values Ok for each particular snapshot k (1 ≤ k ≤ M), is defined as

〈Ok〉k =
1

M

M∑

k=1

Ok . (7)

The standard error of the mean will be estimated as

EO =

√
σ2
O

M − 1
(8)

where the variance is

σ2
O =

〈
O2

k

〉
k
− 〈Ok〉2k . (9)
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Finally, we define the signal-to-noise ratio of a measured observable O as the the

absolute value of the mean divided by the standard error:

SO =

√
(M − 1) 〈Ok〉2k

σ2
O

. (10)

Our definition of the SNR therefore includes all experimental factors which contribute

to the variance in a measured quantity (including, but not limited to, Poisson fluc-

tuations).

III. ERROR ANALYSIS OF SNAPSHOT SAXS

We first consider the error analysis of a simple snapshot small-angle X-ray scat-

tering (SAXS) experiment, in which our measurement is simply the mean photon

counts in a pixel. We will see that this measurement is necessary to extract the de-

sired single-particle correlation function, as discussed in the next section. Following

the definitions in section II, the mean intensity arising from M N -particle patterns

approaches

IN(q) ≡ 〈nk(q)〉k (11)

→ N 〈n̄(q, ω)〉ω (12)

where the arrow hereafter indicates the mathematical limit M → ∞. Similarly, the

variance approaches

σ2
IN
(q) ≡

〈
n2
k(q)

〉
k
− 〈nk(q)〉2k (13)

→ N
{[〈

n̄(q, ω)2
〉
ω
− 〈n̄(q, ω)〉2ω

]
+ 〈n̄(q, ω)〉ω

}
, (14)

where we have used the Poisson moments in equations 5 and 6, as detailed in ap-

pendix A.
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For a sufficiently low flux, the first bracketed term in equation 14 (proportional

to J2) is negligible compared to the remaining term (proportional to J). Such is

the case for a typical synchrotron-based SAXS measurement, in which the particles

are free to rotate during exposures and thereby occupy a continuum of orientational

states. In this low-flux regime, we find the expected result

SI(q) ≈
√

MN 〈n̄(q, ω)〉ω =
√
MNJ 〈Θ(Rωq)〉ω ∆Ω , (15)

so that the SNR in a SAXS measurement is proportional to the square root of the

product of flux, particle concentration, and number of snapshots; it depends only on

the total number of scattered photons in the experiment.

In the case of an extremely intense pulsed beam, the bracketed term in the variance

will instead dominate. We may call this the “self” noise term, to distinguish it

from Poisson noise, and we recognize it as being the variance of the differential

scattering cross section (with respect to the orientational average). The SNR is then

approximately

SI(q) ≈
√

NM
〈Θ(Rωq)〉2ω

〈Θ(Rωq)2〉ω − 〈Θ(Rωq)〉2ω
(16)

and is independent of incident fluence. Since it is generally true that

〈
Θ(Rωq)

2
〉
ω
≥ 〈Θ(Rωq)〉2ω (17)

we also have the result

SI(q) ≥
√
MN (18)

so that, apart from a factor which depends on the shape of the particle, the lower

limit of the SNR of a SAXS measurement depends only on the total number of

particles exposed to the beam (MN). We show in the following section that this

result is in contrast to the SNR for a correlated fluctuation SAXS measurement, in

which there is an upper bound on the SNR with respect to the number of particles

per shot N .
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IV. ERROR ANALYSIS OF CORRELATED FLUCTUATION SAXS

In a CFSAXS experiment, the additional information that we are interested in,

beyond the conventional SAXS data, lies in the intensity fluctuations

δnk(q) ≡ nk(q)− 〈nj(q)〉j (19)

and may be extracted by measuring the fluctuation correlation function

C̃N(q1, q2) ≡ 〈δnk(q1)δnk(q2)〉k (20)

→ N 〈n̄(q1, ω)n̄(q2, ω)〉ω −N 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉ω (21)

= N 〈δn̄(q1, ω)δn̄(q2, ω)〉ω (22)

(see appendix B for details). We have assumed that the two pixels are distinct, so

that the Poisson noise in each pixel is statistically independent of the other. The

desired single-particle correlation function

C1(q1, q2) ≡ 〈n̄(q1, ω)n̄(q2, ω)〉ω (23)

is the first term in equation 21, which may be expressed in terms of measurable

quantities as

C1(q1, q2) =
1

N
〈δnk(q1)δnk(q2)〉k +

1

N2
〈nk(q1)〉k 〈nk(q2)〉k . (24)

We would now like to determine the effective SNR for the measurement of C1(q1, q2).

Since we have already analyzed the errors in the SAXS terms of equation 24, we

look at the first term now. As detailed in appendix B, upon factoring out N and
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inserting the Poisson moments, the variance approaches

σ2
C̃N

(q1, q2) =
〈
(δnk(q1)δnk(q2))

2
〉
k
− 〈δnk(q1)δnk(q2)〉2k (25)

→ N
[ 〈

δn̄2(q1, ω)δn̄
2(q2, ω)

〉
ω
− 〈δn̄(q1, ω)δn̄(q2, ω)〉2ω (26)

+
〈
n̄2(q1, ω)n̄(q2, ω)

〉
ω
+
〈
n̄(q1, ω)n̄

2(q2, ω)
〉
ω

+ 〈n̄(q1, ω)〉2ω 〈n̄(q2, ω)〉ω + 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉2ω
−2 〈n̄(q1, ω)n̄(q2, ω)〉ω 〈n̄(q1, ω)〉ω
−2 〈n̄(q1, ω)n̄(q2, ω)〉ω 〈n̄(q2, ω)〉ω
+ 〈n̄(q1, ω)n̄(q2, ω)〉ω

]

+(N2 −N)
[
〈δn̄(q1, ω)δn̄(q2, ω)〉2ω +

〈
δn̄2(q1, ω)

〉
ω

〈
δn̄2(q2, ω)

〉
ω

+
〈
n̄2(q1, ω)

〉
ω
〈n̄(q2, ω)〉ω + 〈n̄(q1, ω)〉ω

〈
n̄2(q2, ω)

〉
ω

−〈n̄(q1, ω)〉2ω 〈n̄(q2, ω)〉ω − 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉2ω
+ 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉ω

]
.

The two bracketed terms in the variance, with prefactors N and N2 − N , contain

terms which scale as J∆Ω to the second, third, and fourth powers. For sufficiently

small J and large N (such that far less than one scattered photon per pixel per

particle is observed on average), the variance is approximately

σ2
C̃N

≈ N2 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉ω , (27)

and the SNR is then

SC̃N
(q1, q2) =

√√√√MC̃2
N

σ2
C̃N

≈ J

(
λ

sL

)2
√

M
〈δΘ(q1, ω)δΘ(q2, ω)〉2ω
〈Θ(q1, ω)〉ω 〈Θ(q2, ω)〉ω

. (28)

Since the factor N vanishes, we must conclude that, for the low-flux limit, the SNR in

a correlated fluctuation SAXS measurement is essentially independent of the number

of particles per snapshot.
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Now consider the case of large N , but high flux so that terms with J4 dominate.

(We ignore the limit of N = 1 with large J because other imaging methods are likely

to be superior to CFSAXS in this regime). The variance then becomes

σ2
C̃N

≈ N2
[
〈δn̄(q1, ω)δn̄(q2, ω)〉2ω +

〈
δn̄2(q1, ω)

〉
ω

〈
δn̄2(q2, ω)

〉
ω

]
(29)

and the SNR is

SC̃N
(q1, q2) ≈

√√√√M

(
1 +

〈δΘ(q1, ω)δΘ(q2, ω)〉2ω
〈δΘ2(q1, ω)〉ω 〈δΘ2(q2, ω)〉ω

)
. (30)

Since, by the Schwartz inequality, it is generally true that [9]

〈δΘ(q1, ω)δΘ(q2, ω)〉2ω ≤
〈
δΘ2(q1, ω)

〉
ω

〈
δΘ2(q2, ω)

〉
ω
, (31)

it follows that the SNR lies in the range

√
M ≤ SC̃N

(q1, q2) ≤
√
2M . (32)

Just as we found in the case of the snapshot SAXS error, in the high flux limit we

can only improve the measurement through collecting more patterns to provide an

orientational average. However, a correlations measurement must also average out

the self noise terms associated with products of uncorrelated intensities arising from

particles in differing orientations, and as a result we cannot improve the SNR by

increasing the number of particles in each snapshot.

Finally, we consider how the errors in the measured SAXS terms affect the error

in the resulting measurement of C1(q1, q2) (equation 24). If we include these terms

in the variance of C1(q1, q2), using the error propagation formula [10]

σ2
x ≈ σ2

u

(
∂x

∂u

)2

+ σ2
v

(
∂x

∂v

)2

+ · · · , (33)

we have from equation 24

σ2
C1

≈ 1

N

[
σ2
C̃N

(q1, q2) +
1

N
σ2
IN
(q1)IN(q2) +

1

N
σ2
IN
(q2)IN(q1)

]
. (34)
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Since the second and third terms on the right-hand side are proportional to N (from

equations 12 and 14), these terms are similar to the first bracketed term in σ2
C̃N

. They

are therefore insignificant when N is large, and moreover, these SAXS terms may

perhaps be measured more accurately using a continuous X-ray source as discussed

in section III. We therefore ignore this contribution to the SNR, and take S
C̃N

(q1, q2)

as the figure of merit for our purposes here.

V. INTENSITY STATISTICS: RESOLUTION AND PARTICLE SIZE

In addition to particle counts and incident flux, we would also like to under-

stand how particle size and resolution effect the CFSAXS SNR. We therefore wish

to determine typical values for the terms which appear in equations 28 and 30 for

a typical protein molecule. Following the Wilson statistical model, we assume the

protein contains m atoms that are in essentially random positions rj (we assume no

symmetry), and is of characteristic size L. The scattered intensity is proportional to

the scattering cross section

Θ(q) =

∣∣∣∣∣

m∑

j=1

fj(q)e
iq·rj

∣∣∣∣∣

2

(35)

where fj(q) is an atomic scattering factor (with units of area– the classical electron

radius is inclusive). Since, for a large protein with many atoms, the phase q ·rj may

be assumed to be a random number, we arrive at the mean values (see appendix C)

〈Θ(q, ω)〉ω = m
〈
f 2
j (q)

〉
j

(36)
〈
Θ2(q, ω)

〉
ω
= 2 〈Θ(q, ω)〉2ω (37)

〈
δΘ2(q, ω)

〉
ω
= 〈Θ(q, ω)〉2ω (38)

Next we would like to determine a typical magnitude for the term

〈δΘ(q1, ω)δΘ(q2, ω)〉2ω = [〈Θ(q1, ω)Θ(q2, ω)〉ω − 〈Θ(q1, ω)〉 〈Θ(q2, ω)〉]2 .
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To do this, we calculate the mean value over all pairs of scattering vectors q1, q2

which, for simplicity, lie on the same resolution shell (q1 = q2 = q). We expand

δΘ(q, ω) in spherical harmonics as

δΘ(q, ω) =
lmax∑

l=1

l∑

m=−l

Alm(q)
l∑

m′=−l

Ylm′(q̂)D
(ω)
lmm′ (39)

whereD
(ω)
lmm′ is a Wigner rotation matrix, and lmax ≈ Lq. Since the scattered intensity

is real, we must have Alm(q) = A∗
l−m(q), and by Friedel’s law, we must have Alm = 0

for odd l. Then we have

〈δΘ(q1, ω)δΘ(q2, ω)〉ω =
lmax∑

l,l′=1

l∑

m=−l

l′∑

m′=−l′

Ylm(q̂1)Y
∗
l′m′(q̂2)× (40)

l∑

m′′=−l

l′∑

m′′′=−l′

Alm′′(q)A∗
l′m′′′(q)

〈
D

(ω)
lmm′′D

(ω)∗
l′m′m′′′

〉

ω

=
lmax∑

l=1

l∑

m′=−l

Ylm′(q̂1)Y
∗
lm′(q̂2)

2l + 1

l∑

m=−l

|Alm(q)|2 (41)

=
1

4π

lmax∑

l=1

Pl(q̂1 · q̂2)
l∑

m=−l

|Alm(q)|2 (42)

upon using the orthogonality of the Wigner matrices and the spherical harmonic ad-

dition theorem [11]. The Pl(x) are Legendre polynomials. If we square this quantity

and average over q̂1 · q̂2 we get

〈
〈δΘ(q1, ω)δΘ(q2, ω)〉2ω

〉
q̂

1
·q̂

2

=

l∑

m=−l

|Alm(q)|2
l′∑

m′=−l′

|Al′m′(q)|2 × (43)

1

16π2

lmax∑

l,l′=1

1

4π

∫ 1

−1

d cos θ

∫ 2π

0

dφPl(cos θ)Pl′(cos θ)

=
1

16π2

lmax∑

l=1

1

2l + 1

[
l∑

m=−l

|Alm(q)|2
]2

(44)
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after using the orthogonality of the Legendre polynomials [12]. Similarly, we may

write

〈
δΘ2(q, ω)

〉
ω
=

〈[
∑

lmm′

Alm′(q)Ylm′(q̂)D
(ω)
lmm′

]2〉

ω

(45)

=
1

4π

lmax∑

l=1

Pl(q̂ · q̂)
l∑

m=−l

|Alm(q)|2 (46)

=
1

4π

lmax∑

l=1

l∑

m=−l

|Alm(q)|2 . (47)

For our statistical model, the SNR depends only on the magnitudes of the com-

plex numbers Alm(q), which will vary considerably depending on the shape of the

molecule. Let us consider a hypothetical case in which the values of |Alm(q)|2 are

equal to a constant A2. Then, upon taking |Alm(q)|2 outside of the summations, we

have

〈
〈δΘ(q1, ω)δΘ(q2, ω)〉2ω

〉
q̂

1
·q̂

2

=
A4

16π2
(l2max + 2lmax) (48)

and similarly

〈
δΘ2(q, ω)

〉
ω
= 〈Θ(q, ω)〉2ω =

A2

4π
(l2max + 2lmax) (49)

where we have made use of equation 38. Inserting these results into equation 30, the

resulting high-flux, large-N SNR is

S
C̃N

(q1, q2) ≈
√

M

(
1 +

1

(Lq/2)2 + Lq

)
. (50)

where we’ve used the fact that only even l are permitted. Similarly, for the low-flux

limit we have

SC̃N
(q1, q2) ≈ J

(
λ

sL

)2
√

M
A2

4π
. (51)
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Since the magnitude of A2 and the applicability of our simplifying assumptions will

depend strongly on the shape and size of the particle, we caution against drawing

strong conclusions from this model. It is, however, interesting that equation 50

suggests that larger molecules result in a lower SNR than smaller molecules. This

is, however, a factor of
√
2 at most, according to the general result of equation 32.

From the simulations in section VII we find that the SNR is indeed reduced for the

larger of the two molecules we consider.

VI. SOLVENT SCATTER AND BACKGROUND

Diffraction from solvent molecules is an important factor in a correlations mea-

surement, will likely be the dominant noise contribution at low photon counts. At

low resolution, we may model the affects of the solvent by defining the effective par-

ticle electron density as its Babinet contrast against the surrounding solvent. Here,

we are concerned with sub-nanometer resolutions, so we must take into considera-

tion the correlated scattering from closely-packed solvent molecules (for a detailed

theoretical description, see [8]). The differential scattering cross section for the kth

pattern may be written as

Θk(q) = |Ψs
k(q) + Ψp

k(q)|
2 (52)

where Ψs
k(q) is the scattering amplitude for the kth ensemble of disordered solvent

molecules (e.g. H2O), and Ψp
k(q) is the scattering amplitude from the kth ensemble

of solute particles (e.g. proteins). We assume that the solvent molecule positions are

uncorrelated with respect to the solute particle positions, otherwise they should be

considered part of the structure of the dissolved particles. Upon taking the average

over many patterns, we have

〈Θk(q)〉k =
〈
|Ψs

k(q)|2
〉
k
+
〈
|Ψp

k(q)|
2
〉
k

(53)
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since the mean product of uncorrelated amplitudes tends toward zero. In terms of

photon counts, we can write

〈nk(q)〉k = 〈ns
k(q)〉k + 〈np

k(q)〉k (54)

where 〈ns
k(q)〉k are the average “background” counts from the solvent, and 〈np

k(q)〉k
are the counts contributed by the particles. Similarly, we may write a correlated

product as

〈nk(q1)nk(q2)〉k = 〈ns
k(q1)n

s
k(q2)〉k + 〈np

k(q1)n
p
k(q2)〉k

+ 〈ns
k(q1)〉k 〈n

p
k(q2)〉k + 〈np

k(q2)〉k 〈ns
k(q2)〉k . (55)

The first term is an undesirable background contribution that must be subtracted.

Since we cannot assume that background scatter is uncorrelated with itself, we must

carefully measure the correlations in the solvent alone in order to properly remove

the first background term in equation 55. The last two mixed terms may be mea-

sured with conventional SAXS methods, without the need for snapshot diffraction

patterns, and as discussed in section IV, we assume that these SAXS terms have a

negligible effect on experimental errors. Taking the limiting case of low flux, where

background Poisson fluctuations are important, and applying the error propagation

formula (equation 33), we find that the variance is simply the summation over the

variance in the first two terms. Assuming that the variance in the correlations of

closely-packed solvent molecules is roughly similar to that of the solute particles, we

may use the result of equation 27 to express the variance as

σ2
C̃N

≈ N2
s 〈n̄s(q1, ω)〉 〈n̄s(q2, ω)〉+N2 〈n̄p(q1, ω)〉 〈n̄p(q2, ω)〉 (56)

where Ns is the number of solvent molecules. Since the volume fraction of solvent is

likely much greater than the solute particles, the solvent term will be the dominant
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contribution to Poisson fluctuations, which results in an approximate SNR of

S
C̃N

(q1, q2) ≈
√

M
N2 〈δn̄p(q1, ω)δn̄

p(q2, ω)〉2ω
N2

s 〈n̄s(q1, ω)〉ω 〈n̄s(q2, ω)〉ω
. (57)

We note that the treatment of other sources of scatter, such as parasitic scat-

ter from the instrument, or solution contaminants, may be treated similarly to the

scatter from solvent molecules, and may be grouped into the term Ψs
k(q). When mul-

tiple species of (uncorrelated) solute particles are present, the resulting correlation

function is simply the number-weighted average over all species.

VII. SIMULATIONS

We first verified the correctness of the variance expressed in equation 27 and the

result that the CFSAXS SNR is practically independent of the number of particles

per snapshot N . To do this, we chose a simple analytical expression for the scattering

cross section in which the particles are aligned and confined to rotations about an

axis parallel to the incident beam. Where the particle is in the orientation specified

by the angle φ, we define scattered photon counts as the “sawtooth” function

n̄(q, φ) =





Jφ/π 0 ≤ φ < π

J(φ− π)/π π ≤ φ < 2π
. (58)

Choosing, for simplicity, the pair of scattering vectors q1 = −q2, we arrive at the

analytical expressions

〈n̄(q, φ)〉φ = J/2 (59)

C̃N(q, φ) = NJ2/12 (60)

σ2
C̃N

(q,−q) = N

[
J2

12
+

J3

12
+

7J4

360

]
+ (N2 −N)

[
J2

4
+

J3

12
+

J4

72

]
. (61)

The form of the resulting SNR is graphed in figure 1 (solid lines), for various values

of N , as a function of mean photon counts per particle. We confirmed this analytical
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result by Monte Carlo calculation of the fluctuation correlation and its variance,

according to equations 7, 9 and 10, using a flat distribution of randomly-generated φ

values, and values of n(q, φ) drawn randomly from a Poisson distribution with mean

n̄(q, φ). Shown as circles are the Monte Carlo results after averaging 10,000 simulated

experiments, each with 1000 snapshots, for values of J = 0.02, 0.2, 2, 20, and 200.

The simulated results are in remarkable agreement with analytical expressions, and,

as predicted, the SNR scales approximately linearly with increasing flux prior to

a mean photon count of one per particle, and then reaches its asymptotic value

(within ∼ 5%) after 1-2 decades of flux increase. The asymptotic value does not

depend strongly on the number of particles; the case of N = 10 is remarkably close

to the predicted value for N → ∞.

Following the verification of equation 27, we carried out a similar computation

of SNR for the more realistic scattering cross sections corresponding to two protein

molecules: the large monomer unit of the Photosystem I (PSI) complex (Protein

Data Bank (PDB) [13] entry 1JB0), and hen egg white lysozyme (entry 2LYZ). The

differential scattering cross sections were first calculated on a GPU for all points on

a cartesian grid (with oversampling ratio s = 6, as determined by the maximum

distance between atom pairs) using equation 35, for all non-hydrogen atomic coor-

dinates in the PDB files (24,198 coordinates in total for PSI, 1,102 for lysozyme).

For simplicity, all scattering factors were taken to be that of nitrogen, a good ap-

proximation to the average non-hydrogen atomic scattering factor [14], using the

expression

fN(θ) = 7 exp
(
−10.7Å

2
(sin θ/λ)2

)
(62)

where θ here is the Bragg angle (twice the scattering angle). From the cartesian grid

of differential scattering cross sections, the terms in equation 25 were calculated in

Monte Carlo fashion for randomly-oriented scattering vector pairs q1, q2 lying on
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FIG. 1. (Color online) Signal-to-noise for the simple cross section in equation 58. The

top dashed line indicates the maximun SNR in the case of infinite incident fluence J and

number of particles per shot N = 1. Simulated values, using randomized orientations and

photon counts, are shown as filled circles.

the same resolution shell |q1| = |q2| = q, using trilinear interpolation. We therefore

assumed a uniform distribution of particle orientations in three-dimensions. The full

range of angular separations φ = arccos(q1 · q2) (Ewald curvature was neglected)

were computed, and averages for each separation φ were taken over 106 randomly-

oriented scattering vector pairs for each separation φ. The resulting SNR, averaged

over the range 0.1π < φ < 0.9π, is graphed against incident flux in figure 2, for

various resolutions. (We ignored values near φ = 0 and π since the spikes in intensity

contain redundant SAXS information). Values shown represent the SNR for a single

snapshot; for the case of M shots, the SNR should be multiplied by
√
M . Similarly,
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if each snapshot produces multiple observations for a given φ, M will be effectively

increased by this multiplicity.
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FIG. 2. (Color online) Calculated single-shot SNR for lysozyme and photosystem I (solid

and dashed lines, respectively) as a function of incident photon fluence and imaging res-

olution (d-spacings indicated by colors or grayscale– SNR increases monotonically with

d-spacing), at photon energy 9 keV. Solvent background has been neglected. The number

of particles per snapshot is N = 1, however, other values of N are indistinguishable on this

scale.

Shown in figures 3 and 4 are direct simulations of the fluctuation correlation

function CN(q1, q2), calculated by averaging the ring autocorrelations (as would be

measured in an experiment using an area detector) of 106 randomly-oriented rings of

scattered counts, each with Poisson noise added. The spacings between φ values was

taken to be ∆φ = 2L/d, corresponding to an oversampling ratio of s = 2, so that
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there are Nφ = 4πL/d samples about a full “ring” of scattered intensity (assuming

an area detector is used without gaps in the pixel array). Numerical results from

the simulations at photon flux J = 1014 µm−2 are shown in table I, where the 〈S〉
in this case is calculated as the RMS fluctuation magnitude divided by the RMS

residual magnitude in the range 0.1π < φ < 0.9π. Values of 〈S〉 /
√
MNφ represent

the equivalent single-snapshot SNR, from which SNR may be estimated for any flux

and number of snapshots M using the proportionality SNR ∝ J
√
MNφ (for values

of J . 1015, where the linear approximation holds).

Finally, we have estimated scattering counts from a water background with 1:1

water-to-protein volume ratio, using pure water scattering factors |FH2O(q)| derived
from SAXS measurements [15]. Estimations of the decreased SNR due to a water

background can be made using equation 57 in conjunction with II, where the back-

ground counts should be scaled as appropriate for a given protein concentration.

VIII. DISCUSSION

Zvi Kam long ago appreciated that the SNR in a CFSAXS experiment is essen-

tially independent of the number of particles per snapshot, and suggested that a

practical experimental aim is to obtain one scattered photon per particle, per pixel,

per snapshot [16]. If experiments are conducted using a synchrotron source, the

maximum number of counts per snapshot will be limited by radiation damage. As-

suming, for instance, that near-atomic resolution is desired, in which the maximum

tolerable dose is approximately 30 MGy [17], and the typical dose ratio of proteins

is 2000 photons µm−2 Gy−1 [18], a single snapshot exposure would necessarily be

limited to a flux of 6 × 1010 photons µm−2. In our simulations of PSI presented

here, this results in approximately 2 × 10−5 photons per pixel per particle at 10 Å

resolution, a far cry from Kam’s idealized experiment. However, this picture changes
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FIG. 3. (Color online) Simulated lysozyme fluctuation correlation function CN (q1, q2),

normalized by the factor 1/N 〈n(q)〉2 and offset vertically for display purposes. Wavevector

pairs lie on the same resolution shell |q1| = |q2| = q. Results represent an average over of

106 patterns with one particle per pattern (N = 1), plotted for various values of flux and

resolution. Blue, green, and red points correspond to 1013, 1014, and 1015 photons/µm2,

respectively (indicated by grayscale in print version). The solid black line indicates infinite

flux (i.e. a simulation without poisson noise).

considerably if data are collected using an XFEL in the “diffract-and-destroy” mode,

in which the incident pulse terminates prior to significant radiation damage. In this

case, doses well beyond the conventionally accepted maximum tolerable dose may be

delivered to the target, and since S ∝ J
√
M , halving the number of shots in favor of

doubling the single-shot flux improves SNR by a factor of
√
2. At present, the LCLS
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FIG. 4. (Color online) Simulated Photosystem I fluctuation correlation function (see figure

3 caption for details). Note the finer angular sampling due to larger protein size.

can deliver approximately 1×1012 photons per pulse at 9 keV, which may be focused

to a 0.1 µm beam spot in the near future at the coherent X-ray imaging instrument

(CXI) [19]. At the current pulse repetition rate of 120 Hz, the improvement in SNR

at the LCLS is approximately 400-fold when compared against a synchrotron that

delivers 1012 photons per second into the same 0.01 µm2 beam spot area, but is

limited to a single-shot dose of 6 × 1010 photons µm−2. This remains below Kam’s

ideal.

After signal averaging a large number of shots, our derived SNR is essentially

independent of the number of particles per shot, in the absence of solvent molecules

and interparticle interference. Therefore a many-particle-per-shot CFSAXS experi-

ment (summed over many shots) is essentially equivalent, from a SNR standpoint,

23



TABLE I. Results from direct simulations of M = 106 patterns at flux J = 1014 µm−2.

2π
d

[Å] Nφ 〈n(q)〉 〈S〉 〈S〉√
MNφ

Lysozyme (2LYZ)

4 160 8.41×10−3 1.35 1.07×10−4

6 106 6.77×10−3 1.41 1.37×10−4

8 80 7.12×10−3 3.35 3.75×10−4

10 64 15.2×10−3 5.89 7.36×10−4

Photosystem I (1JB0)

4 450 2.41×10−2 1.19 5.60×10−5

6 300 1.79×10−2 1.61 9.31×10−5

8 226 2.25×10−2 4.86 32.4×10−5

10 180 3.27×10−2 5.66 42.2×10−5

to one with only N = 1 per shot (also summed over many shots). It follows that a

three-dimensional intensity map derived from a CFSAXS experiment cannot produce

a more accurate measurement than one would obtain through direct averaging of in-

tensities from the identical randomly-oriented, single-particle-per-shot experiment

(provided that orientations are accurately determined). In the presence of solvent

molecules, however, there is a clear advantage to increasing the number of particles

per shot, since each displaces a small volume of solvent which otherwise contributes

to background. High particle concentrations are therefore desirable in this case, pro-

vided that the particles do not aggregate or otherwise break our assumptions that

interparticle interference is negligible and that positions and orientations are random

and uncorrelated. In the case that the particles may form a closely-packed network,

or have significant pair correlations, the theory presented here is not applicable. It is
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TABLE II. Estimated water background counts for 1:1 volume ratio at flux J = 1014 µm−2.

2π
d

[Å] |FH2O(q)|2 [e.u.]
NH2O

Nprot
〈nH2O(q)〉

Lysozyme (2LYZ)

4 28.30 26.7×10−4

6 8.30 7.83×10−4

8 6.90 6.51×10−4

10 6.50 6.13×10−4

Photosystem I (1JBO)

4 28.30 7.34×10−3

6 8.30 2.15×10−3

8 6.90 1.79×10−3

10 6.50 1.69×10−3

possible that, in favorable cases, the SNR will be enhanced by interparticle interfer-

ence (as, for example, in the case that the “aggregates” are crystalline, as in powder

diffraction).

Our approach is also not immediately applicable to glasses or any continuously-

bonded random network of atoms. However models of, for example, amorphous

silicon, exist in which the structure is represented by a small number of local struc-

tural units connected together. For a sample consisting of several different types of

molecules, our CFSAXS analysis yields a weighted sum of correlation functions for

each. Hence it is possible that this approach could be extended to the case of glasses

which can be described in this way (so that a few structural correlations accumulate

at the expense of random atomic arrangements) if the interparticle interference terms

average to zero.
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Where the CFSAXS methodology is applied to single-particle imaging, it must

compete favorably with the alternative techniques [20, 21] if it is to be of any practical

use. Its greatest strength is perhaps the relative ease with which experiments may

be performed. Since the method applies when many particles are exposed in each

shot, there is a clear experimental advantage in that the particles may be confined in

a droplet using established liquid jet injectors [22–24] in order to ensure that every

XFEL pulse meets a target. The CFSAXS method therefore offers a 100 percent

hit rate. The CFSAXS data are merged in a straightforward manner, without the

need to classify particle orientations, or fit a manifold to hundreds of terabytes of

data. The formation of angular correlation functions could conceivably be done at

the detector during data acquisition. The final data set is highly compressed, and

computations are likely to be easily tractable on a modest computer. The potential

merits, however, come at a significant cost. The increased hit rate is likely to be

accompanied by increased background and decreased contrast when compared with

aerosol injectors (with their much lower hit rate), and the compression of the data

may result in an insoluble problem without a further set of constraints provided by

additional data, or measurement of triple correlations.

A water background is comparable to the scatter from proteins at resolutions be-

low about 5 Å. A water-to-protein volume ratio of 100:1, for instance, will result in

approximately a 100-fold decrease in SNR, according to our approximate expression

in equation 57. Factoring in this decrease, and assuming that we can collect 107 pat-

terns (a 24-hour beamtime at the current LCLS repetition rate of 120 Hz) snapshots

at a flux of 1013 photons per 0.01 µm−2, it may be possible to obtain an SNR of ∼2

at 10 Å resolution. This analysis, however, has neglected to consider the effects of

particle non-homogeneity, and beam effects such as spectral width and divergence.

Despite the apparent difficulty of collecting a high-quality CFSAXS data set at

sub-nanometer resolution, we note that the LCLS is a first-of-its-kind instrument,

26



and improvements to XFEL capabilities in general (including the needed increase

in X-ray fluence) are inevitable. The possibility of 1 nm resolution would already

exceed the resolution attainable through conventional SAXS methods, where reso-

lutions better than 1.5 nm are not possible without a-priori high-resolution struc-

tural information acquired through other techniques [25]. Provided that inversion

algorithms can be developed to properly treat the data, the greatest appeal to the

CFSAXS methodology is the possibility to determine structures from proteins in

solution at room temperature. The extension to ultrafast dynamical studies is nat-

ural, given the extremely brief pulse duration produced by XFELs. The potential

for opening up this new regime of structural studies, and the experimental feasibility

reported here, justifies the extraordinary efforts that may be required to determine

the full potential of this method.

IX. CONCLUSIONS

We have determined, through both theory and in simulations, that the signal-

to-noise ratio for a CFSAXS experiment is essentially independent of the number

of particles per pattern. Therefore, the CFSAXS method cannot improve upon

the errors in recovered intensity maps which are derived from methods which can

accurately determine particle orientations prior to merging intensities. However,

since signal-to-noise scales with the square root of the number of diffraction patterns

for any signal averaging method, and since injection of isolated biomolecules to a sub-

micron beam remains a significant challenge, the CFSAXS approach may currently

hold an important advantage over other methods since well-tested liquid jet injectors

may be used for sample injection in order to ensure a 100 percent hit rate. Given

the beam parameters anticipated at the LCLS in the near future, our simulations

suggest that it may be possible to achieve a signal-to-noise ratio of better than one
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at sub-nanometer resolution within a 24-hour beamtime, with the effects of a small

amount of solvent scatter considered.
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APPENDIX

Appendix A: SAXS variance

From equation equation 3 we have the photon counts for the kthN -particle diffrac-

tion pattern

nk(q) =

N∑

α=1

n(q, ωk
α) . (A1)

The mean intensity profile is

I(q) = 〈nk(q)〉k (A2)

=

N∑

α=1

〈
n(q, ωk

α)
〉
k

(A3)

which, in the limit of large M , becomes the integral over continuous orientational

distribution with probability η(ω) for orientation ω

I(q) →
N∑

α=1

∫

ωα

dωαη(ωα)

∞∑

n=0

np(n; n̄(q, ωα)) (A4)

= N 〈n̄(q, ω)〉ω (A5)
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where we have used the moments in equations 5 and 6. Similarly, the variance will

approach

σ2
IN
(q) =

N∑

α,β=1

〈
n(q, ωk

α)n(q, ω
k
β)
〉
k
−
(

N∑

α=1

〈
n(q, ωk

α)
〉
k

)2

(A6)

→
N∑

α=1

∫

ωα

η(ωα)dωα

[
N∑

n=1

n2p(n; n̄(q, ωα))

]
(A7)

+
N∑

α6=β=1

∫

ωα

∫

ωβ

η(ωα)η(ωβ)dωαdωβ

[
N∑

n=1

np(n; n̄(q, ωα))

][
N∑

n=1

np(n; n̄(q, ωβ))

]

−N2 〈n(q, ω)〉2ω
= N

[〈
n̄2(q, ω)

〉
ω
+ 〈n̄(q, ω)〉ω

]
+N(N − 1) 〈n̄(q, ω)〉2ω (A8)

−N2 〈n(q, ω)〉2ω
= N

[[〈
n̄(q, ω)2

〉
ω
− 〈n̄(q, ω)〉2ω

]
+ 〈n̄(q, ω)〉ω

]
(A9)

The explicit representation of
∫
ω
p(ω)dω depends on the degree of rotational free-

dom given to the particles. For instance, if a uniform distribution of orientations in

three-dimensions is allowed, then this integral may be written as

∫

ω

η(ω)dω =
1

8π2

∫ π

−π

dα

∫ π

0

sin βdβ

∫ π

−π

dγ· (A10)

where α, β, γ are the three Euler angles specified by ω.
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Appendix B: CFSAXS variance

The fluctuation correlation function is

C̃N(q1, q2) ≡ 〈δnk(q1)δnk(q2)〉k (B1)

=
〈[

nk(q1)− 〈nj(q1)〉j
] [

nk(q2)− 〈nj(q2)〉j
]〉

k
(B2)

= 〈nk(q1)nk(q2)〉k − 〈nk(q1)〉k 〈nk(q2)〉k (B3)

→ N 〈n̄(q1, ω)n̄(q2, ω)〉ω −N 〈n̄(q1, ω)〉ω 〈n̄(q2, ω)〉ω (B4)

= N 〈δn̄(q1, ω)δn̄(q2, ω)〉ω . (B5)

The variance is

σ2
C̃N

(q1, q2) =
〈
(δnk(q1)δnk(q2))

2
〉
k
− 〈δnk(q1)δnk(q2)〉2k . (B6)

Upon inspection of the first term on the right-hand side

N∑

α,β,µ,ν=1

〈
δn(q1, ω

k
α)δn(q2, ω

k
β)δn(q1, ω

k
µ)δn(q2, ω

k
ν)
〉
k

(B7)

we see that there is one term where α = β = µ = ν, and then there are three kinds

of terms where two pairs of the indices are equal (e.g. α = β 6= µ = ν), but not equal

to each other. The remaining terms are products with terms like 〈δnk(q)〉k which

approach zero in the large M limit, so that we can write

σ2
C̃N

→ N
〈
[δn(q1, ωk)δn(q2, ωk)]

2〉
k
−N2 〈δn(q1, ωk)δn(q2, ωk)〉2k (B8)

+N(N − 1)
[
2 〈δn(q1, ωk)δn(q2, ωk)〉2k +

〈
δn(q1, ωk)

2
〉
k

〈
δn(q2, ωk)

2
〉
k

]

= N
[〈
[δn(q1, ωk)δn(q2, ωk)]

2〉
k
− 〈δn(q1, ωk)δn(q2, ωk)〉2k

]
(B9)

+N(N − 1)
[
〈δn(q1, ωk)δn(q2, ωk)〉2k +

〈
δn2(q1, ωk)

〉
k

〈
δn2(q2, ωk)

〉
k

]
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Expanding terms further we have

σ2
C̃N

→ N
[ 〈

n2(q1, ωk)n
2(q2, ωk)

〉
k
− 〈n(q1, ωk)n(q2, ωk)〉2k (B10)

−2
〈
n(q1, ωk)n

2(q2, ωk)
〉
k
〈n(q1, ωk)〉k

−2
〈
n2(q1, ωk)n(q2, ωk)

〉
k
〈n(q2, ωk)〉k

+6 〈n(q1, ωk)n(q2, ωk)〉k 〈n(q1, ωk)〉k 〈n(q2, ωk)〉k
+ 〈n(q1, ωk)〉2k

〈
n2(q2, ωk)

〉
k

+
〈
n2(q1, ωk)

〉
k
〈n(q2, ωk)〉2k − 4 〈n(q1, ωk)〉2k 〈n(q2, ωk)〉2k

]

+(N2 −N)
[
〈n(q1, ωk)n(q2, ωk)〉2k

−2 〈n(q1, ωk)n(q2, ωk)〉k 〈n(q1, ωk)〉k 〈n(q2, ωk)〉k
−〈n(q1, ωk)〉2k

〈
n2(q2, ωk)

〉
k
−
〈
n2(q1, ωk)

〉
k
〈n(q2, ωk)〉2k

+
〈
n2(q1, ωk)

〉
k

〈
n2(q2, ωk)

〉
k
+ 2 〈n(q1, ωk)〉2k 〈n(q2, ωk)〉2k

]
.

Finally, upon inserting the moments in equations 5 and 6, we arrive at the variance

expressed in equation 25.

Appendix C: Intensity statistics

We drop the q dependence for brevity. Letting φij = q · (ri − rj), and noting

that uncorrelated terms i 6= j vanish upon averaging over a large number of random

phases, the mean value is

〈Θ〉 =
〈

m∑

i,j=1

fifje
iφij

〉
(C1)

=

〈
m∑

i=j=1

f 2
i

〉
+ 0 (C2)

= m
〈
f 2
〉

(C3)
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where 〈f 2〉 is the number-weighted average of f 2. Similarly, by noting that φii = 0

and φij = −φji, we arrive at the mean squared value

〈
Θ2
〉
=

〈
m∑

i,j,k,l=1

fifjfkfle
i(φij+φkl)

〉
(C4)

=
∑

i=j,k,l

f 2
i fkfle

iφkl +
∑

i=l 6=k=j

f 2
i f

2
j + 0 (C5)

= 2m2
〈
f 2
〉2

. (C6)

Finally, we use the previous results to write the variance

〈
δΘ2

〉
=
〈
Θ2
〉
− 〈Θ〉2 = 〈Θ〉2 . (C7)
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