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As a result of extreme weather conditions, such as heavy precipitation, natural hillslopes can fail
dramatically; these slope failures can occur on a dry day due to time lags between rainfall and
pore-water pressure change at depth, or even after days to years of slow-motion. While the pre-
failure deformation is sometimes apparent in retrospect, it remains challenging to predict the sudden
transition from gradual deformation (creep) to runaway failure. We use a network science method
— multilayer modularity optimization — to investigate the spatiotemporal patterns of deformation
in a region near the 2017 Mud Creek, California landslide. We transform satellite radar data from
the study site into a spatially-embedded network in which the nodes are patches of ground and
the edges connect the nearest neighbors, with a series of layers representing consecutive transits
of the satellite. Each edge is weighted by the product of the local slope (susceptibility to failure)
measured from a digital elevation model and ground surface deformation (current rheological state)
from interferometric synthetic aperture radar (InSAR). We use multilayer modularity optimization
to identify strongly-connected clusters of nodes (communities) and are able to identify both the
location of Mud Creek and nearby creeping landslides which have not yet failed. We develop a
metric, community persistence, to quantify patterns of ground deformation leading up to failure,
and find that this metric increases from a baseline value in the weeks leading up to Mud Creek’s
failure. These methods promise as a technique for highlighting regions at risk of catastrophic failure.

I. INTRODUCTION

Slow-moving landslides creep downhill at rates from
millimeters to several meters a year [I], a process that
sometimes proceeds for hundreds of years [2, [3]. Yet,
a slow-moving landslide can reach runaway acceleration,
and in many cases this is likely to be triggered by heavy
precipitation, as happened in the 2017 Mud Creek land-
slide located on the Big Sur Coast, CA. The processes
which influence these transitions are myriad, and ad-
ditionally include topographic slope, hydrological and
mechanical properties, and natural or man-made dis-
turbances. Advancement in remote sensing techniques
allows for the detection of ground deformation at spa-
tiotemporal resolutions that were not achievable a decade
ago [4, [5]. Previous work in landslide forecasting has fo-
cused on either (1) estimating the location and shape of
a landslide using spatial analysis of slope stability [6] or
(2) the time of failure using temporal analysis of ground
deformation [7]. There has been recent progress on fore-
casting both location and time [5 [§]. Linking kinematic
data and the underlying micro-mechanics of granular fail-
ure together has shown to be effective in forecasting the
location and time of granular failure [5] 9] [10].

Interferometric processing of synthetic aperture radar
(InSAR) makes studies of landslide and other ground de-
formation possible at high spatial and temporal resolu-

tion. Ground deformation over large surface areas of the
Earth is measured with centimeter to millimeter accuracy
using InSAR [II] by exploiting the phase difference be-
tween two SAR snapshots acquired over the same area at
two different times. This quantifies the amount of ground
deformation during that time interval, projected along
the radar line-of-sight (LOS) direction [12] I3]. InSAR
techniques have been applied in the study of landslides
and are starting to be incorporated into early warning
systems (EWS)[6], [I3HI0].

EWS have used these advancements in radar monitor-
ing data to monitor areas of known risk and identify re-
gions heavily affected by disaster [I7], but there are still
significant drawbacks and limitations to the forecasting
of landslides and other hazards [9]. One such drawback
is the use of thresholds that are defined to predict the
onset of failure in landslides [18], and recent studies have
shown that these thresholds are site-specific and subjec-
tive [9]. A common practice is to only consider the region
that is accelerating rapidly [I8], but important informa-
tion about the interactions occurring between the region
and the surrounding area then go undetected [5] 19} 20].

The transition of a creeping landslide to a catastrophic
failure is complex and the system’s behavior emerges
from dynamics that are occurring beneath the surface
[21]. The landslide system is modeled as a collection of
patches that are interacting with each other in such a
way that the emerging behaviour is not immediately pre-



dictable [22], which is why it is crucial to not only look
at the immediate region, but also the surrounding area.
Thus, one of the biggest challenges to EWS in regards
to landslides is harnessing the full potential of these data
sets using the analysis and interpretation of the underly-
ing micro-mechanics in the time before granular failure

[5].

Recent studies have shown that granular failure does
not occur spontaneously, but instead there is a tran-
sitional period between stable deformation and catas-
trophic failure, which is indicated by a distinct dynamical
pattern, influenced by kinematics[8, [0, 23]. Consider a re-
gion that consists of multiple closely connected patches,
or clusters. As the region approaches failure, the spa-
tiotemporal dynamics have been characterized into two
pieces: (1) similarity within a cluster increases as they
begin to move together and (2) similarity between clus-
ters decreases [§]. The transition to imminent failure is
guided by the spatiotemporal persistence of community
C, followed by a sharp increase in the motion, or velocity,
of C in respect to the rest of the system, or area [g].

Our goal is to use kinematic data retrieved from remote
sensing techniques to find patches of ground, defined as
communities, that are likely to fail and their impending
time of failure. To develop a holistic approach that inte-
grates the dynamics of ground deformation, along with
the physics of slope stability, we use network science tech-
niques of micro-scale granular failure (grains on the order
of 1 mm to 1 cm) [24H26] and apply it on a macroscale
system (patches of area on the order of 7x7 to 20x20 m)
[8]. A network framework gives us the ability to infer the
structure and underlying dynamics of a creeping land-
slide using information such as displacement that can be
retrieved using remote sensing techniques [22].

A. Study Site: Mud Creek vicinity

Within the California Coast Ranges, landslides are
abundant due to mechanically weak rocks, active up-
lift, and high seasonal precipitation [27H30]. More than
650 active slow-moving landslides have been identified
and mapped within the region, but few of them have
failed catastrophically [29] [30]. On a dry day (May 20,
2017) following a long period of heavy rainfall that ended
on April 17, 2017, the Mud Creek landslide, which had
been slowly moving for decades, failed catastrophically
and destroyed part of California State Highway 1 (CA-1)
27, 31].

The Central Coast Ranges, which contain Mud Creek,
receive about ~ 1 m of rain per year, of which 80% falls
between October and May [27, 33]. The precipitation
in this region varies significantly from year to year due
to changes in the frequency and strength of atmospheric
rivers; climate models predict that California will expe-
rience a dramatic increase in frequency of shifts from ex-
treme dry seasons to extreme wet seasons over the next
couple of decades [33]. Since landslide dynamics can be
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FIG. 1. The root mean square (RMS) of the line of sight
(LOS) velocity (black circles) for the entire study area lead-
ing up to the day of failure (T" = 0); data from Handwerger
et al. [27]. Blue bars are the total weekly precipitation, from
PRISM [32]. The wet seasons correspond to roughly Decem-
ber to May each year.

driven by seasonal changes, as seen in Fig. 1, the pre-
dicted increase in changes from dry to wet seasons is a
cause for concern [27, 33| [34].

Changes in the shear strength of a hillslope are depen-
dent on the water-saturation level of the material [35-
[37]. If the material is not fully saturated, then capillary
effects increase shear strength and help stabilize a hills-
lope [35, B0l [38]. On the other hand, if the material is
almost or fully saturated, then an increase in the pore-
water pressure leads to a reduction in the shear strength
of the material [36, B7], and may possibly lead to in-
stability within the hillslope [21] B5] [37, B8]. Note that
the pore-water pressure varies strongly with depth, as
rain permeates the hillslope over time. In addition, the
parameters that influence slope stability originate from
critical-state soil mechanics with a Mohr-Coulomb fail-
ure criterion, which assumes that failure is controlled by
maximum shear strength [39, [40]. Saturated material,
corresponding to high pore-water pressure, plus steep
slopes increases the susceptibility to slope failure [21].

In this paper, we examine the area in and around Mud
Creek (3 km x 3 km), shown in Fig. [I} to explore the
dynamics within Mud Creek and compare it to the rest
of the area, which consists of 2 other creeping landslides
that did not fail. We are interested in analyzing, and
with the eventual aim of forecasting, the transition of a
slow-moving landslide to sudden catastrophic failure.

B. Comparing Mud Creek to Other Regions

Since there is only one creeping landslide that catas-
trophically failed within the study area, we create a set
of controls to test for sensitivity and specificity. For this,
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FIG. 2. (a) The root mean square (RMS) of the line of sight
(LOS) velocity, for each of the 4 regions. The wet seasons
shown in Fig.[[]are shaded in blue. Inset: bare earth hillshade
map from lidar showing the four regions within the study area.
(b) Maps of the LOS velocity for each of the 4 regions at two
times: —32 and —176 days before failure. Data is from [27].

we additionally selected three regions within the study
area to analyze alongside Mud Creek (see Fig. . Of
these, Region 2 is a creeping landslide that was not iden-
tified in Handwerger et al. [27], but instead was recently
observed with airborne InSAR data (see Fig. [2); and Re-
gions 1 and 3 are selected because they are steep areas
that are not creeping. For each of these regions, the LOS
velocity (from Sentinel-1 InSAR data, described in more
detail in , plotted in Fig. [2| shows that there is not
a significant difference between them and Mud Creek for
the majority of the time period. In Fig. b), the veloci-
ties for the four regions are mapped at two different time
steps (—176 and —32 days) to show that the regions are
moving similarly to each other at —176 days and later at
—32 days Mud Creek is moving significantly faster than
the other three regions.

C. Networks

It is difficult to quantify the structural changes hap-
pening beneath the surface, and thereby forecasting when
and where a landslide is likely to occur. Thus, it is desir-
able to turn to reduced descriptions of the system. One
such technique, network science, has been successful at
quantifying and understanding the spatiotemporal dy-
namics of complex systems without the inclusion of a de-
tailed model of the internal interactions. Previous stud-
ies, such as [41], 42], have shown that a network cluster-
ing technique known as community detection (reviewed
in Fortunato [43]) can be used to extract hidden rela-
tions among nodes in static single-layer networks. Re-
cent studies, such as the analysis of the evolution of the
force networks within granular materials by Papadopou-
los et al. [44], have extended that technique to be used in
multilayer networks to analyze spatially-embedded net-
works (i.e. networks in which nodes only share edges
with their own neighbors) that are more similar to earth
materials.

Network science provides a way to characterize this
complex system for consistent patterns of causality via
community-detection techniques. For each snapshot of
ground deformation, there is a correlating static network
layer that is connected together into a multilayer net-
work, where a simplistic version of a multilayer network
is shown in Fig. [8] We analyze the transition of a slow-
moving landslide, as represented in a multilayer network,
to sudden catastrophic failure using community persis-
tence, a measure we have developed to quantify the con-
sistency of community structures. Using this measure,
we are able to narrow down the period in which Mud
Creek could be said to be at risk of failure, compared to
what would be possible using InSAR alone.

II. DATA ASSIMILATION

We use two types of data to create our multilayer net-
work: digital elevation models (DEM) for spatial infor-
mation and slope and displacement snapshots from In-
SAR to estimate the current rheological state. This sec-
tion details the process by which we define our multilayer
network from the DEM and InSAR data; the edges within
each time step (layer ¢) are weighted by both the local
slope (steeper slopes are more susceptible to failure) and
the local creep velocity (faster speeds indicate a current
soil state with more fluid rheology). Local slope is held
fixed over the duration of the analysis.

A. Digital Elevation Model

We measure the elevation at all positions in the study
site using a Digital Elevation Model (DEM) at 1 m resolu-
tion, downloaded from OpenTopography (May 17 2021),
chosen because it penetrates vegetation and measures the
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FIG. 3. Schematic of the construction and analysis of our multilayer network. We sample the digital elevation model (DEM)
and a series of velocity maps on a disordered mesh to create a multilayer network weighted by both. Using this network, we
selected the spatial coupling parameter v and the temporal coupling parameter w to detect communities of interest.

true ground surface. This DEM is from the USGS, 3D
Elevation Program: ARRA-CA CentralCoast-Z3 2010
[45]. We define the elevation as a field h(7) with posi-
tion 7= (z,y) given in UTM coordinates. From this, we

calculate the slope edge weight as s = I@:ﬁl‘, which has
a flat distribution for 0° < s < 18°, after which steeper
slopes are rarer, up to a maximum of 32° (such as within
Mud Creek). The mean slope weight for the other three
regions are: 25°, 24°, 25°. Note that the study site con-
tains steeper slopes, but those are averaged out when

calculating the edge weights.

B. InSAR

We utilize an existing dataset from Handwerger et al.
[27], comprising InSAR snapshots from the Copernicus
Sentinel-1 A/B satellites (see Handwerger et al. [27] for
InSAR processing details). The resulting series of snap-
shots provides a total of 63 layers with 10 m x 12 m res-
olution estimating ground deformation in a 3 km x 3 km
region in the vicinity of Mud Creek area from February
2015 to May 2017. Each InSAR snapshot provides LOS
displacements, where the direction of motion is either to-
wards or away from the satellite. Using the InSAR data,
we have a layer /¢ for each snapshot within the multilayer
network. These layers span 6, 12, or 24 days due to either
missed orbits (repeat cycle is 6 days) or low coherence.

For each layer ¢ (corresponding to an InSAR snapshot),
we defined displacement as a field U(z, y, ¢). Cumulative
displacement is the displacement of the surface from the
first reference frame (¢ = 0), for which U(x,y,0) = 0
everywhere. Subsequent layers contain the cumulative
displacement that has happened during layers 0 to /.
To quantify deformation, we calculate the incremental
displacement u between pairs of adjacent snapshots as
u(z,y,l) = U(x,y,0) — U(z,y,¢ — 1). Since the acqui-
sition interval for the satellites varied from 6, 12, and
24 days, we converted incremental displacement into ve-
locity, v(z,y,{) = u(l’y’e)_:t(w’y’é_l)7 where At is time
between any 2 consecutive snapshots.

The noise from the InSAR data (not visualized in
Fig. [3) increases when we take the derivative of the LOS
displacement; this obscures motion that is otherwise de-

tected when retroactively looking at cumulative displace-
ment maps. In order to reduce noise within each layer of
the original dataset, we apply a a 3 x 3 cell matrix of a
Gaussian smoothing kernel.

C. Defining the multilayer network

Our analysis takes place on a multilayer network,
where each layer ¢ represents a time in space (correspond-
ing to an InSAR snapshot). Each layer is represented as
a spatially embedded network consisting of nodes and
edges. Each node represents a patch of area, and each
edge is the connection between patches of areas that are
neighbors. This network consists of the same nodes and
edge connections for all layers within the system, which
we define as a mesh.

To create the spatially embedded network, we sampled
the DEM at n ~ 5000 nodes for the study area shown in
Fig. 2] selected to be large enough to be computationally
efficient but small enough to provide spatial resolution
within ridges and valleys. We considered uniform, ran-
dom, and uniform random grids to create a mesh that
would not introduce artefacts into the results or lead to
mesh-specific results. Using Poisson disc sampling [46], a
type of uniform random grid, we randomly selected node
locations spaced an average of 20 m apart, without any
preferred orientation, as shown in Fig. Pairs of adja-
cent nodes are connected by edges using Delaunay trian-
gulation (selects the closest nodes to each node), defining
our binary adjacency matrix B;;. We created an ensem-
ble of 10 such meshes that are uniformly sampled across
the area while also allowing us to test for sensitivity of
the results to the mesh that was used.

Information about the current state of rheology and
the susceptibility of failure was incorporated into the net-
work using data from the DEM and InSAR to weight
the edges. For each edge ij, we calculated the slope
sij = YZ:ZJ", where h; is the average elevation (given
by the DEM) of the patch of area represented by node
i and 7} is the central coordinates of the patch of area,
or node ¢. For an InSAR snapshot (layer £), each node
i has some velocity v;; that represents the backward-
difference velocity, selected since it is convenient for use




in real-time monitoring. We then calculated velocity for
each edge ij as the absolute average velocity defined as
|Tije| = [Y45%4|. The edges are weighted as s;;|v;j¢| for
each layer ¢, where s;; is constant for all layers, but |7;;¢|
changes for each layer £. We define our adjacency matrix
as

Aije = 85|0ij0| Bij (1)

for a single layer ¢ as a snapshot in time, with node in-
dices 1, j specifying spatial location.
Our computer code is available on GitHub [5§].

III. NETWORK ANALYSIS

A community within a network is a collection of nodes
that are more strongly related to each other than to
other nodes (see Fig. |3) [43, 47, 48]. We seek to iden-
tify whether communities are present within the Mud
Creek dataset, and evaluate whether there are particu-
larly unstable regions or periods within the system. For
example, clusters of nodes that are connected by edges,
and moving at relatively higher speeds and/or on steeper
slopes, could be identified as a community. The commu-
nity structure of a multilayer network shows the evolu-
tion of the communities over time, where communities
are formed from partitioning the graph based on a defin-
ing characteristic [47].

A. Community detection

In this study, we analyze our multilayer network
(Eq. using a method based on optimizing the mod-
ularity @; the method partitions nodes into communities
(each community is thereby given an arbitrary ID by the
algorithm to identify it) where the edge weights within
the community are stronger than one would expect in
comparison to a null model[d7, 49, 50]. We optimize
the modularity of the community structures using the
NetWiki GenLouvain implementation for multilayer net-
works [48, [5I]. The multilayer modularity is calculated
as

0 1

= ﬁ Z [(Aijf - IV-PijE)(sZm +wjzm5ij](5(ciz, ij), (2)
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where p is the sum of all edge weights in the network, c;,
is the community of node i, c;¢ is the community of node
J, 7y is the structural resolution parameter, wjem is the
interlayer coupling, and P;;, is the expected edge weight
between nodes ¢ and j under a specified null model in
layer ¢ [48]. Note that using a global null model disre-
gards the temporal fluctuations and does not improve the
results of the community detection.

To optimize the modularity, the nodes are partitioned
into communities in such a way that the total connection
strength — the cumulative weight of connected edges —

within a community is much greater than what would
be expected from a null model. For any network, the
choice of null model provides the expected weight of a
randomly-selected pair of nodes, and affects the inter-
pretation of the network [52]. Because our system is
a spatially-embedded network, the work of Bassett et
al. [44, B3] guides our choice of the geographical null
model rather than the more common Newman-Girvan
null model [49, [50] for which all edges are equally con-
nected to each other. The geographical null model is
defined as

Pijo = peBij, (3)

where py = (s;;|vijel)i; is the mean edge weight of net-
work layer ¢ (averaged over all ij edges) and B;; is the
binary adjacency matrix, which is constant through all
layers and encodes the geophysical proximity.

There are two resolution parameters used to calculate
modularity @, both of which are selected to control the
total number of communities detected, as seen in Fig.
The structural resolution parameter v sets the weight of
the geographic null model. Within each layer ¢, v sets
the spatial resolution at which nodes are partitioned into
communities, via comparison to the mean edge weight py;
higher values of v will yield more communities that are
smaller in size [44]. The corresponding temporal resolu-
tion parameter is contained within the interlayer coupling
Wjem, which is the weight of the edge coupling node j to
itself in layers (¢, m). Here, we take wjs, = w (constant),
for simplicity. We want to consider w values that take
into account the strain-loading history. Higher values
of w more strongly favor the continuity of communities
across the series of layers, while for w = 0, each layer
is considered independently (no communities span the
layers), and thus no consideration of the strain-loading
history.

B. Selecting the coupling parameters (v, w)

We wish to select resolution parameters that highlight
communities within the network which (1) have stronger
weights than average and (2) continue that behavior over
some time interval. To satisfy the former, we pick v = 1;
this value favors communities with stronger-than-average
weights (larger than py) [44]. In contrast, the interlayer
coupling w is normally of order 1 [44]. For the latter,
we want to find a value of w which is large enough that
important communities persist over time, but not so large
that we fail to detect changes in the temporal state of
the study area. Since there is not yet consensus in the
literature on specific values of w, we explore two measures
which have been useful in earlier studies: flexibility and
stationarity [41], 44], [54].

We quantify the local properties of the nodes using a
measure known as flexibility [54]. It is the measure of the
number of layers, g;, that each node i changes community
allegiance over the total possible layers (L — 1). The



flexibility of the multilayer network as a whole for all
nodes N is defined as:

1 gi
:N;L—l' )

(1]

To capture the global properties of the communities
found within the network, we measure the consistency
with which nodes are placed in communities over time
using a measure known as stationarity [41} [55]. As given
in Papadopoulos et al. [44], the stationarity of a multi-
layer network is ¢ for all nodes N:

01
1 o J(eecorr)

where C' is the total number of communities and
J(cg, co1) is the joint fraction (the ratio of the number of
mutual nodes in community ¢ in layers ¢ and £+ 1 to the
number of nodes in the union of layers ¢ and £+ 1). The
stationarity ¢ approaches 1 at high values of w. In our
calculation, we exclude communities that never contain
more than one node [44].

Fig. [d] shows the values of both the flexibility (Eq. [4)
and the stationarity (Eq. , repeated for each of the 10
meshes. In order to be sensitive to both the intra- (spa-
tial) and inter- (temporal) layer connections, w should
also be on the same order of magnitude as ; there-
fore, we explore values of w € [0,2]. We observe that
as w increases, = decreases and approaches zero; for
w € [0.1,1.6], the differences between the meshes are min-
imal, and the dependence on w is weak (( = 0.25 + .01
throughout).

Using these plots, we consider a few things when pick-
ing w. Low flexibility and/or high stationarity would re-
sult in communities that are insensitive to real temporal
fluctuations which inform the forecasting; the temporal
edge weights dominate for w > 1. On the other end
of the spectrum, high flexibility and/or low stationarity
would mean that the strain loading is not being taken
into account; the spatial edge weights dominate the com-
munities for w < 1.Therefore, we select w = 1 because
it balances the strain-loading history (inter-) with the
rheological properties (intra-layer).

IV. RESULTS

We aim to determine whether we have identified the
(known) geometry and location of Mud Creek with the
results of the community detection algorithm (explored
below). Once this is achieved, we examine the details of
the degree of community persistence over time, and use
our observations to construct a measure which is able to
forecast increasing risk of failure.
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FIG. 4. (a) Network flexibility = (Eq. [4) and (b) network
stationarity ¢ (Eq. 5] as a function of the choice of a particular
temporal coupling parameter w, for fixed spatial coupling v =
1. Each data point is for one of the 10 meshes, distinguished
by color.

A. Quantifying community structures

In order to identify areas of concern, we run commu-
nity detection using the modularity function defined in
Eq. 2] with parameters v = 1 and w = 1. For each InSAR
snapshot, there is a resulting community structure: 62 in
total, 6 of which are shown in Fig. We only present
the results of one mesh in Fig. [5] but this is representa-
tive of the results for all 10 meshes, indicating that the
algorithm is not sensitive to the particular mesh used.
Mud Creek is identified as a community early on, clearly
showing up in Fig. c) in red and remains coherent for
the next ~ 400 days prior to its ultimate failure.

We first consider a simple metric: how the number of
communities found within each layer changes over time.
In Fig. the number of singleton communities (black
nodes) increases as Mud Creek approaches failure, while
the number of nonsingleton communities remains stable.
Singleton communities most commonly appear at the
border of communities; sometimes they join a commu-
nity, and sometimes they arise at new boundaries when
a community splits apart. As we will see later, these dy-
namics are connected to changes in persistence of com-
munity structures as Mud Creek approaches failure at
T =0.

To identify the underlying pattern within these identi-
fied communities, we visualize the evolution of the com-
munity structures in Fig. Eka), where each horizontal line
represents a single community, whose ID is assigned in
order of its identification by the algorithm, and the color
of the line represents the approximate location of that
community (see inset).

There are two characteristics of a community that we
considered: size and strength. The strength of a commu-
nity is the mean of the weights of the edges, and the size
of a community is the number of nodes. We find that a
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FIG. 5. Results of community detection using v = 1, w = 1,
shown for six representative layers prior to failure at 7' = 0
days. Nodes that are members of the same community have
the same (arbitrary) color, corresponding to a single commu-
nity ID number. Black nodes represent singleton communi-

ties. The black outline is Mud Creek.

joint measure of community size and strength, normal-
ized by global values, is useful for highlighting the signifi-
cance ¥, ¢ of particular communities detected, calculated
as

Nep Sey
U.p=—2 ~, 6

where n. ¢ is the number of nodes in community c at layer
£, N is the total number of nodes, and S, and S; is the
strength of community ¢ and layer ¢, respectively. Large
values of U, , correspond to a community ¢ being large,
fast-moving, and/or steeply sloped.

Fig. [f] shows a graphical summary of the changes tak-
ing place in the overall community structure. Each horiz-
tonal bar represents a multilayer community during the
range of dates (layers) it was detected, with the width
proportional to ¥.,. We observe 3 persistently strong
communities, one each within Mud Creek, Region 1, and
Region 2. Importantly, Mud Creek (outlined in the white
polygon) is consistently detected as a strong community
over a year before its failure, up through the final data
collection. Within Region 2, the community we detect
(outlined in the black polygon) corresponds to a creep-
ing landslide that was not detected using InSAR alone;
its detection here is an example of how community de-
tection techniques can supplement more traditional ones.
Finally, there is a community detected within Region 1
which intermittently appears as an area of concern, but
has not been identified as a creeping landslide. Inter-
estingly, no communities were identified within Region 3
because: while it shares similar topographic characteris-
tics to Mud Creek, it is not creeping. Finally, we find
that while this type of plot identifies areas of concern, it
does not yet provide a framework for forecasting time of
failure. In the next section, we develop such a metric.
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FIG. 6. Strip-chart showing the evolution of the community
structures detected for parameters v = 1 and w = 1, sep-
arately highlighting location, duration, and significance V..
Each detected community found has an ID number that is
arbitrary (but corresponds to the order of detection), and is
plotted as a line with three properties: color specifies its lo-
cation (see inset map), the extent along the horizontal axis
specifies its duration, and the thickness of of the line measures
the size and strength of that community at layer ¢, according
to Eq. @ The outlines of the creeping landslides found within
the area are shown in the inset map.

B. Forecasting failure via community persistence

We observed that Mud Creek is identified as the same
community for the last ~ 400 days in Fig. [f] Mud
Creek is one of the few communities that clearly persists
through time, while other communities split into smaller
or singleton communities. Using these observations, we
propose a new measure: commaunity persistence I, in-
spired by Rieck et al. [50], Gonzélez-Avella et al. [57].
This measures the stability of the nodal composition for
each community in relation to the community’s size and
is defined as

1 co—1MNcy
H = — _—
‘TN ZC ey (™)

where N is the total number of nodes in the network, n. ¢
is the number of nodes in community ¢ at layer £, and
cg—1 N ¢y is the number of nodes present in community ¢
in both layers £ and /—1. An increase in community per-
sistence indicates that a patch of nodes are consistently



being identified as a community c¢. This occurs when c is
stronger-than-average for consecutive layers; if ¢ were to
grow or shrink, then its contribution to Il is smaller than
one. The more the communities change membership, the
closer Il is to zero.

In Fig. El(a—b), we show II; for varying values of w from
0 to 2 at v = 1 and varying values of v from 0 to 2 at
w = 1. Only near 7 = 1 do we observe a signal using Iy,
which confirms the common usage of this value [44] [54],
and corresponds to communities that are stronger-than-
average (i.e. indicative of a creeping hillslope). This
happens because only a few communities are being picked
up consistently with a similar subset of nodes from be-
ginning to end. In Fig. El(b)., we obtain a similar result
for values of w € [0, 2], but with more noise at low values
of w. Our choice of w = 1 captures the rising persistence
without being hampered by temporal noise (discussed in
§I11 B)).To ensure that our analysis is not sensitive to the
ensemble of 10 meshes that we use, we run community
detection on 10 randomized meshes, and the mean for
those 10 meshes is shown in Fig. [7]

We see a sharp increase in community persistence
(shown in Fig.[7|c)) about 56 days before failure for all 10
meshes. This is indicative of a group of nodes, each one
linked to spatial coordinates, that is continually being
established as a community between each layer, in this
case the nodes contained within the Mud Creek geometry.
As this community becomes stronger (correlated with in-
creasing velocity) and more persistent, we observe that
the other communities start to break down into smaller
communities, including the community representing the
creeping landslide found within Region 2. This happens
because the mean edge weight to partition nodes into
communities (see Eq. [2)) is increasing as we get closer to
failure (reference Fig. |2)).

V. DISCUSSION/CONCLUSION

We have developed an algorithm that takes a geospa-
tial surface and represents it as a mesh of nodes. A few
things we considered when creating the mesh are sen-
sitivity to the mesh we use, artificial results, and good
coverage of the area, all of which are addressed by using
Poisson disc sampling. To test the spatial resolution of
the DEM that is used, we compare a DEM with resolu-
tion of 12 m and the DEM we used for network analysis,
as described in §ITA] of a higher resolution of 1 m, and
note that there are no significant differences between the
two, as we downsample the 1 m DEM to 20 m.

We are able to model the dynamics and suscepti-
bility of the system to identify Mud Creek both spa-
tially (through community detection) and temporally
(through the persistence of those communities). We do
this by incorporating information about both the cur-
rent state of rheology using velocity data derived from
InSAR and the geometry of the area using slope. We
found that using only velocity or slope was insufficient to
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FIG. 7. Community persistence II; (Eq. E[) as a function of
time before failure, averaged over 10 meshes, (a) for different
choices of spatial coupling parameter v at fixed w = 1 and
(b) for different choices of temporal coupling parameter w at
fixed v = 1.0) (¢) The mean community persistence I, over
10 meshes using v = 1,w = 1. Standard error, measured
across the ensemble of 10 meshes, is smaller than the sym-
bol size; the horizontal black line shows the temporal mean.
The dashed lines represent the 6 snapshots of the community
structures that are shown in Fig. [f] The blue shaded area
represents the wet seasons shown in Fig. The red shaded
area highlights where II; starts to significantly rise above the
mean. The black line shows the maximum cumulative dis-
placement within the Mud Creek polygon.

distinguish creeping landslides from the rest of the area:
slope-weighted networks identified watershed basins and
velocity-weighted networks identified large communities
without separating them into geophysically-relevant ar-
eas. Through the inclusion of velocity and slope, we
are able to pick up clusters of areas that are strongly-
connected to each other. As shown in Fig. [6] we observe
three areas of concern: one is Mud Creek, one is a creep-
ing landslide that is already known, and one is a new
area of interest for future monitoring. Combined with
high-quality InSAR data, network science techniques has
allowed us to forecast the location and geometry of the
impending failure from 400 days out, without having to
visually inspect a map (see Handwerger et al. [27]).

We quantify these results in Fig. [} as we approach
time of failure, there is a sharp increase in community
persistence II,. When compared to the maximum cumu-
lative displacement of the landslide (shown in Fig. E[),



community persistence has a much clearer signal that
time of failure is close, although it is not predictive
enough to pinpoint a range of days. To test the success
of this method using only the first wet season (during
which Mud Creek did not fail), we repeated the full anal-
ysis using only the first 30 layers (up to —400 days). We
correctly detected Mud Creek as an area of concern and
correctly observed no sharp increase in IIy, which is con-
sistent with the reality that failure was not imminent.
We also note in Fig. [7] that the oscillations correspond to
the wet/dry seasons, and that the method is not sensitive
to choice of a specific mesh from the ensemble.

This raises several promising avenues for improvement
in utility. From the standpoint of continually monitor-
ing, it would be beneficial to instead use pixel tracking
displacement or automatically processed InSAR data, in-
stead of InSAR data that has been manually corrected,
such as the work of Handwerger et al. [27]. Previous ex-
amination of the InSAR time series by Handwerger et al.
[27] reveal that Mud Creek exhibited strong seasonal dis-
placement driven by precipitation. The displacement in-
creased over the study period due to increasing rainfall
during the study period. Although the landslide behavior
changed from year to year, and the landslide was moving
notably faster in 2017 than previous years, it was con-
cluded by Handwerger et al. [27] that there was no dis-
placement pattern that is indicative of a slope approach-
ing runaway instability. However, we note here that this
is likely a result of bias in the InSAR data itself. In-
SAR cannot detect large displacements (> half the radar
wavelength), which means that if the slope is moving too
fast between acquisitions there can be phase bias and
an underestimate of true displacement. Warrick et al.
[31] showed that the landslide moved over 10 m between

March and May 2017, which is too large of displace-
ment for InNSAR to measure. From this, we know that
the InSAR-measured displacement over the final months
prior to collapse is much too slow. Therefore, the quan-
tities used are a lower bound, and improved data would
provide for an even stronger signal than is reported here.
Significant outlay of human resources would be required
to avoid underestimating ground displacements and be-
ing dominated by noise, and it remains to be understood
what level of spatial, temporal, and velocity resolution is
required to achieve the type of results we observed here.

The inclusion of time-delayed rainfall layers, or even
approximations to soil moisture (proxy for pore-water
pressure) would likely improve the fidelity of the mul-
tilayer network in describing the evolving state of the
study site. Furthermore, the topography of Earth’s sur-
face is constantly changing due to ground deformation,
so using a static DEM may introduce challenges and loss
of crucial information over a long time period.

While community detection improves the signals of
forecasting failure in the Mud Creek area and aids in the
identification of creeping landslides, an important open
question is how does this method fare on other areas, as
well as how to improve the temporal signal of failure.
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