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Quantum chaos plays a significant role in understanding several important questions of recent
theoretical and experimental studies. Here, by focusing on the localization properties of eigenstates
in phase space (by means of Husimi functions), we explore the characterizations of quantum chaos
using the statistics of the localization measures, that is the inverse participation ratio and the Wehrl
entropy. We consider the paradigmatic kicked top model, which shows a transition to chaos with
increasing the kicking strength. We demonstrate that the distributions of the localization measures
exhibit a drastic change as the system undergoes the crossover from integrability to chaos. We also
show how to identify the signatures of quantum chaos from the central moments of the distributions
of localization measures. Moreover, we find that the localization measures in the fully chaotic
regime apparently exhibit universally the beta distribution, in agreement with previous studies
in the billiard systems and the Dicke model. Our results contribute to a further understanding of
quantum chaos and shed light on the usefulness of the statistics of phase space localization measures
in diagnosing the presence of quantum chaos, as well as the localization properties of eigenstates in
quantum chaotic systems.

I. INTRODUCTION

The importance of quantum chaos in understanding
several fundamental questions that arise in recent ex-
perimental and theoretical works, has triggered a great
deal of efforts in the study of quantum chaos in differ-
ent areas of physics [1–11]. In contrast to the case of
classical chaos, which is well defined as the exponential
divergence of the closest orbits for initial perturbations
[12, 13], the definition of quantum chaos in the narrow
sense remains an open question [14]. One, therefore,
turns to focus on how to probe and measure the signa-
tures of chaos in various quantum systems [1, 2, 15–22].
To date, the presence of chaos in a quantum system is
commonly ascertained from its spectral properties. It
is well known that the energy spectrum of quantum sys-
tems which are classically chaotic has universal statistical
properties, which are consistent with the predictions of
the random matrix theory (RMT) [23–29]. As a con-
sequence, the RMT sets a benchmark to identify the
emergence of chaos in quantum systems. According to
RMT, for example, a quantum system is said to be a
chaotic system when its level spacing distribution follows
the universal GOE/GUE/GSE level statistics, well ap-
proximated by the celebrated Wigner surmise [24, 30],
or its spectral form factor exhibits a robust linear ramp
[1, 2, 31–36].

An alternative way to capture the onset of chaos in
quantum systems is to investigate the structure of eigen-
states. The structure of eigenstates in quantum chaotic
systems is essential to understand the thermalization
mechanism in isolated systems [4–6, 37–39]. For quan-
tum chaotic systems, it has been demostrated that the
mid-spectrum eigenstates are well described by the eigen-
states of random matrices taken from the Gaussian en-

sembles of RMT [5, 40]. The eigenstates of Gaussian
ensembles are random vectors with components that are
independent Gaussian random numbers. Although this
feature of eigenstates has been used as a witness of quan-
tum chaos, several remarkable exceptions in both single-
particle [41–45] and many-body quantum chaotic systems
[46–48] imply that further analysis on the structure of
eigenstates in quantum chaotic systems is still required.

The structure of eigenstates can be examined in various
ways, such as the fractality of the eigenstates [21, 49–51],
the statistical properties of local observables in eigen-
states [39, 52–55], and the statistics of the eigenstate
amplitudes [40, 56–63]. In this work, we consider the
localization characteristics of the quantum eigenstates.
The eigenstates localization behavior for various quan-
tum systems has been extensively explored in different
contexts [21, 64–73]. To measure the degree of localiza-
tion of an eigenstate, it is necessary to decompose it in
some basis. We use here the basis consisting of the coher-
ent states. This means that we are interested in the phase
space localization properties of the quantum eigenstates.
Coherent states, being the states of minimal uncertainty,
and the derived Husimi functions are as close as possible
to the classical phase space structures, in particular in
the semiclassical limit. The phase space localization fea-
ture of quantum eigenstates has been explored in kicked
rotor [64, 74–77], billiards [78–83], and Dicke model [84–
86] in connection to the study of the localization phe-
nomena observed in those systems. Here, by defining
two different phase space localization measures, namely
the inverse participation ratio and the Wehrl entropy,
we discuss how their statistical properties are affected by
the onset of chaos and show how the statistics of these
measures tracks the transition between integrability and
chaos in the kicked top model, one of the paradigmatic
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models in the study of quantum chaos.
By decomposing a quantum eigenstate in the coherent

state basis, we show that its phase space structure is de-
termined by the Husimi function [87] (squared modulus
of the coherent states). This represents quantum analogy
of the corresponding classical phase space, as a coherent
state describing a phase space spot is as close as possible
to the classical phase space point. As the system under-
goes a transition from integrability to chaos, we observe
a notable change in behaviors of the Husimi functions.
To quantitatively describe the structure of the system’s
eigenstates in phase space, we define two different phase
space localization measures in terms of the Husimi func-
tion. We demostrate that the onset of chaos has strong
impact on the distributions of the localization measures.
This leads us to show how to distinguish between integra-
bility and chaos by means of the central moments of the
distributions of localization measures. We further show
that the joint probability distribution of the localization
measures also serves as a diagnostic tool to signal the
transition to quantum chaos.
The article is organized as follows. In Sec. II, we intro-

duce the kicked top model and briefly review its chaotic
features for both classical and quantum cases. Our de-
tailed analysis on the statistical properties of the local-
ization measures is presented in Sec. III, where both the
individual and joint statistics of the localization mea-
sures are investigated. We also discuss how to identify
the signatures of quantum chaos in the behaviors of cen-
tral moments of the localization measures distributions
in this section. Finally, we conclude our study with a
brief summary in Sec. IV.

II. KICKED TOP MODEL

The system we have focused on in this work is the
kicked top model, which represents one of the prototyp-
ical models in studying quantum chaos [1] and has been
realized in different experimental platforms [88–90]. Re-
cently, we have studied it in the perspective of multi-
fractal dimensions (entropies) of coherent states in the
quasi-energy space [91]. These entropies describe the lo-
calization of the coherent states in the eigenbasis of the
Floquet operator.
The kicked top model describes a spin J = (Jx, Jy, Jz)

evolving by the Hamiltonian (we set ~ = 1 throughout
the work)[92, 93]

H = αJz +
k

2j
J2
x

+∞∑

n=−∞

δ(t− n), (1)

where α denotes the precessional rotation angle of the
spin around z axis between two kicks, k is the strength
of the (torsional) periodic kick, and the components of
J satisify the commutation relations [Ji, Jj] = iǫijkJk.
Here, the periodicity between kicks has been set equal
to 1. We would like to point out that different choice

of α leads to the onset of chaos at different values of k
[91]. However, we have carefully checked that the main
conclusions of this work are independent of the choice of
α. Hence, we fixed α = 4π/11 throughout in our study.
The time evolution of the system from kick to kick is

governed by the Floquet operator [92]

F = exp

(
−i

k

2j
J2
x

)
exp (−iαJz) . (2)

The conservation of the magnitude J
2 = j(j + 1), due

to the commutation with each Ji, leads us to express the
Floquet operator in the basis consisting of Dicke states
{|j,m〉}m=j

m=−j, which fulfill J2|j,m〉 = j(j + 1)|j,m〉 and
Jz|j,m〉 = m|j,m〉. Then, the matrix elements of F can
be written as

〈j,m|F|j,m′〉 = exp(−iαm′)Dmm′ , (3)

where

Dmm′ = 〈j,m| exp
(
−i

k

2j
J2
x

)
|j,m′〉,

=

mx=j∑

mx=−j

exp

(
−i

k

2j
m2

x

)
〈j,m|j,mx〉〈j,mx|j,m′〉,

(4)

is the Winger D-function [94] with {|j,mx〉}mx=j
mx=−j being

the eigenstates of Jx. The dimension of the matrix is
given by DH = 2j +1. However, since F commutes with
the parity operator Π = eiπ(j+Jz), the matrix can be
decomposed into even-parity block with dimension De =
j + 1 and the other of odd-parity with Do = j. In this
work, we only consider the even-parity subspace.
In the Heisenberg picture, the spin operators are

evolved by the Heisenberg equation [93]

J(n+ 1) = F†
J(n)F . (5)

By using the commutation relations between spin opera-
tors and the Campbell identity

eηABe−ηA = B + η[A,B] +
η2

2!
[A, [A,B]] + . . . , (6)

the explict form of the Heisenberg equation can be writ-
ten as

Jx(n+ 1) = Jx(n) cosα− Jy(n) sinα,

Jy(n+ 1) =
1

2
Θn exp

[
i
k

2j
Υn

]
+H.c.,

Jz(n+ 1) =
1

2i
Θn exp

[
i
k

2j
Υn

]
+H.c., (7)

where Θn = [Jx(n) sinα+ Jy(n) cosα+ iJz(n)] and
Υn = 2[Jx(n) cosα − Jy(n) sinα] + 1. In Appendix we
present a short derivation of the above formulae. With
increasing the kicking strength k, the model undergoes
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FIG. 1. (a)-(c): Phase space portraits of the classical kicked
top model for k = 0.4 (a), k = 2.4 (b), and k = 6 (c). The
variables (θ, φ) are plotted for 300 initial conditions, each with
a duration of 300 kicks. (d) Phase space averaged Lyapunov
exponent, λ̄, as a function of the kick strength k. In nu-
merical simulation, λ̄ is calculated by averaging over 40000
trajectories, each evolved for 4000 kicks. Other parameter:
α = 4π/11.

a transition from integrability to chaos. To see this, we
will first analyze the emergence of chaos in the classical
kicked top model, which can be obtained by taking the
classical limit of the Heisenberg equation in (7). Then,
we show how the chaos manifests itself in the quantum
kicked top model through the spectral statistics of the
Floquet operator (2).

A. Classical kicked top model

The classical counterpart of the Heisenberg equation
in (7) is obtained in the limit j → ∞. To see this, we
define the scaled vector X = J/j which obeys the com-
mutation relations [Xa, Xb] = (1/j)iǫabcXc. As j → ∞,
the vanishing of commutators between the components
of X implies that Xa become classical variables. Then,
substituting X into Eq. (7), after some algebra, we find
the classical map can be written as



Xn+1

Yn+1

Zn+1


 =




cosα − sinα 0
sinα cosΩn cosα cosΩn − sinΩn

sinα sinΩn cosα sinΩn cosΩn





Xn

Yn

Zn


 ,

(8)

where Ωn = k(Xn cosα − Yn sinα). The conservation of
J
2 entails |X|2 = X2 + Y 2 + Z2 = 1. This means that

the classical variables (X,Y, Z) lie on the unit sphere
and they can be parametrized in terms of the azimuthal
angle θ and polar angle φ as follows X = sin θ cosφ, Y =
sin θ sinφ, Z = cos θ. Hence, the classical phase space

is actually two dimensional space described by variables
θ = cos−1 Z and φ = tan−1(Y/X).
A prominent feature exhibited by the kicked top model

is the transition to chaos as the kicking strength k in-
creases. It is known that the model shows regular behav-
ior in the phase space for lower values of k, while increas-
ing k gives rise to the extension of the chaotic regime in
the phase space and, therefore, increases the degree of
chaos [92]. The emergence of chaos in the dynamics of
the classical kicked top with increasing k is clearly ob-
served in Figs. 1(a)-1(c), where the Poincaré sections for
several values of k are plotted. One can see that the
phase space turns from regular motion for small k to the
mixed dynamics with regular regions embedded in the
chaotic sea for larger k. For even larger k, as the k = 6
case plotted in Fig. 1(c), the phase space is governed by
globally chaotic dynamics.
To quantitatively analyze the chaotic properties of the

model, we consider the phase space averaged Lyapunov
exponent, which measures the degree of chaos in the
model and is defined as

λ̄ =
1

4π

∫
dSλm, (9)

where dS = sin θdθdφ is the phase space area element (or
Haar measure) [95] and λm denotes the largest Lyapunov
exponent of the classical map in (8). The largest Lya-
punov exponent quantifies the rate of deviation between
two nearby orbits in a dynamical system [96, 97]. For the
kicked top model, it can be calculated as [95, 98, 99]

λm = ln
[
lim
n→∞

(tm)1/n
]
, (10)

where tm represents the largest eigenvalue of T =∏n
p=1 T(Xp) with T(Xn) = ∂Xn+1/∂Xn is the tangent

map of Eq. (8).
By averaging the largest Lyapunov exponents over dif-

ferent initial conditions in the phase space for various
values of k, we show the dependence of λ̄ on the kicking
strength k in Fig. 1(d). The regularity of the model at
small k leads to the zero value of λ̄ and it keeps zero up
to a certain kicking strength kc ≈ 2, from which it starts
to grow with increasing k. Hence, the model undergoes
a transition from integrability to chaos as k is increased
and the level of chaos is enhanced by increasing the kick-
ing strength.

B. Chaos in quantum kicked top model

The chaotic properties discussed above in the classi-
cal kicked top model are also manifested in its quan-
tum counterpart. The signatures of quantum chaos can
be captured by several probes, including the statistics
of eigenvalues and eigenvectors [57, 58], the dynamical
behavior of the Loschmidt echo [100, 101], the entangle-
ment dyanmics [102–104], the out-of-time-ordered corre-
lators [105–107], quantum coherence [108], and the op-
erator complexity [109–111], to name a few. Here, in
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FIG. 2. (a)-(c) Distribution of the consecutive level spacing
ratios P (r) for k = 0.4 (a), k = 2.4 (b), and k = 6 (c). In
each panel, the blue solid and red dashed curves denote the
PP(r) and PWD(r) [cf. Eq. (12)], respectively. (d) Rescaled

average ratio 〈̃r〉 in (14) as a function of the kicking strength

k. The red dashed horizontal line represents 〈̃r〉 = 1. Other
parameters: j = 2000 and α = 4π/11.

order to unveil the fingerprint of chaos in the quantum
kicked top model, we study the spectral properties of the
Floquet operator based on the level spacing ratios rn,
defined as [112, 113]

rn =
min(dn, dn+1)

max(dn, dn+1)
= min(wn,

1

wn
), (11)

where dn = µn+1 − µn is the spacing between two suc-
cessive levels with µn being the nth eigenphase of the
Floquet operator, and wn = dn+1/dn. Clearly, the defini-
tion of rn implies that it varies in the interval rn ∈ [0, 1].
As rn does not rely on the local density of states, the
calculation of its distribution is not required to perform
the so-called unfolding procedure, which is known to be
intricate [114, 115]. This makes the level spacing ratio
rn a convenient chaos indicator in the studies of quan-
tum chaos, in particular for quantum many-body chaotic
systems.
It has been demonstrated that the distribution of rn,

denoted by P (r), can be used to distinguish between in-
tegrable and chaotic systems [112, 113]. In particular,
the analytical expression of P (r) has been obtained for
both integrable (Poisson statistics) and chaotic (Wigner-
Dyson statistics) spectra, given by [113, 116, 117]

PP(r) =
2

(1 + r)2
, PWD(r) =

27

4

r + r2

(1 + r + r2)5/2
. (12)

The distributions of level spacing ratios P (r) of the
Floquet operator for several values of k are shown in
Figs. 2(a)-2(c), where we also compare our numerical re-
sults to the analytical formula of P (r) in Eq. (12). We

see that P (r) follows the distribution for Poisson statis-
tics PP(r) for small k [Fig. 2(a)]. This means the absence
of level repulsions in the model and consistent with the
regular structure of the phase space. As k is increased,
P (r) deviates from PP(r) and has a Poisson-like tail, as
observed in Fig. 2(b). This indicates the highly localized
weak correlations between eigenphases corresponding to
the mixed feature in the phase space. Finally, for the
case of strong kicking strength, as shown in Fig. 2(c),
the ratios distribution P (r) is in good agreement with
PWD(r) suggesting level repulsion in the fully chaotic
regime. The changes in the behaviors of the distribution
P (r) clearly confirms the integrablity-to-chaos transition
in the kicked top model. It is worthwhile to mention
that the level statistics for the Floquet operator in the
chaotic regime should belong to random matrices of the
circular orthogonal ensemble (COE). However, since the
COE statistics is asymptotically described by the random
matrices belonging to the Gaussian orthogonal ensemble
(GOE) in the thermodynamic (also semiclassical) limit
[118], we have therefore compared our numerical results
to the GOE counterpart.
Instead of focusing on the ratios distribution P (r), the

crossover from integrable to chaos in the model can also
be captured by the mean level spacing ratio 〈r〉, defined
as

〈r〉 = 1

N

N∑

n=1

rn, (13)

where N denotes the total number of rn. For integrable
systems, the Poisson statistics yields 〈r〉P ≈ 0.39 [113],
while for the chaotic systems with Wigner-Dyson statis-
tics, the mean value 〈r〉WD ≈ 0.53 [113, 117, 118]. It
is more convenient to consider the rescaled average level
spacing ratio [119]

〈̃r〉 = |〈r〉 − 〈r〉P |
〈r〉WD − 〈r〉P

. (14)

It is defined in the range 0 ≤ 〈̃r〉 ≤ 1, with two limiting
values corresponding to the Poisson and Wigner-Dyson

distributions, respectively. Fig. 2(d) illustrates how 〈̃r〉
varies as a function of the kicking strength k. The tran-
sition to chaos with increasing k is evidently revealed

by the interpolation of 〈̃r〉 between Poisson and Wigner-

Dyson cases. We further note that the upturn in 〈̃r〉 with
increasing k is in agreement with that of phase space av-
eraged Lyapunov exponent in Fig. 1(d), indicating a good
quantum-classical correspondence.

III. STATISTICS OF THE PHASE SPACE
LOCALIZATION MEASURES

The transition to chaos also correlates with a remark-
able change in the structure of eigenstates. To analyze
the structure of eigenstates, it is necessary to decompose
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FIG. 3. (a)-(c): Phase portraits of the classical kicked top model for (a) k = 1, (b) k = 2, and (c) k = 7. Here, 300 randomly
chosen initial conditions in the phase space have been plotted after 300 kicks. (a1)-(a3): Husimi function rescaled by its
maximum value for the eigenstates of F with eigenphases (a1) µ ≈ −2.9, (a2) µ ≈ −2.19, and (a3) µ ≈ 2.17 for k = 1.
(b1)-b(3): Husimi function rescaled by its maximum value for the eigenstates of F with same eigenphases as in (a1)-a(3) for
k = 2. (c1)-c(3): Husimi function rescaled by its maximum value for the eigenstates of F with same eigenphases as in (a1)-a(3)
for k = 7. Other parameters are: α = 4π/11 and j = 150.

them in a certain basis. The choice of basis is usually de-
termined by the system and the physical question under
consideration. In this work we aim to explore the prop-
erties of the phase space localization. A natural choice
for us is the basis consisting of the coherent states |θ, φ〉,
as they are as close as possible to the classical phase
points due to their minimal uncertainty. For the kicked
top model, the coherent states are the generalized SU(2)
spin coherent states, which are generated by rotating the
Dicke state |j, j〉 as follows [120–122]

|θ, φ〉 = exp[iθ(Jx sinφ− Jy cosφ)]|j, j〉,

=

m=j∑

m=−j

τ j−m

(1 + |τ |2)j

√
(2j)!

(j −m)!(j +m)!
|j,m〉,

(15)

with τ = tan(θ/2)eiφ and θ ∈ [0, π), φ ∈ [−π, π). The
coherent states basis {|θ, φ〉} is overcomplete with the
closure relation

1 =
2j + 1

4π

∫
dθdφ sin θ|θ, φ〉〈θ, φ|. (16)

The expansion of the nth eigenstate |µn〉 of F in the basis
{|θ, φ〉} can be written as

|µn〉 =
2j + 1

4π

∫
dθdφ sin θpn(θ, φ)|θ, φ〉, (17)

where pn(θ, φ) = 〈θ, φ|µn〉 is the overlap between the co-
herent state |θ, φ〉 and the nth eigenstate |µn〉. Then,
valuable information about the structure of the nth
eigenstate in the phase space is provided by the Husimi
function, defined as the square of pn(θ, φ) module,

Qn(θ, φ) = |pn(θ, φ)|2 = 〈θ, φ|ρn|θ, φ〉, (18)

with ρn = |µn〉〈µn| and it satisfies the normalization con-
dition

2j + 1

4π

∫
dθdφ sin θQn(θ, φ) = 1. (19)

The Husimi functions of various eigenstates of F for
several values of k are plotted in Fig. 3 with associated
classical phase portraits, in agreement with the Principle
of Uniform Semiclassical Condensation (PUSC) of the
Wigner functions or Husimi functions - see [83, 123, 124]
and references therein. (Husimi function also is a Gaus-
sian smoothed Wigner function.) We first note that the
Husimi functions show a good correspondence to the clas-
sical phase space orbits. This is due to the fact that the
coherent states represent the closest quantum analog of
the classical phase space points. Meanwhile, the good
agreement between the Husimi function and the classi-
cal phase space structure also confirms that the coherent
state basis is an appropriate basis for investigating the
phase space localization. We further observe the degree
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FIG. 4. (a)-(c): Inverse participation ratio In of the eigen-
states for the kicked top model as a function of eigenphases
µn of the Floquet operator for (a) k = 0.4, (b) k = 2.4, and
(c) k = 6. (d)-(f): Localization measure Ln for the eigen-
states of the kicked top model as a function of eigenphases µn

of the Floquet operator for the same values of k as in panels
(a)-(c). Other parameters: α = 4π/11 and j = 150.

FIG. 5. (a)-(c): Distribution of In for (a) k = 0.4, (b) k = 2.4,
and (c) k = 6. In panel (c), the red dot-dashed line denotes
the beta distribution (23) with (xmin, xmax) = (0.145, 0.872)
and the shape parameters are a = 18.9435 and b = 23.3284.
(d)-(f): Distribution of Ln for the same values of k as in panels
(a)-(c). The green dot-dashed line in panel (f) represents
the beta distribution (23) with (xmin, xmax) = (0.219, 0.8849)
and the shape parameters (a, b) = (33.7363, 21.8592). Other
parameter: α = 4π/11 and j = 150.

of localization of the Husimi function in the phase space
depending on the kicking strength. In particular, even
in deep chaotic regime, there still exist some eigenstates
that are highly localized in the phase space, such as the
one illustrated in Fig. 3(c2).

To measure the degree of localization of the nth eigen-
state of F in the basis {|θ, φ〉}, we consider two differ-
ent localization measures based on the Husimi function.
The first one is the well-known inverse participation ra-
tio, which measures how many basis states the quantum
state occupies [125]. In terms of Husimi function, the in-
verse participation ratio for the nth eigenstate is defined

as

In =

[
Nc

2j + 1

4π

∫
dθdφ sin θQ2

n(θ, φ)

]−1

, (20)

whereNc = (2j+1)/(4π)
∫
dθdφ sin θ = 2j+1 acts as the

normalization constant. The second localization measure
is defined through the Wehrl entropy [126] and for the nth
eigenstate it given by [81, 83, 84]

Ln =
exp(SW )

Nc
, (21)

where

SW = −2j + 1

4π

∫
dθdφ sin θQn(θ, φ) ln[Q(θ, φ)], (22)

is the Wehrl entropy. In the semiclassical limit with j →
∞, both localization measures interpolate between two
extreme ends: the uttermost localized eigenstates with
In = Ln = 0 and the fully delocalized chaotic eigenstates
with In = Ln = 1 [83, 127]. In the former case Qn is
localized on a small region of size ∆S and is constant
there, so that In and Ln go to zero as ∆S tends to zero.
In the latter case Qn is constant and equal to its average
value Q̄n = 1/(2j + 1).
In the following of this section, we will focus on both

the individual and joint statistics of these localization
measures. The purpose of our study is to unveil the im-
pact of chaos on the structure of eigenstates and to iden-
tify the signatures of chaos in the statistical properties
of the phase space localization measures.

A. Statistics of In and Ln

Let us consider the statistics of the localization mea-
sures In and Ln. In Fig. 4, we plot In and Ln as a
function of µn for different values of k. As both In and
Ln measure the degree of (de)localization of an eigenstate
in the phase space, one can expect that they should be-
have in a similar way as a function of eigenphases. This
is confirmed by our numerical results which show over-
all similarities between the behaviors of Ln and In. We
see that the values of In and Ln are low and concen-
trated in a narrow range for small k [see Fig. 4(a) and
4(d)], suggesting that the eigenstates are localized in the
phase space reflecting the regular dynamics in the classi-
cal case. Moreover, there is an obvious concentration in
In and Ln around their corrresponding maximal values.
A careful check shows that these sharp upper limits of
the localization measures can only be seen in the regu-
lar regime and are associated with the eigenstates that
correspond to the classical orbits located in an interval
with π/4 . θ . 3π/4. It should be observed that the
thickness of the Husimi function localized on an invari-
ant torus of length ≈ 2π is of the order of the square
root of the effective Planck constant ~eff ≈ 1/j, which
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FIG. 6. (a) Mean value Ī, (b) Standard deviation νI
2 , (c) Cube root of the third central moment νI

3 , and (d) νI
4 , obtained

from Eq. (24), as a function of k for several system sizes, see the legend in panel (a). Dependence on k of (e) mean value L̄, (f)
standard deviation νL

2 , (g) cube root of the third central moment νL
3 , and (h) νL

4 , calculated by Eq. (24), for the same system
sizes as legend in panel(a). Other parameter: α = 4π/11.

determines the maximum value of In and Ln. This is of
course in contradistinction of the chaotic eigenstates.

As k is increased, the values of localization measures
also increase, but the eigenstates with high and low val-
ues of the localization measures are coexisting in the
spectrum, as illustrated in Figs. 4(b) and 4(e). This
means that the degree of localization has strong fluctu-
ations among the eigenstates. The reason can be at-
tributed to the mixed feature exhibited by the corre-
sponding classical dynamics, in agreement with PUSC.
The eigenstates associated with the regular islands are
highly localized states with low-In/Ln, while the high-
In/Ln values stem from the eigenstates that are located
in the chaotic sea. At large value of k, as plotted in
Figs. 4(c) and 4(f), the values of In and Ln are much
larger. This is due to the fact that system becomes clas-
sically globally chaotic, which leads to the eigenstates
being spread over the whole phase space. However, there
are still some low-In/Ln eigenstates, which are the local-
ized chaotic eigenstates, as observed in Fig. 3(c2). For a
phenomenological analysis of Husimi functions in mixed-
type regime see [83] and references therein.

The visible different scatter plots in Fig. 4 imply that
the localization measures of eigenstates would have dif-
ferent statistical properties in the regular and chaotic
regimes. To verify this statement, we study the distribu-
tion of the localization measures, denoted by P (I) and
P (L), which are, respectively, defined as the probability
to find In and Ln in an infinitesimal interval [I, I + dI]

and [L,L+ dL].
Fig. 5 plots P (I) and P (L) for the same values of k

as in Fig. 4. One can clearly see that the behaviors of
P (I) and P (L) are very similar. In particular, both of
them undergo a drastic change in their property with in-
creasing k. Specifically, in regular regime with small k,
the values of In and Ln distribute over a narrow range
and are sharply concentrated near 0.1 and 0.12, respec-
tively. As a consequence, both P (I) and P (L) have a
small width and exhibits a sharp peak around the upper
limit of In and Ln, as shown in Figs. 5(a) and 5(d) [note
the scale of the y-axis]. Increasing the kicking strength
k tends to increase the width of P (I) and P (L), as well
as shifting the location of the peaks in them to larger
values of In and Ln. The distributions of localization
measures in the chaotic regime are asymmetric or skewed
with a peak close to their largest values, as evident from
Figs. 5(e) and 5(f). The asymmetry shape of P (I) and
P (L) is a consequence of the low-In/Ln localized eigen-
states.

Inspired by our previous works [82–84], in which the
distrbition of Ln for the delocalized eigenstates in sev-
eral chaotic systems has been investigated, here we ex-
plore whether the distributions P (I) and P (L) for the
delocalized eigenstates can be well described by the beta
distribution [128]

Pβ(x) =
(x− xmin)

a−1(xmax − x)b−1

(xmax − xmin)a+b−1B(a, b)
, (23)
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FIG. 7. Dependence on the Hilbert space dimension D of (a) mean value Ī, (b) standard deviation νI
2 , (c) cube root of the

third central moment |νI
3 |, (d) νI

4 [cf. Eq. (24)] (e) mean value L̄, (f) νL
2 , (g) νL

3 and (h) νL
4 [cf. Eq. (24)] for several kicking

strengths k, see legend in panel (a). The red dashed line in each panel corresponds to fitting curve of the power law ∝ D−γ

with γ ≈ 0.5, to the data of k = 1 case. Other parameter: α = 4π/11.

where xmin ≤ x ≤ xmax, a and b are the shape pa-

rameters, and B(a, b) =
∫ 1

0
xa−1(1− x)b−1dx is the beta

function.

The best fitted beta distribution of P (I) is shown
in Fig. 5(c). The minimal and maximal values of x of
our fitted beta distribution are empirically found to be
xmin = 0.145 and xmax = 0.872, respectively. Unlike in
our previous works, here we fit the distribution on the in-
terval [xmin, xmax], but note that the actual range of nu-
merically obtained In is on the interval [0.1016, 0.5975].
The maximal value In,max = 0.5975 agrees with the
findings in other systems. Here, the energy is fixed by
j. On the other hand, the distribution P (L) is well
captured by the beta distribution fitted on the inter-
val [xmin, xmax] = [0.219, 0.8849], as demonstrated in
Fig. 5(f). We also note that the data of Ln are in the
range [0.2479, 0.7206]. Thus, the maximal Ln is found
to be Ln,max = 0.7206, which is roughly consistent with
other systems. The fact that the fit by the beta distribu-
tion is not perfect should be attributed to the structure
of the chaotic sea in the sense of some stickiness regions
which so far have not been detected.

In fact, more generally, it appears phenomenologically
that chaotic quantum eigenstates exhibit the beta distri-
bution for the localization measures, provided they are
classically uniformly chaotic without significant sticki-
ness regions. In doing this we consider the eigenstates
within a small energy interval, small enough to have a
well defined regime and at the same time large enough to

have a reasonable statistics. This has been demonstrated
first in the mixed-type billiard introduced by Robnik [82],
and also in the stadium billiard of Bunimovich, in the
lemon billiards introduced by Heller and Tomsovic (see
Refs. [83, 129] and references therein) and in the Dicke
model [84]. Therefore, we believe that this distribution
of localization measure is universal. However, if the the
chaotic region has significant stickiness regions such as
e.g. in the ergodic lemon billiard [130], we see nonuni-
versal deviations from the beta distribution.
To quantify the above observed features in the distri-

butions of In and Ln, as well as to quantitatively assess
the degree of similarity between them, we consider the
mean and the mth root of the mth central moment of
P (Oq)(q = 1, 2):

Oq =
1

D
∑

n

Oq,n, νOq

m =

[
1

D
∑

n

(Oq,n −Oq)
m

]1/m

,

(24)
whereO1 denotes I, O2 represents L, andD = j+1 is the
Hilbert space dimension. As the zeroth central moment
is equal to 1 and the first central moment is zero, we are,
therefore, mainly interested in m = 2, 3, 4, the standard
deviation, cube root of the skewness, and the fourth root
of kurtosis of the distribution, respectively.
Fig. 6 plots these quantities as a function of k for sev-

eral system sizes j. The onset of chaos can be clearly
identified from the sharp growth behavior displayed by
these quantities. Remarkably, the drastic growing point
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of these quantities with increasing k are in agreement
with that of average Lyapunov exponent λ̄ in figure 1(d)

and average gap ratio 〈r〉 in figure 2(d). As ν
Oq

2,3,4 quan-
tify the fluctuation, the skewness, and the tailedness of
the corresponding distribution, the non-zero values of
them in the chaotic regime imply that the distribution
P (Oq) is asymmetrical, consistent with the result shown
in Figs. 5(c) and 5(f). Moreover, we also note that our
considered quantities are only weakly dependent on the
system size j in the chaotic and regular regime. However,
on the other hand, they are independent of the kicking
strength k in the regular regime.

The dependence of these quantities with varying the
Hilbert space dimension D for different system sizes are
plotted in Fig. 7. Notice that we consider the abso-

lute value of ν
Oq

3 rather than ν
Oq

3 itself in our numer-
ical simulation. One can see that all these quantities
remain almost unchanged with increasing D for the case
with large k, wherease they all decrease with increas-
ing D for the case of k = 1. Moreover, we find that
their decreasing with D follows the same power law of
the form y = CyD−γ with γ ≈ 0.5. This is explained
by the fact that the Husimi function associated with
an invariant torus has roughly length 2π and thickness
≈

√
~eff = 1/

√
j. This suggests that all of them vanish

as D → ∞ and the distributions P (I) and P (L) be-
come the δ-distribution, P (I) = δ(I), P (L) = δ(L), as
expected. It should be observed that according to the
Figs. 6 and 7 in the chaotic regime the average value of
Oq has converged to its semiclassical limit j → ∞, while

νOq
2 , the standard deviation, seems to decay very slowly

with j to its expected semiclassical limit ν
Oq

2 = 0. The
case k = 4 shows no decay with D = j + 1, probably
because it is still a mixture of a large chaotic component
and a small regular component.

B. Joint probability distribution of the localization
measures

We finally discuss the interplay between the onset of
chaos and the properties of the joint probability distri-
bution of the localization measures. The above revealed
statistical properties of the individual localization mea-
sure distributions indicate that the statistics of the local-
ization measures provides useful information about the
structure of the eigenstates and can detect the onset of
chaos. Further insights into the characteristics of the
eigenstates and the signatures of quantum chaos can be
obtained from the joint probability distribution P (I,L),
which is defined as the probability to find I and L in an
infinitesimal box [I, I + dI]× [L,L+ dL].
The joint distribution P (I,L) of the kicked top model

for various values of the kicking strength k are shown in
Figs. 8(a)-8(c). For the regular case with k = 1, the dis-
tribution P (I,L) distributes over the small values of I
and L with a very narrow width in IL-plane [Fig. 8(a)].

As the kicking strength k increases, the joint distribu-
tion extends out to large I and L. Moreover, the width
of the distribution P (I,L) also increases with increas-
ing k, as seen in Figs. 8(b) and 8(c). However, we note
that the largest width of P (I,L) occurs in the mixed
regime, instead of the fully chaotic case. In fact, most of
the eigenstates are delocalized in strong chaotic regime,
both I and L are concentrated around some large values,
resulting in small width of the joint distribution P (I,L).
It has been found already in Ref. [131] that the two
localization measures, after a proper normalization, are
nearly linearly related.
The observed characters of P (I,L) can be quantified

by the following mixed moments,

IL =
1

D
∑

n

InLn, ν2,2 =

[
1

D
∑

n

(In − Ī)(Ln − L̄)

]1/2

,

(25)
where D = j + 1 is the Hilbert space dimension, Ī and
L̄ are the mean values of In and Ln in Eqs. (24). The
evolution of these quantities as a function of k is depicted
in Figs. 8(d) and 8(e). Clearly, we see that the transition
to chaos also leaves an imprint in the joint distibution
of the localization measures and the onset of chaos with
increasing kicking strength can be unveiled unambigu-
ously by the upturn of these quantities as k increases.
Furthermore, we also find that the values of these quan-
tities are almost independent of the system size for the
chaotic case, while in the regular regime they decrease
with increasing system size and are decaying as ∼ D−ζ

with ζ ≈ 1, as demonstrated in the insets of Figs. 8(d)
and 8(e). Again, this is due to the expected proportion-
ality of these quantities to the effective Planck constant
~eff ≈ 1/j. Hence, in the regular regime, the joint dis-
tribution approaches the Dirac δ-distribution as j → ∞,
in agreement with the asymptotic behaviors of P (I) and
P (L). Here, again we may emphasize that the average
value IL in the chaotic regime has converged to its semi-
classical value as j → ∞, while the standard deviation
ν2,2 decays very slowly with j.

IV. CONCLUSION

In this work, the phase space localization properties
of the eigenstates have been scrutinized in the kicked
top model that undergoes a transition to chaos with in-
creasing the kicking strength. The information about the
phase space localization of the eigenstates is encoded in
the associated Husimi functions, which exhibit distinct
localization features depending on whether the system is
regular or chaotic. Hence, the emergence of chaos bears
a significant change in the eigenstates and the crossover
from integrability/regularity to quantum chaos can be
probed by the localization characters of eigenstates in
phase space. Remarkably, we have again found that
there still exist some localized eigenstates even in the
deep chaotic regime, which is a manifestation of quantum
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FIG. 8. Joint probability distribution P (I,L) of the kicked top model for k = 0.4 (a), k = 2.4 (b), and k = 6 (c) with j = 150.
(d) Dependence of IL [cf. Eq. (25)] on the kicking strength k for different system sizes j. Inset: Scaling of IL with Hilbert
space dimension D for k = 1 (blue squares) and k = 7 (pink circles). The green dashed line in the inset marks the scaling
IL ∼ D−1. (e) Evolution of ν2,2 [cf. Eq. (25)] versus the kicking strength k for several system sizes j. The inset plots ν2,2
as a function of D for k = 1 (blue squares) and k = 7 (pink circles). In the inset, the green dashed line denotes the decay
ν2,2 ∼ D−ζ with ζ = 1. Other parameter: α = 4π/11.

dynamical localization, and the localization measures ex-
hibit the beta distribution.
The notably different localization behavior of the

Husimi function in regular and chaotic regime has led
to a characterization of the phase space localization phe-
nomenon of eigenstates in terms of two different localiza-
tion measures, i. e. the inverse participation ratio and
the Wehrl entropy, that are based on the Husimi func-
tion. The investigation of the statistics of the localiza-
tion measures reveals that their distributions are sharply
peaked around some small values in the regular regime,
indicating that the eigenstates are highly localized states
in the phase space, spanned by the invariant tori in the
classical phase space. As the system tends from integra-
bility/regularity towards chaos, the width of their distri-
butions is increased and the peak of the distributions is
moved to the large values of the localization measures.
The scenario is in line with the predictions of the Prin-
ciple of Uniform Semiclassical Condensation (PUSC) of
the Husimi (or Wigner) functions, in the semiclassical
limit. However, we have found that the distribution of
the localization measures also displays fluctuations in the
deep chaotic regime. In fact, the distribution of the lo-
calization measure approaches the beta distribution, in
agreement with previous works [83], and in the ultimate
semiclassical limit is expected to tend to the Dirac delta
distribution. In this ultimate limit (not yet seen in this
study) most of eigenstates of the fully chaotic system are

then expected to be uniformly delocalized in the phase
space. Thus, the features shown by the distributions of
the localization measures certainly confirm their useful-
ness to detect the onset of chaos.
To capture the quantitative features of the distribu-

tions of the localization measures, we also consider the
central moments of the distributions. We have demon-
strated that the central moments are sensitive to the pres-
ence of chaos, which results in a drastic change in the
behaviors of the central moments. We therefore verified
that the statistical properties of the localization measures
are the useful witnesses of chaos. In particular, as we
showed, the transition to chaos provided by the central
moments is in good agreement with the classical case.
Further analysis on the scaling of the central moments
reveals that the distribution of the localization measures
in the regular regime is approaching the Dirac delta dis-
tribution in the classical limit, as expected, while in the
fully chaotic regime in the same limit it approaches the
delta distribution peaked at the maximal value of the lo-
calization measure. This approach seems to be extremely
slow.
The results presented in this work provide more in-

sights into the relationship between the phase space
structure of eigenstates and the onset of chaos in quan-
tum systems. Unveiling how the statistics of the lo-
calization measures of eigenstates is affected by under-
lying chaos would help us get deep understanding on
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the signatures of quantum chaos and opens up a new
way to distinguish between regular and chaotic dynam-
ics in quantum systems. An interesting extension of
this work is to explore how our results change in the
many body quantum chaotic systems, such as the coupled
top model [18], Dicke model [84–86], and Bose-Hubbard
model [21, 22, 132]. Another open question that de-
serves examination is to study the correlation between
the phase space localization measures and the entangle-
ment entropy in quantum chaotic systems.
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APPENDIX: A SHORT DERIVATION OF THE
FORMULAE (7)

The discrete mapping of the the Heisenberg operators
J = (Jx, Jy, Jz) is a composition of two mappings: the

first one is a free precessional rotation (between two tor-
sional kicks) by the angle α around the z-axis, namely
J̄ℓ = exp(iαJz) Jℓ exp(−iαJz) with ℓ = x, y, z. Using
the Campbell identity Eq. (6) and the commutation re-
lations for J = (Jx, Jy, Jz) we find immediately

J̄z = Jz, (J̄x + iJ̄y) = (Jx + iJy) exp(iα). (26)

The other mapping is due to a torsional kick, which
appears periodically with period 1, generated by J̄ℓ =
exp(iωJ2

x) Jℓ exp(−iωJ2
x), where ω = k/(2j). When

applying again the Campbell identity, we first note that,
using the commutation relations for J = (Jx, Jy, Jz) , the
following commutator is found to be [J2

x , (Jy+iJz)(2Jx+

1)n] = (Jy + iJz)(2Jx + 1)(n+1), for all nonnegative
n = 0, 1, 2, . . . , and therefore

J̄x = Jx, (J̄y+iJ̄z) = (Jy+iJz) exp(iω(2Jx+1)). (27)

Compositum of the two mappings results in the transfor-
mation in Eq. (7).
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