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The nonlinear dynamics induced by the modulation instability (MI) of a binary mixture in an
atomic Bose-Einstein condensate (BEC) is theoretically investigated under the joint effects of higher-
order residual nonlinearities and helicoidal spin-orbit (SO) coupling in a regime of unbalanced chem-
ical potential. The analysis relies on a system of modified coupled Gross-Pitaevskii equations on
which the linear stability analysis of plane wave solutions is performed, from which an expression of
the MI gain is obtained. A parametric analysis of regions of instability is carried out, where effects
originating from the higher-order interactions and the helicoidal spin-orbit coupling are confronted
under different combinations of the signs of the intra- and intercomponent interaction strengths.
Direct numerical calculations on the generic model support our analytical predictions and show
that the higher-order interspecies interaction and the SO coupling can balance each other suitably
for stability to take place. Mainly, it is found that the residual nonlinearity preserves and reinforces
the stability of miscible pairs of condensates with SO coupling. Additionally, when a miscible bi-
nary mixture of condensates with SO coupling is modulationally unstable, the presence of residual
nonlinearity may help soften such instability. Our results finally suggest that MI-induced formation
of stable solitons in mixtures of BECs with two-body attraction may be preserved by the residual
nonlinearity even though the latter enhances the instability.

I. INTRODUCTION

The experimental realization of atomic gas Bose-
Einstein condensates has provided new opportunities for
the study of quantum phenomena on a mesoscopic scale.
Quantitative measurements of collective excitations [1–
6], sound propagation [7] and interaction between dis-
tinct condensates [8, 9] have been made. It is now well ac-
cepted that, for sufficiently low temperatures, the nonlin-
ear properties of atomic matter waves are well described
by the time-dependent Gross-Pitaevskii (GP) nonlinear
equation, which takes trapping potentials, spatial distri-
butions of macroscopic wave functions for the mean-field
condensates and interatomic interactions into account,
[10, 11]. In addition, the GP equation includes a two-
body nonlinear term through a contact interaction that
is parameterized by the s−wave scattering length, which
determines the nonlinearity strength in the mean-field
description of the condensate and can be manipulated
by the magnetically [12], optically [13], or confinement-
induced [14] Feshbach resonance. In this respect, several
remarkable results on nonlinear excitations have been re-
ported theoretically as well as experimentally. They in-
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clude the four-wave mixing in BEC [15], vortices [16–
18] and dark solitons in BEC [19, 20], bright solitons
[21], multi- soliton complexes [22] compactons[23], and
nonlinear periodic waves [24], gray solitons[25], gap mat-
ter solitons [26], Faraday waves [27], Bloch oscillations
of BECs and Landau-Zener tunneling [28], superfluid to
Mott-insulator phase transition [29], and compression of
a condensate [30], temporal [31], spatial [32, 33] and spa-
tiotemporal chaos [34, 35], the process of BEC collapse
[36] and open BECs [37, 38], have been reported theoret-
ically as well as experimentally.

Modulational instability (MI), in which small pertur-
bations to a carrier wave, reinforced by nonlinearity, ex-
perience rapid growth [39], is an indispensable mecha-
nism for understanding pattern formation in a uniform
medium. The MI in two-component BECs was first dis-
cussed by Goldstein and Meystre [40]. Following these
studies, the MI in two-component BECs system has been
studied extensively [41–43]. Indeed, MI-induced regular
density modulations, formed throughout the BEC, lead
to the emergence of a large number of beating dark-dark
solitons [44], static dark-dark solitons [45], dark-bright
solitons [46].

Recently, the further development of trapping tech-
niques has allowed the creation of multi-component con-
densates, which are formed by trapping different atomic
species or the same atoms with different hyperfine spin
states [8, 47]. In multi-component systems, additional
types of interaction, such as interspecies interactions,
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can occur between different components of the conden-
sates leading to new features not observable in a sin-
gle condensate. Among these features, we have complex
phase diagrams [48–51], metastable states [52], vortex
transfer dynamics [16, 50], symmetry breaking instabil-
ities [53, 54]. In addition, the interaction between half-
quantum vortices [55], reconnection of 1/3 vortices [56],
the dynamics of spin-vortex dipoles [57], the collision,
scattering dynamics of skyrmions and generation of mul-
tiple skyrmions [58], have been predicted. The collision
of half-quantum vortices in a spin-1 BEC was also ob-
served [59]. Countersuperflow instability has been stud-
ied theoretically [61, 63], and experimentally [62] in mix-
ture BECs of cold atoms by accelerating the two compo-
nents in opposite directions, utilizing the Zeeman shift
under a magnetic-field gradient.
SO-coupled BECs have been studied extensively in dif-

ferent contexts, including phase separation, stripe phases
[64], spotlighting the phase transition [65], vortices with
or without rotations [66, 67]. In addition, the MI in two-
component BECs with SO-coupling in 1D [68–70] and 2D
[71] was recently explored. Indeed, the effects of the MI
on the ferromagnetic ground state of the trapped spinor
BEC modeled by three coupled field equations have been
studied analytically and demonstrated numerically [72].
The spontaneous multidomain formation induced by the
dynamical instability in a spin-1 condensate with ferro-
magnetic interactions has been investigated through ex-
tensive numerical simulations [73]. A complete under-
standing of domain formation in a spin-1 atomic conden-
sate has been provided [74]. It has been observed that
the MI phenomenon can lead the sound waves propa-
gating on continuous-wave solutions of repulsive spinor
BECs to the exponential growth of noise and that this
can eventually destroy the initial underlying continuous-
wave and create a spin texture [75]. Conditions of MI in
1D effective one-component quantum droplets and Bose-
Bose mixtures, coupled through SO and Rabi couplings
have been established [76].
The objective of the present work is to study the mech-

anism of MI of the two-component helicoidal SO-coupled
BECs equally distributed between the two pseudospin
states, in a steady-state propagation regime, taking into
account the residual nonlinearity describing the shape-
dependent confinement correction of the two-body colli-

sion potential. It has been shown that higher-order in-
teractions induced by shape-dependent confinement can
either suppress or enhance the MI, which is interesting
for control of one-component BEC instabilities [77]. In
the two-component BECs, the space-time evolution of
the density shows that the residual nonlinearity may play
important role in producing the MI conditions in miscible
condensates and altering the MI conditions in immiscible
condensates at appropriate physical settings [78].

The rest of the paper is organized as follows. In Sec. II,
we formulate the problem for two-component BECs using
a system of 1D coupled GP equations that account for
the helicoidal SO-coupling with residual nonlinearity. In
Sec. III, we undertake the linear stability of plane wave
solutions of the proposed model equations. The insta-
bility zones, as well as the analytical expressions of the
gain of MI, are obtained. Then, in Sec. IV, the results of
linear stability analysis are validated by the direct numer-
ical simulations of the governing equation using the split-
step Fourier transform method. The emergence of matter
waves in binary BECs is comprehensively discussed. The
joint effect of helicoidal SO-coupling, higher-order resid-
ual interaction strengths, under different combinations
of intra and intercomponent of interaction strengths, is
also regarded. Section V concludes the paper and gives
possible future directions.

II. THEORETICAL MODEL AND LINEAR

STABILITY ANALYSIS

A. Theoretical model

In the present paper, interested in the interplay be-
tween shape-dependent confinement and spin-orbit cou-
pling in the generation of nonlinear excitations, we adopt
as a governing model a vector Gross-Pitaevskii equation
with residual nonlinearities and spin-momentum cou-
pling terms. In such a context of mean-field approxi-
mation, the macroscopic wave functions of macroscopic
quantum states of the two-component condensate with
spin-up and spin-down internal states and with helicoidal
SO coupling, the vector Gross-Pitaevskii equation with
spin-orbit coupling reads [79]

i
∂Ψ

∂t
= −1

2
Ψxx + i(βσz − ασx)Ψx +

∆

2
σzΨ+

(
Ψ†G1Ψ 0

0 Ψ†G2Ψ

)
Ψ+

(
(Ψ†P1Ψ)xx 0

0 (Ψ†P2Ψ)xx

)
Ψ, (1)

where Ψ = (ψ1, ψ2)
T , Gi =

(
gi 0
0 gi,3−i

)
, and Pi =

(
pi 0
0 pi,3−i

)
, with i = 1, 2. The σx,z are Pauli matri-

ces. This model originates from a modified GP equa-
tion that contains higher-order (HO) terms and a mul-
tichannel model of Feshbach resonances [80]. Based on
that modified GP equation, a set of coupled GP equa-
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tions was derived to describe a binary mixture of 1D
BEC condensates in presence of HO residual nonlinear-
ities [78]. Recently, in the context of MI, it was shown
that matter waves arise even in the miscible binary BECs
due to the helicoidal SO interaction [69, 70]. In a situa-
tion where the scattering dynamics is involved, the HO
correction should be considered. Such terms in the GP
equation account for Rydberg molecules embedded in the
condensate [85] and for narrow Feshbach resonances and
tighter traps [80], known to enhance the condensate sta-
bility [80]. In a more explicit form, the ruling equations
for the dynamics of macroscopic wave functions of the
two-component condensate are the following coupled 1D
cubic GP equations

i
∂ψ1

∂t
=− 1

2

∂2ψ1

∂x2
+ iβ

∂ψ1

∂x
− iα

∂ψ2

∂x
+

∆

2
ψ1

+ (g1|ψ1|2 + g12|ψ2|2)ψ1

+

(
p1
∂2|ψ1|2
∂x2

+ p12
∂2|ψ2|2
∂x2

)
ψ1,

(2)

i
∂ψ2

∂t
=− 1

2

∂2ψ2

∂x2
− iβ

∂ψ2

∂x
− iα

∂ψ1

∂x
− ∆

2
ψ2

+ (g2|ψ2|2 + g21|ψ1|2)ψ2

+

(
p2
∂2|ψ2|2
∂x2

+ p21
∂2|ψ1|2
∂x2

)
ψ2,

(3)

where ψ1 and ψ2 are the two-component BECs pseudo-
spin states, respectively, β is the helicoidal gauge poten-
tial, α represents the SO coupling, ∆ is the strength of
the Zeeman splitting. Next, g1 = 2a11/a⊥ and g2 =
2a22/a⊥ are the strenghts of the two-body intraspecies
interactions, while g12 = 2a12/a⊥ and g21 = 2a21/a⊥
denote the strength of the two-body interactions. The
p1, p2, p12, and p21 are the intra- and interspecies higher-
order interaction (HOI) strengths, respectively. In the
present work, we assume that the inter-species interac-
tion parameters are the same g12 = g21. Here, a⊥ =√
~/(mw⊥), is the transverse characteristic length, w⊥ is

the transverse trap frequency, m is the atomic mass, and
~ is the Planck constant. The a11, a22 and a12 are three
s-wave scattering lengths, which can be, in principle, in-
dependently adjusted in experiments using optical and
magnetic Feshbach resonance techniques [12, 81, 82]. In
practice, however, one scattering length is generally fixed
while the two others are tuned simultaneously[83, 84]. Fi-
nally, the spatial variable x, time t, density (|ψ1|2+|ψ2|2),
and energy are expressed in normalised units a⊥, ω

−1
⊥ ,

a−1
⊥ and ~ω⊥, respectively. The wave functions are nor-

malized by the respective atom numbersNj =
∫
(|ψj |2dx)

with j = 1, 2.

B. Linear stability analysis and eigenfrequencies of

unstable modes

In order to study the MI of Eqs. (2) and (3), we use the
standard linear stability analysis. For this, we consider

the propagation of the cw or quasi- cw state in the form
of miscible binary condensate with uniform densities n10,
n20 and the common chemical potential µ of both com-
ponents. The steady-state solutions of a system of two
coupled 1D cubic GP equations with helicoidal coupling
and higher-order residual nonlinearity, corresponding to
the cw state, can be written as:

ψj = e−iµj t√nj0, j = 1, 2. (4)

The densities, Zeeman splitting, SO coupling, higher-
order residual nonlinearity, intraspecies and inter-species
interactions, and chemical potential are determined by
algebraic equations:

µj = (−1)j−1∆/2 + gjnj0 + g12n3−j,0. (5)

In order to investigate the MI of BEC with helicoidal
SO coupling and higher-order residual nonlinearity, we
introduce the perturbed field of the form:

ψj = e−iµj t(
√
nj0 + δψj), j = 1, 2 (6)

where the complex fields δψj ≡ δψj(x, t) represent small
perturbations such that |δψj | ≪ √

nj0. Substituting
equation (6) into (2) and (3), and linearizing around the
unperturbed solutions lead to the following equations for
the perturbed fields:

i
∂

∂t
(δψ1) =− 1

2

∂2

∂x2
(δψ1) + iβ

∂

∂x
(δψ1)− iα̃

∂

∂x
(δψ2)

+ n10

[
g1 + p1

∂2

∂x2

]
(δψ∗

1 + δψ1)

+
√
n10n20

[
g12 + p12

∂2

∂x2

]
(δψ∗

2 + δψ2)

(7)

i
∂

∂t
(δψ2) =− 1

2

∂2

∂x2
(δψ2)− iβ

∂

∂x
(δψ2)− iα̃∗ ∂

∂x
(δψ1)

+ n20

[
g2 + p2

∂2

∂x2

]
(δψ∗

2 + δψ2)

+
√
n20n10

[
g12 + p12

∂2

∂x2

]
(δψ∗

1 + δψ1)

(8)

where δψ∗
j are the complex conjugates of the perturbed

fields δψj , and α̃ ≡ α̃(t) = αeiκt. The frequency term is
given by

κ = µ1 − µ2 = n10(g1 − g12)− n20(g2 − g12) + ∆, (9)

and then represents an imbalance between the chemical
potentials of the two condensates. Now, we assume the
following ansatz for the perturbed fields:

δψj = ζj cos
(
kx−

∫ t

0

Ω(s)ds
)
+iηj sin

(
kx−

∫ t

0

Ω(s)ds
)
,

(10)
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where k is a real wave number, Ω is a complex eigen-
frequency, ζj and ηj are amplitudes. A set of linearly
coupled equations for perturbation amplitudes ζj and ηj
are derived by substituting Eq. (10) in Eq. (7) and (8):

M× (ζ1, ζ2, η1, η2)
T = 0, (11)

where M is a 4 x 4 matrix. There exists a nontrivial
solution under condition that det(M) = 0, and in such a
case we can obtain the dispersion relation of the system
for Ω. The matrix M is expressed as

M =




Ω+ ω11 ω12 ω13 ω14

ω21 Ω + ω22 ω23 ω24

ω31 ω32 Ω− ω33 ω34

ω41 ω42 ω43 Ω− ω44


 , (12)

with the entries given by

ω11 = ω22 = ω33 = ω44 = βk,

ω12 = −k2/2, ω13 = −α̃k, ω14 = 0,

ω21 = −2n10(g1 − k2p1)− k2/2,

ω23 = 2
√
n10n20

(
k2p12 − g12

)
,

ω24 = ω31 = ω13, ω32 = 0,

ω34 = ω12, ω41 = 2
√
n10n20

(
k2p21 − g21

)
,

ω42 = ω13, ω43 = −2n20(g2 − k2p2)− k2/2.

(13)

From the structure of the matrix, it is natural to set
γj = gj − pjk

2 (j = 1, 2) and γ12 = g12 − p12k
2 as the ef-

fective strengths of intra- and inter-component two-body
interactions, respectively. A nontrivial solution of a sys-
tem of four equations, requires that det(M) = 0. After
some straightforward calculations, we obtain the follow-
ing nonlinear dispersion relation:

Ω4 + C2 Ω
2 + C1 Ω+ C0 = 0, (14)

where the coefficients Cn (n = 0, 1, 2) are given by

C2 =− k2
[
2
(
α2 + β2

)
+ γ2n20 + γ1n10 + k2/2

]
,

C1 =− 2k3
[
β (γ2n20 − γ1n10) + 2α̃r

√
γ12γ21n10n20

]
,

C0 =
k4

16

( [
k2 − 4(α2 + β2 − γ1n10)

]

×
[
k2 − 4(α2 + β2 − γ2n20)

]
− 16γ12γ21n10n20

)
,

(15)

with α̃r ≡ α cos(κt). Then the corresponding SO cou-
pling coefficient turns out to be varying periodically in
time. The four solutions obtained from Eq. (14) are

Ω1,2 =− Ω0 ±
1

2

√
−2(C2 + 2Ω2

0) +
C0

Ω0
,

Ω3,4 =Ω0 ±
1

2

√
−2(C2 + 2Ω2

0)−
C0

Ω0
,

(16)

where Ω0 = 1
2

√
Λ− 2

3C2, with Λ = 1
3

(
Λ0 +

∆1

Λ0

)
,

Λ0 =

(
∆2+

√
∆2

2
−4∆3

1

2

)1/3

, and ∆1 = C2
2 + 12C0, ∆2 =

2C3
2 + 27C2

1 − 72C2C0. These time-dependent frequen-
cies are very important in analyzing the MI onset be-
cause they provide the instability criteria of the system.
In problems with time-dependent Hamiltonians, quasi-
energies may become time-dependent, especially in un-
stable regimes. Such time-dependent quasi-energies can
be measured accurately in atoms using transient absorp-
tion spectroscopy as it has been demonstrated recently
[86].

C. Eigenfrequencies of unstable modes in the limit

of large chemical potential imbalance

In the above section II B, the system of equations (7)
and (8) actually represents a Floquet problem which has
the form

i
∂δψ

∂t
= H(t) δψ, (17)

where δψ = (δψ1, δψ2)
T , and

H = −1

2

∂2

∂x2
+ i(βσz − ασ)

∂

∂x
+ (g + q

∂2

∂x2
)c. (18)

In that equation, the linear operator c is defined such
that c[δψ] = δψ+ δψ∗. We have σ ≡ σ(t) = σx cos(κt)−
σy sin(κt), and the matrices

g =

(
n10g1

√
n10n20g12√

n10n20g12 n20g2

)
,

q =

(
n10p1

√
n10n20p12√

n10n20p12 n20p2

)
.

(19)

The coefficients σx, σy, σz are Pauli matrices. Since H(t)
is a time-dependent function such that H(t+T ) = H(t),
with period T = 2π/κ, the energy of the system is no
longer conserved and thus becomes undefined. It is re-
placed by a quasienergy which is unique up to multiples
of ~κ, where κ plays the role of the driving frequency. In
the limit of large driving frequencies, quasienergies are
obtained through the averaged energy in Floquet states.
The useful analytical tool for deriving the Floquet Hamil-
tonian is the Magnus expansion, which in this case of
periodically driven systems is referred to as the Magnus-
Floquet expansion [87, 88]. In general, that expansion
is used for finding the Floquet Hamiltonian when there
is a time-varying external potential in the usual physical
space, see for instance Refs. [90–94]. In our setting (7)-
(8), however, the periodic driving happens to apply on a
momentum term, yielding a kinematic momentum, which
makes it very hard to be treated in position space, and
switching to the rotating frame [79] or using more sophis-
ticated gauge transformations may not solve the problem.



5

In order to circumvent that difficulty, it is appropriate to
solve the system in momentum space. Taking the Fourier
transform of Eq. (17) over the spatial domain x, we get

i
∂δ̂ψ

∂t
= H(t)δ̂ψ, (20)

where δ̂ψ ≡ δ̂ψ(k, t) = (δψ̂1, δψ̂2)
T is the Fourier trans-

form of the perturbation δψ(x, t) over the spatial domain
x, and denoting the spatial frequency as k, we get

H(t) =
1

2
k2 − (βσz − ασ(t))k + (g− qk2)c.

The dynamics induced by the varying Hamiltonian
part in the system can be given, to the first order, by
the leading contribution from to the Floquet-Magnus ex-
pansion. It is ruled by the unitary tranformation[88]

U = exp

[
−iαk

κ
(σx sin(κt) + σy cos(κt)− σy)

]
.

The operator U can help understanding the effect of pe-
riodic drives on dynamical instabilities. The transformed

Hamiltonian, given by H̃ = U †
(
H(t)− i ∂

∂t

)
U, is found

to be

H̃ =
k2

2
− β

(
ζ1 σyk

2 − ζ2 σxk
2 + σzk

)

1 + 16α2k2

κ2 sin2(κt/2)
+ (g− q k2)c,

(21)

where ζ1(t) = 2α
κ sin(κt) and ζ2(t) = 2α

κ (cos(κt)− 1) .
Therefore the effective Hamiltonian, obtained by averag-

ing H̃ over a period, reads

H̃eff =
k2

2
+ v1σx − v2σz + (g − q k2)c, (22)

where v1 =
κβ(1−

√
1+( 4α

κ
)2k2)

4α
√

1+( 4α
κ

)2k2
and v2 = βk√

1+( 4α
κ

)2k2
. In

the limit when α/κ→ 0, we get v1 → 0 and v2 → βk. Let
us decompose the perturbation δψ into real and imagi-

nary parts, i.e., δψ = ϕr + iϕi. Then if we set δ̂ψ =
ϕ̂r + iϕ̂i, with ϕ̂r = (ϕ̂1r, ϕ̂2r)

T and ϕ̂i = (ϕ̂1i, ϕ̂2i)
T ,

the dynamics of the system in the large imbalance limit
is well described by the effective Schrödinger equation

i∂tδ̂ψ = H̃effδ̂ψ, or equivalently by a matrix equation of
the form

∂ϕ̂

∂t
= M ϕ̂, (23)

where vector ϕ̂ = (ϕ̂1r , ϕ̂1i, ϕ̂2r, ϕ̂2i)
T and matrix M

reads

M =




0 1
2k

2 − v2 0 v1
v2 + ω21 0 −v1 + ω23 0

0 v1 0 1
2k

2 + v2
−v1 + ω41 0 −v2 + ω43 0


 .

(24)

The parameters ωij are the same as in the previous sec-
tion. The four eigenvalues of the matrix M are given
by

λ2± =
1

2
(C ±

√
C2 − 4D), (25)

where the coefficients are given by C = 1
2 (ω43+ω21)k

2+

v2(ω43 − ω21) − 2(v21 + v22 − v1ω23) and D = (v21 + v22 −
1
4k

4)((v1 − ω23)
2 + v22 − v2(ω43 − ω21)− ω43ω21).

III. ANALYSIS OF THE INSTABILITY ONSET:

INSTABILITY GAINS AND DOMAINS

From the above perturbation frequencies, we can get
considerable insight into the dynamical behavior of the
system, notably the stable and unstable domains as well
as the corresponding instability gains.

A. Instability growth rate

The set of solutions (16) implies that Ω may be posi-
tive, negative, or even complex, depending on the system
parameters. However, real, negative, or positive, values
of Ω predict the stability of the cw. General complex
solutions of Eq. (14) are such that Ω = Ωr + iΩi, so

that e−i
∫
Ωdt = e−i

∫
Ωrdt × e

∫
Ωidt. This means that the

occurrence of instability fully depends on the imaginary
part of the perturbation frequency.
In the particular case when the two BEC components

have a common chemical potential, the parameters ∆,
n0j , gj , and g12 satisfy the following relation:

∆− [n20(g2 − g12)− n10(g1 − g12)] = 0, (26)

and we obviously have κ = 0, because µ1 = µ2. Then
α̃∗ = α̃ = α and Ω is time-independent. For two BEC
components with equal densities n01 = n02 = n0, for
instance, the above condition merely reduces to taking
∆ = n0(g2 − g1)/2. In such a case, necessary informa-
tion about the instability of the system can be extracted
through the maximum MI growth rate given by

ξ(Ω) = {|Im(Ω)|}max (27)

where the maximum is obviously taken over all pertur-
bation frequencies Ωj(j = 1, · · · , 4). In practice, it is
not obvious, however, to fulfill the condition (26) exactly
because of inevitable errors and deviations.
In the general case where the physical system’s param-

eters ∆, n0j , gj, and g12 are chosen freely, it is completely
unrealistic to neglect the imbalance κ between the com-
ponents of the binary mixture. To better quantify the
MI growth rate, we introduce the so-called integrated
gain defined as a functional of the time-dependent per-
turbation frequency Ω and given by

G[Ω] = {|Im(ω)|}max, (28)
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FIG. 1: The panels show the variation of the MI growth rate
versus the intraspecies higher-order interaction under the ef-
fect of the helicoidal SO coupling for g1 = 4, g2 = 1 and
g12 = 0.5. In panel (a), the helicoidal gauge potential is
switched off and G evolves with α changing. In panel (b),
β 6= 0 and α changes the same way as in panel (a).

where the complex frequency

ω(τ) =
1

τ

∫ τ

0

Ω(t)dt, (29)

The bound τ ∈ ]0, tmax] is any realistic time scale over
which MI is expected to develop in the system, with
tmax being the run time of the experiment. In the
case when the chemical potential imbalance κ = 0 or
in the limit τ → 0, we readily get the standard case:
G = ξ ≡ {|Im(Ω)|}max. There is a possibility for the
integrated gain (28) to be directly measured in any cold-
atom experiment; see Ref. [89]. The process would be the
following: Let the BEC evolve in an external potential
(magnetic trap and optical lattice) for a variable time
t > t0. Then switch off the potential, let the free BEC
expand, and image the atomic cloud to get the number
of atoms N(t). When the physical system has no time-
dependent parameter, the result ln[N(t)/N(t0)] can be
linearly fitted to γ t, which means we have a purely expo-
nential growth. Then the growth rate is simply extracted
as the loss rate γ. When the physical system is subject
to dynamical effects, like time-management of parame-
ters, we expect the result ln[N(t)/N(t0)] to be fitted to a
curve Γ(t), where Γ(t) is not necessarily a linear function
of t. In that case the growth rate can be extracted as the
time average of all loss rates measured through linear fits
at different times.

In the limit of large chemical potential imbalance, the
system becomes unstable when at least one of the eigen-
frequencies (25) acquires a positive real part. It is there-
fore sufficient to have λ2± positive for the condensates to
undergo modulational instability. The MI gain in this
case is expressed in terms of |Re(λ±)|. From where we
define the total growth rate to be

ξ(λ) = {|Re(λ±)|}max. (30)

Remark that this growth rate is obtained from the real
parts of the eigenvalues.

FIG. 2: The panels show the contour plot of the MI growth
rate distribution in the (α, β)−plane. Panels (aj)j=1,2,3 are
recorded for g0 = 0, g0 = 0.24, and g0 = 0.90, respectively,
with g1 = 4, g2 = 1 and g12 = 0. Panels (bj)j=1,2,3 correspond
to g0 = 0, g0 = 0.24, and g0 = 0.90, respectively, with g1 = 4,
g2 = 4 and g12 = 2 and k = 1 for all the panels. The four
modes indicated by A1, A2, B1 and B2 in panel (a1) will be
of interest in the numerical analysis.

FIG. 3: The panels show the contour plot of the MI growth
rate distribution in the (α, β)−plane. Panels (aj)j=1,2,3 are
plotted for g0 = 0.90, g1 = 4, g2 = 1 and g12 = 0.5. Panels
(bj)j=1,2,3 are obtained for g0 = 0.02, g1 = g2 = 4 and g12 =
0.5, and Panels (cj)j=1,2,3 are represented for g0 = 0.90, g1 =
1, g2 = 4 and g12 = 0.5. From top to bottom, rows correspond
respectively to the perturbation wavenumbers k = 1, k = 3
and k = 5.

B. Gain profiles and instability domains

The linear stability analysis is crucial to the study of
the emergence of matter waves in the sense that it gives
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FIG. 4: The panels show the contour plot of the MI growth
rate distribution in the (α, β)−plane. Panels (aj)j=1,2,3 show
the results for g1 = 4, g2 = 1, g12 = 2 and g0 = 0.90. Panels
(bj)j=1,2,3 correspond to g1 = g2 = g12 = 2 and g0 = 0.90.
Panels (cj)j=1,2,3 are recorded for g1 = 1, g2 = 4, g12 = 2 and
g0 = 0.02. Rows from top to bottom respectively correspond
to the perturbation wavenumbers k = 1, k = 3 and k = 5.

FIG. 5: Distribution of the MI growth rate versus the per-
turbation wavenumber k and the gauge amplitude α for:
(aj)j=1,2,3 g0 = 0.90, g1 = g2 = 1 and g12 = 2; (bj)j=1,2,3

g0 = 0.02, g1 = g2 = −1 and g12 = −2. Columns from left to
right correspond respectvely to β = 0, β = 1 and β = 2.

some onset of MI. The detected regions of parameters will
allow proceeding with numerical simulations with accu-
racy. In general, predictions of MI rely on its growth rate
which can be obtained numerically or analytically. As
said earlier, depending on the chemical potentials of the
two components, when κ→ 0, the chemical imbalance is
weak, i.e., µ1 ≈ µ2. The MI growth rate can be directly
plotted from the formula G = {|Im(Ω)|}max, obtained

FIG. 6: Distribution of the MI growth rate versus the pertur-
bation wavenumber k and the frequency mismatch κ for β = 2
and α taking the respective values 0.1, 0.9 and 2 for columns
from left to right. The helicoidal gauge potential takes the
value β = 2, with: (aj)j=1,2,3 g0 = 0.90, g1 = g2 = 1 and
g12 = 2; (bj)j=1,2,3 g0 = 0.02, g1 = g2 = −1 and g12 = −2.

FIG. 7: Distribution of the MI growth rate versus the pertur-
bation wavenumber k and the helicoidal gauge potential β for
α = 1, with the frequency mismatch κ taking the respective
values 1, 3 and 8 for columns from left to right. The heli-
coidal gauge potential takes the value β = 2, with: (aj)j=1,2,3

g0 = 0.90, g1 = g2 = 1 and g12 = 2; (bj)j=1,2,3 g0 = 0.02,
g1 = g2 = −1 and g12 = −2.

from Eq.(16). On the other side, for κ 6= 0, the imbal-
ance between the chemical potentials of the two compo-
nents imposes the use of the formula (30). Nevertheless,
the growth rate of MI, in general, contains nonlinear and
dispersive terms whose suitable balance is confronted by
the effect of the helicoidal SO coupling, materialized by
α and β. In the process, additional nonlinear effects are
brought by the HO interaction terms that are new in the
studied model. In the rest of this section, the growth rate
spectrum is addressed for each of the cases separately.

1. Case of weak chemical potential imbalance

Therefore, it is primordial to estimate their values that
are likely to support the emergence of nonlinear patterns
in the growth rate spectrum. This is illustrated in Fig. 1,
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FIG. 8: Distribution of the MI growth rate in the
(α, β)−plane for a perturbation wavenumber k = 1 and the
frequency mismatch κ taking the respective values 1, 3 and 8
for columns from left to right, with (aj)j=1,2,3: g0 = 0.02 and
(bj)j=1,2,3: g0 = 0.9. The other parameters are g1 = g2 = 1,
g12 = 2 and n0 = 1.

FIG. 9: Distribution of the MI growth rate versus the pertur-
bation wavenumber k and the gauge amplitude α, with the
frequency mismatch κ = 5. From left to right, columns corre-
spond to g1 > g2, g1 = g2, and g2 > g1, with g12 = 2. Panels
(aj)j=1,2,3 correspond to g0 = 0.02 and panels (bj)j=1,2,3 to
g0 = 0.9.

where the integrated gain of instability is plotted against
the intra-species HO interaction strength P1 = P2 in the
absence [see Fig. 1(a)] and presence [see Fig. 1(b)] of the
helicoidal gauge potential β. Precision should be made
that for P1 = P2 = P12 = P21 = 0 and µ1 = µ2, one re-
covers the dispersion relation from Ref. [69] which does
not include any time-scale over which the MI gain is ex-
pected to develop. Additionally, if α = β = 0, the com-
monly known case of MI is recovered. However, with
P1 = P2 6= 0, the features of Fig. 1(a) reveal the presence
of MI when α = β = 0, except that only negative values
of P1 contribute to the development of the instability.
In the meantime, with α 6= 0 and increasing, the insta-
bility region diffuses toward positive values of P1, which
gives more room for the HO interaction coefficients to
contribute to the onset of MI and justifies the impor-
tance of the helicoidal SO coupling in the process. The

m
a
x

x
(|
ψ

1
|2

)

1

1.01

1.02

time

0 10 20 30 40 50

m
a
x

x
(|
ψ

2
|2

)

1

1.01

1.02

(a1)

(a2)

m
a
x

x
(|
ψ

1
|2

)

1

1.01

1.02

time

0 10 20 30 40 50

m
a
x

x
(|
ψ

2
|2

)

0.99

1

1.01

1.02

(b1)

(b2)

FIG. 10: Numerically computed stable dynamics of the sys-
tem with only intra-component two-body interaction. We
used g0 = 0, k = 1, g1 = 4, g2 = 1, g12 = 0, α = β = 0,
and (a1)-(a2) g0 = 0, (b1)-(b2) g0 = 1. Panels (c) and (d)
show the space-time evolution of the wave in the first and sec-
ond species, respectively, for the same parameters as in panel
(b).
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FIG. 11: Numerically computed stable dynamics of the sys-
tem with both intra- and inter-component two-body inter-
actions. We used g0 = 0, k = 1, g1 = g2 = 4, g12 = 2,
α = β = 0, and (a1)-(a2) g0 = 0, (b1)-(b2) g0 = 1. Panels (c)
and (d) show the space-time evolution of the wave in the first
and second species, respectively, for the same parameters as
in panel (b).

same behavior of the MI gain remains ostensible even for
β 6= 0 [see Fig. 1(b)]. To further proceed, we introduce
Pij = g0gij , where g0 is positive for all kinds of interac-
tions.
To remind, the main originality of the model under

study is the combination of HO interatomic interactions
and the helicoidal SO coupling. Note that, the differ-
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FIG. 12: Numerically computed unstable dynamics of a mis-
cible system with intra-component two-body interactions and
spin-orbit coupling. We used g0 = 0, k = 1, g1 = 4, g2 = 1,
g12 = 0, α = 1.595, β = 0, and (a1)-(a2) g0 = 0, (b1)-(b2)
g0 = 1. Panels (c) and (d) show the space-time evolution of
the wave in the first and second species, respectively, for the
same parameters as in panel (b).

ence between the chemical potentials of the two species
brings about a time scale for the MI gain to be computed.
It is fixed, for the rest of this analysis, as tmax = 5.
In Fig. 2, the stability/instability features are displayed
in the (α, β)−plane, where panels (aj)j=1,2,3 show G for
g1 > g2 and g12 = 0, with g0 taking the respective val-
ues 0, 0.24 and 0.90. g0 = 0 gives results from Ref. [69],
which does not include the HO interactions, while g0 6= 0
implies the presence of such interactions. In general,
the MI regions are of a crescent shape and symmetrical
with respect to the axis α = 0. The parametric expan-
sion of the MI zone reduces with increasing g0, i.e., the
strength of the HO interatomic interactions. The same
scenario is visible when g12 6= 0, g1 = g2 = 4 as depicted
in Figs. 2(bj)j=1,2,3. However, even though the point
(α, β) = (0, 0) remains a stable point, the symmetry of
the instability regions appears with respect to the axis
β = 0, which also means instability for both left- and
right-handed SO coupling.

To further explore the contribution of the helicoidal
SO coupling versus the effect of the residual nonlineari-
ties, more results are summarized in Figs. 3 and 4, under
the respective conditions g1g2 > g212 and g1g2 = g212, un-
der different combinations of the interatomic interaction
strengths. Particularly, the cases g1 > g2 and g1 < g2 are
compared to the features of instability due to g1 = g2.
Interestingly, the instability gain highly depend on the
excitation wavenumber whose variations induce rich MI
cascade scenario. In the first case, for example, the pres-
ence of the residual nonlinearities, with g0 = 0.02, breaks
the MI gain of Fig. 2(a1) into four pieces, with regions of
high intensity belonging to zones where α and β are both

positive [see Fig. 3(a1)]. With increasing the wavenum-
ber k to 3, the crescent shapes of instability appear, and
the four instability regions are shifted with respect to
(α, β) = (0, 0), along the α−axis.When k = 5, only two
symmetrical regions of instability remain, separated by
the axis α = 0 [see Fig. 3(a3)]. For g1 = g2, still un-
der the miscibility condition, one sees two symmetrical
breasts of instability along the α − axis, in presence of
two minor axes [see Fig. 3(b1)]. Imposing k = 3, the
two spots of high intensity are reduced [see Fig. 3(b2)],
a behavior that gets pronounced for k = 5, with a slight
clockwise rotation around (α, β) = (0, 0) as shown in
Fig. 3(b3). For the case g1 < g2 [see Fig. 3(cj)j=1,2,3],
regions of high MI gain appear where the sign of α and β
is opposite, after a counter-clockwise rotation compared
Fig. 3(b1), while regions with small intensity belong to
the interval of α and β with identical signs. We should
stress that this case, where k = 1, is the opposite of what
was obtained for g1 > g2. In Fig. 3(c2), where k = 3, the
intensity of MI amplifies and keeps the same parametric
distribution. In general, Fig. 3 shows that the MI gain
amplifies gradually, and the regions of high MI gradually
diffuse outward the (α, β)−plane when the wavenumber k
increases. The case g1g2 > g212 presented in Fig. 4 shows
similar features, except that for k = 1, only two regions
of high MI intensity appear. Albeit the presence of the
residual nonlinearities, with g0 = 0.02, results are similar
to those found in Ref. [69], except that for k = 3, the MI
distribution of the gain reduces to a ring of instability.

In order to complete this linear stability analysis and
bring out the combined effect of the helicoidal SO cou-
pling, the residual nonlinearities and the perturbation
wavenumber k, the MI gain G is plotted in Fig. 5 in the
(k, α)−plane for different values of the helicoidal gauge
potential β, with g1g2 < g212 and g1 = g2 > 0 [see
Fig. 5(aj)j=1,2,3]. Fig. 5(bj)j=1,2,3 addresses the same
case, but with g1 = g2 < 0 and g12 < 0. In the first case,
i.e., Fig. 5(aj)j=1,2,3, the immiscibility condition gives
rise to regions of instability. For β = 0, one clearly sees
four lobes of instability symmetrical with respect to both
the α− and k−axes. With increasing β, such symmetry
in the instability domain is broken along the α−direction,
with minor lobes appearing for α < 0 and lobes of high
intensity of the gain getting extended to high values of the
gauge amplitude α. Further increasing β, the minor lobes
in the area α < 0 tend to disappear, letting the MI pos-
sibly take place in the upper area α > 0 [see Fig. 5(a3)].
It is clear that in this repulsive case, compared to what
was obtained in Ref. [69], the MI growth rate depends on
α, especially in the case β = 0, where a constant growth
rate was obtained. This is confirmed by the spectrum
of Fig. 5(b1), where the central lobes of instability are
annihilated by the appearance of high lateral lobes of in-
stability, also distributed to the areas α < 0 and α > 0.
For the rest, when β increases, the MI displays reverse
features from the repulsive case. As a whole, the regions
of MI in the (k, α)−plane are very sensitive to modifica-
tions in the gauge potential and the nature of the inter-
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action, repulsive or attractive, both the traditional and
HO interatomic interactions. However, compared to the
contributions of Refs. [69, 78], combining the helicoidal
SO coupling and HO interatomic interactions constitute
a promise of richer MI excitation scenarios, in the context
where nonlinear and dispersive effects are well-balanced.

2. Case of large chemical potential imbalance

In this particular case, most of the calculations are
made considering κ ≥ 1. In the context where g1 =
g2 = 1 and g12 = 2, the MI growth rate is repre-
sented in Fig. 6(aj)j=1,2,3 in the (k, κ)−plane, with the
gauge amplitude taking the respective values α = 0.1,
0.9 and 2. The instability features show the migration
of the maximum growth rate to high values of |κ| when
α increases. The same behaviors of G are delivered by
Fig. 6(bj)j=1,2,3, where g1 = g2 = −1 and g12 = −2.
In the (k, β)−plane, the development of the MI growth
rate is displayed in Fig. 7, where panels (aj) j=1,2,3show
results for g0 = 0.02, with g1 = g2 = 1 and g12 = 2.
Here, for the chemical imbalance mismatch if κ = 1, the
instability is supported by four symmetric lobes both in
the k− and β−directions. To remind, for β < 0 (β > 0),
the helicoidal SO coupling is right-(left-)handed. Inter-
estingly, when the mismatch κ gets large, the maximum
instability delocalizes to the zone β > 0, giving favor to
the left-handed SO coupling to drive the maximum MI
growth rate. The same spectrum of behaviors is shared
by the panels (bj)j=1,2,3 of Fig. 7, where g0 = 0.5, when
the right-handed SO coupling is progressively switched-
off, leaving two major instability bands for κ = 8 [see
Fig. 7(b3)]. The MI behaviors of Fig. 8 are also of inter-
est, where the MI growth rate exists in the (α, β)−plane
with the instability bands depending on changes in the
interatomic interaction strengths. As a whole, the MI
growth rate displays asymmetric instability bands that
rotate around the point (α = 0, β = 0) for the major
lobes to be supported by the β−axis. However, for g0 in-
creasing, the instability areas get smaller, and MI essen-
tially takes place for α < 0 and β < 0 or α > 0 and β > 0.
A similar spectrum of behaviors is delivered by Fig. 9,
where the MI growth rate is plotted in the (k, α)−plane,
with the interatomic interaction strengths being varied.
Although the instability zone gets expanded for g0 = 0.9,
the asymmetric behavior of the MI growth rate is ob-
tained for g1 > g2 and g1 < g2, while the maximum
growth rate takes place around, and including, the point
α = 0.

IV. NUMERICAL EXPERIMENTS

Our analytical predictions obtained in the above sec-
tion are based on linearization, and then represent only
an approximation of the actual behavior of the system.
In order to have a deeper view into the actual dynamics

and confirm our predictions on the modulation instabil-
ity of the system, we perform numerical computations of
the governing model in Eqs. (2) and (3). Throughout
this section, we take the strength of the Zeeman splitting
to be ∆ = 0.01 and use pij = g0gij , where g0 is positive
for all kinds of interactions. This particular choice of
the residual nonlinearity strength is expected to preserve
the miscibility condition of the system as fixed by the
two-body interaction. We use a continuous wave as the
initial condition for both components of the condensate
and compute the time and space evolution of the wave
through the system. For this, we take

ψ1(x, 0) = ψ2(x, 0) =
√
n0 + ε cos(kx), (31)

where the wavenumber is k = 1. The perturbation am-
plitude is ε = 0.01, which is small enough compared to
the wave amplitude

√
n0 = 1.0 and thus would not cause

a qualitative change in the results. The numerically sim-
ulated dynamics of the binary BEC is portrayed for se-
lected points in parameters space.

1. Stabililization of miscible mixtures with two-body

repulsion

In the case when the strengths of two-body interactions
are negative, both stable and unstable dynamics of the
system are possible depending on both the miscibility
and asymmetry of the two-component system.
a. Enhancement of the existing stability. When the

strengths of interactions allow the mixture to be miscible,
i.e., g1g1 > g212, one expects the wave propagation in the
system to be stable for purely two-body repulsion.
Fig. 10 shows the dynamics of the wave in the system

when only the intra-species two-body interactions exist.
Since the inter-species interaction is absent, the miscibil-
ity condition g1g1 > g212 is always satisfied. As one could
expect, the wave propagation in the system is fully sta-
ble, see panels (a1) and (a2) for the first and second BEC
components, respectively, when g0 = 0. The maximum
amplitude oscillates but remains very close to its initial
value. In the presence of residual interaction (g0 6= 0) as
shown in panels (b1)-(b2), the stability of the system is
further reinforced as the small modulations which were
present in panels (a1)-(a2), though not making the sys-
tem unstable, have been suppressed in panels (b1)-(b2).
The full space-time evolution of the density correspond-
ing to panels (b1)-(b2) is portrayed for the first (c) and
the second (d) species to further appreciate the stability.
Similar behavior can be obtained even when the system
has both the intra- and the inter-component two-body
interactions as displayed in Fig. 11 because the miscibil-
ity condition is still satisfied. The difference between the
interaction strengths g1 and g2 seems to play no role in
this stability since Figs. 10 and 11 where the system is
asymmetric and symmetry, respectively, all display sim-
ilar dynamics. Hence the residual nonlinearity preserves
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FIG. 13: Numerically computed unstable dynamics of a misci-
ble system with both intra- and inter-component two-body in-
teractions, residual nonlinearity and spin-orbit coupling. We
used g0 = 1, k = 1, g1 = g2 = 4, g12 = 2, α = 1.595, β = 0,
and (a1)-(a2) g0 = 0, (b1)-(b2) g0 = 1. Panels (c) and (d)
show the space-time evolution of the wave in the first and sec-
ond species, respectively, for the same parameters as in panel
(b).

and reinforces the stability of miscible pairs of conden-
sates with SO coupling. What would happen if the initial
state is modulationally unstable is an interesting ques-
tion.

b. Softening of the existing instability. The evolu-
tion of a miscible system with intra-component two-body
interactions and spin-orbit coupling is shown in Fig. 12.
The system is modulationally unstable, and asymmetry
has been considered as g1 6= g2. In the presence of resid-
ual nonlinearity, the system is still unstable. This can be
seen from the exponential growth in the wave amplitude
when g0 is zero as in panels (a1)-(a2) and nonzero as in
panels (b1)-(b2). It can equally be seen from the forma-
tion of periodic structures in both condensates as shown
in panels (c) and (d). However, the unstable mode ex-
ponentially grows only to a smaller maximum amplitude
as obtained when comparing (a1) and (b1) or (a2) and
(b2). That corresponds to a reduction of the instability
gain and consequently a softening of the MI. Even when
the system has both the intra- and the inter-component
two-body interactions and no asymmetry, the same dy-
namics qualitatively occurs in the system as displayed in
Fig. 13, where the system is still miscible. Hence when a
miscible binary mixture of condensates with SO coupling
is modulationally unstable, the presence of the residual
nonlinearity may help soften such an instability.

c. Suppression of modulational instability. The soft-
ening effect of residual nonlinearity holds the promise of
being responsible for the complete stabilization of some
unstable modes. That is true, for instance, for a miscible
binary condensate system with two-body repulsion. The
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FIG. 14: Numerically computed space-time evolution of the
density in both condensate components depicting the sup-
pression of instability in a miscible system with two-body
repulsion due to the residual nonlinearity. The system is sub-
ject to both intra- and inter-component two-body interactions
and the helicoidal gauge potential. We used g0 = 0 (left col-
umn), g0 = 1 (right column), and in both columns, k = 1,
g1 = g2 = 4, g12 = 2, α = 0, and β = 1.996.
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FIG. 15: Density profiles (a) and numerically computed in-
stability growth rate for runs up to t = 200 (b) for various
values of the residual nonlinearity strengths showing the grad-
ual stabilization of the system. We used k = 1, g1 = g2 = 4,
g12 = 2, α = 0, and β = 1.996.

dynamics of the system is presented in Fig. 14. In the
absence of residual nonlinearity, the system is unstable as
the amplitude exponentially grows in both condensates
[see panels (a1)-(a2)] and periodic structures with high
amplitude pulses within both the first [panel (a3)] and
second [panel (a4)] BEC components. When we con-
sider the residual nonlinearity to be nonzero, however,
the system becomes modulationally stable as there is
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FIG. 16: Numerically computed space-time evolution of the
maximum density in the first (a) and second (b) condensate
species depicting the destabilizing effect of the residual non-
linearity in an immiscible system with two-body repulsion.
The system is subject to both intra- and inter-component
two-body interactions and the helicoidal gauge potential. We
used k = 1, g1 = g2 = 2, g12 = 4, α = 0, and β = 1.996. Panel
(c) shows an example of space-time evolution for g0 = 0.03 in
the first species, and panels (d1) and (d2) show examples of
space profiles depicting the immiscibility of generated pulses.
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FIG. 17: Numerically computed space-time evolution of the
maximum density in both condensate components depicting
the destabilizing effect of the residual nonlinearity in a system
with two-body attraction. The system is subject to intra-
component two-body interactions and the helicoidal gauge
potential. We used k = 1, g1 = g2 = −1, g12 = 0, α = 0,
and β = 1.996. Panel (c) shows an example of space-time
evolution for g0 = 0.03 in the second species, and panels
(d1) and (d2) show examples of space profiles depicting the
Akhmediev-like breathers generated by the MI.

no more exponential growth in the wave amplitude in
both condensates (b1)-(b2). The perturbed initial plane
wave only performs small-amplitude oscillations leading
to modulated plane-like waves within both the first (b3)
and second (b4) BEC components. The gradual process
of stabilization is depicted in Fig. 15. Panel (a) shows
the density profiles after a runtime t = 50, which is large
enough for getting the onset of MI in the system. As the
residual nonlinearity increases, the wave profile evolves,
and a dramatic change arises around g0 = 0.90 when
the profile turns from a train of pulses (blue dash-dotted
line) to a regular modulated plane wave (green dotted
line). The amplitude of the modulated plane wave is fur-
ther transformed to make it greater (red dashed line) and
then closer to the initial wave (solid black line). From the
space-time evolution of the wave, we can extract infor-
mation about the stable and unstable ranges of resid-
ual interaction strengths as well as the information on
the instability growth rate. That can be done in several
ways, including using the overall maximum amplitude,
maxx,t(|ψ|2), or using the time τp when the first MI peak
occurs. The actual instability growth rate, ξnum, dis-
played in Fig. 15(b) with a black solid line, was calculated
as 1/τp, and normalized to 1 using its value in the limit
of zero residual nonlinearity. For g0 > 0.90, no MI peak
was found for runs up t = 200 and thus we took τp = ∞
for those modes. For increasing g0, the plot shows a
smooth but fast drop in ξnum which makes it comparable
to the analytical gain profile. The maximum amplitude
is also displayed in Fig. 15(b), depicting a sudden drop
from maxx,t(|ψ|2) = 2.045 to 1.108, which is close to the
amplitude of the initially perturbed plane wave 1.020. It
is obvious that the drop marks the separation between
the stable and unstable regions. The maximum ampli-
tude can then allow to easily distinguish along the g0
axis a stable range, g0 > 0.90, from an unstable range,
g0 < 0.90.
Hence, for miscible binary mixtures, the residual non-

linearity can preserve the stability or soften the instabil-
ity by reducing the growth rate. It can also suppress the
instability for safe system parameters, turning unstable
modes into completely stable ones.

2. Instability enhancement

a. Case of repulsive interactions. From the above
analysis, it is clear that the residual interaction plays an
important role in the stabilization of the repulsive two-
species BECs even in the presence of spin-orbit couplings
and helicoidal gauge potential, provided that the misci-
bility criterion is fulfilled. It is therefore interesting to
question whether that stability remains true when the
miscibility criterion is no longer satisfied. Fig. 16 por-
trays the dynamics of the first (a) and second (b) BEC
components in the case when g1g2 < g212, for a symmetri-
cal mixture in the presence of helicoidal gauge potential.
The two-body interactions are still repulsive as in the
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previous paragraph. In the absence of residual interac-
tion, the dynamics is unstable as expected for immiscible
systems. As done for miscible systems in the above para-
graph, we consider immiscible systems where the residual
interaction is not negligible. Unlike previously, the resid-
ual nonlinearity rather destabilizes the system. The on-
set of the modulational instability in the two-component
BEC arises earlier when the strength of residual nonlin-
earity increases, eventually leading to very high wave am-
plitudes, see the modes with g0 = 0.08 (green solid line)
and 0.09 (magenta dashed-dotted line). In this case, the
formation of periodic structures through the MI process
as shown in panel (c) is accompanied by the gradual sep-
aration of the initially mixed species. When pulse trains
are formed within the system, the pulses from different
species avoid any overlap between them both in the ab-
sence (d1) or presence (d2) of residual nonlinearity.
b. Case of attractive interactions. MI enhance-

ment obtained above for mixtures with two-body repul-
sion happens to exist also for mixtures with two-body
attraction whether they are immiscible or not. To ex-
amine that, we consider the interesting situation when
the system is miscible and subject to intra-component
two-body interactions and the helicoidal gauge poten-
tial. The modulational instability occurs in the two-
component BEC even for very weak strengths of resid-
ual nonlinearity as one may see in Fig. 17. When the
strength of residual nonlinearity increases, the exponen-
tial growth arises earlier and becomes stronger, eventu-
ally leading to extremely high wave amplitudes in both
BEC components, see the mode with g0 = 0.020 (ma-
genta dash-dotted line) in panels (a) and (b). The in-
stability is accompanied by the formation of stable pulse
trains as shown in panel (c). The pulses are regularly
spaced by a distance of 2π/k, with k = 1 corresponding
to the wavenumber of the injected perturbation. Both in
the absence (d1) or presence (d2) of residual nonlinear-
ity, the pulses are Akhmediev-like breathers as one can
readily notice from their shape. Hence the MI-induced
formation of stable solitons in mixtures of BECs with
two-body attraction may be preserved by the residual
nonlinearity even though the latter enhances the insta-
bility. We believe that such a result is due to a complex
mechanism whose investigation is beyond the scope of
this work.

V. CONCLUSION

To summarize, the MI has been addressed in a binary
mixture of BECs through a set of coupled GP equations
in presence of HO residual nonlinearities and helicoidal
SO coupling. Through the standard theory of linear sta-
bility analysis, we have found the dispersion relation for
the perturbation frequency, from which an expression for
the MI integrated gain has been proposed. A comprehen-
sive parametric analysis of the instability gain has been
carried out, with insistence on the competitive effects be-
tween residual nonlinearities, helicoidal SO coupling, and
interatomic interactions. Our analysis revealed that the
presence of HO interactions supports modulational insta-
bility even in miscible two-component condensates, in the
context where the gauge potential and the gauge ampli-
tude are suitably chosen. Due to the combination of the
residual HO interaction and helicoidal SO effects, it was
found that the MI occurrence in immiscible condensates
gets importantly modified and responds to gain excita-
tion both in left- and right-handed helicoidal coupling.
Such results were found to agree with direct numerical
simulations. Due to the residual interaction, the modu-
lational instability is softened and can even be suppressed
for miscible binary mixtures with two-body repulsion in
the presence of spin-orbit coupling. For immiscible mix-
tures, however, the modulational instability is enhanced
by the residual interatomic interactions.
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