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We derive exact probability distributions for the strain (ε) at which the first stress drop event
occurs in uniformly strained disordered crystals, with quenched disorder introduced through poly-
dispersity in particle sizes. We characterize these first stress drop events numerically as well as
theoretically, and identify them with the first contact breaking event in the system. Our theoretical
results are corroborated with numerical simulations of quasistatic volumetric strain applied to dis-
ordered near-crystalline configurations of athermal soft particles. We develop a general technique
to determine the distribution of strains at which the first stress drop events occur, through an ex-
act mapping between the cumulative distribution of first contact breaking events and the volume
of a convex polytope whose dimension is determined by the number of defects Nd in the system.
An exact numerical computation of this polytope volume for systems with small numbers of defects
displays a remarkable match with the distribution of strains generated through direct numerical sim-
ulations. Finally, we derive the distribution of strains at which the first stress drop occurs, assuming
that individual contact breaking events are uncorrelated, which accurately reproduces distributions
obtained from direct numerical simulations.

I. INTRODUCTION

Jammed materials arise in several natural contexts and
have been studied in detail over the last two decades us-
ing a variety of theoretical, numerical and experimen-
tal techniques [1–5]. Such systems represent an extreme
out of equilibrium scenario where temperature only plays
a weak role in determining macroscopic properties [6].
The mechanical properties of such disordered athermal
materials have been of considerable interest [7–9]. Al-
though coarse-grained descriptions of such systems ex-
ist [10–13] and descriptions of the mechanical proper-
ties of jammed systems using the analogues of concepts
such as entropy [14], scaling [15, 16] and criticality [17]
have been developed to describe the statistical physics of
athermal materials [18], exact predictions starting from
microscopic interactions as can be done for canonical
thermal crystalline systems, are presently not available.

A well-known aspect of the mechanical properties of
athermal amorphous systems is their anomalous rigidity,
with failure governed by a distribution of external strain
or shear [7, 19, 20]. Several disordered systems can be
characterized by their propensity to failure, which can be
induced by the breaking of contacts between particles. In
this regard, the first stress drop distribution provides in-
sight into the stability and fragility of the phase of such a
system [21, 22]. Crucially, these quantities are also able
to distinguish between the different regimes of stability of
amorphous solids [23, 24]. However, the exact nature of
these distributions and theoretical computations describ-
ing their dependence on microscopic interactions between
the constituent particles remains unclear. It is therefore
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important to develop exactly solvable model systems akin
to those in thermal statistical physics [25], to characterize
the mechanical response and stability to external pertur-
bations of disordered athermal systems.

In this work, we provide a step in this direction, mak-
ing predictions for the distribution of the first stress drop
in response to external strain for a near-crystalline ather-
mal system, which is caused by a contact breaking event
in the system. We consider an interesting example of a
jammed near-crystalline system where several exact pre-
dictions of correlations and response can be made [26–29].
This system has allowed for the exact computation of
many quantities of interest such as displacement fields in
response to defects, interaction energies between defects
[30], as well as correlation functions [28], starting from
microscopic interactions. Therefore, the disordered crys-
tal system is an apt candidate for a ‘model’ system with
which to understand the mechanical properties of amor-
phous athermal solids, such as first stress drop statistics.
Since such distributions are capable of providing insights
into the stability and fragility of amorphous solids, it is
interesting to compute them exactly for the disordered
crystal system.

In this study, we focus on the probability distributions
of volumetric strains at which the first contact break-
ing events occur in an isotropically compressed disor-
dered crystal system. We obtain the distributions of
these events from both theoretical computations as well
as numerical simulations and find an exact match be-
tween the two. We focus on volumetric strain instead
of shear strain, as the computation of volumetric strain
is more easily accessible theoretically. However, the for-
malism developed in this paper can also be extended to
compute distributions of contact breaking events under
the application of shear strain.

The main result of this paper is to reduce the prob-
lem of computing the distribution of strain at which the
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first contact breaking occurs in a system with Nd defects,
to the computation of volumes of Nd-dimensional convex
polytopes. The computation of convex polytope volumes
is a well known problem in Mathematics and Computer
Science, with a wealth of techniques developed over the
years to address this problem, in particular due to its im-
portance in the field of Linear Programming [31]. This
mapping therefore, allows an exact computation of the
first contact breaking distribution in such systems using
techniques developed to compute convex polytope vol-
umes.

The outline of this paper is as follows. In Section II,
we introduce the disordered crystal system and detail
the theoretical setup for computing the distributions of
interest. We also identify the first plastic event with the
first contact breaking event in this system and character-
ize these events both numerically as well as theoretically.
In Section III, we develop a general technique to deter-
mine the distribution of strains at which the first contact
breaking events occur, by utilizing the fact that the in-
crease in strain or polydispersity generates a linear mo-
tion of constraints in the configuration space of disorder
(see Fig. 5). In Section IV, we provide an exact mapping
of the computation of the cumulative distribution of the
first contact breaking strain to the computation of the
volume of an Nd-dimensional convex polytope. In Sec-
tion V, we focus on two specific types of plastic failures,
local and global. In the former, we derive the distribu-
tion of volumetric strain required for a particular contact
to break in the system. We then use this to compute a
global distribution: the probability of the first contact
breaking in the system at a given strain. We also show
that local uncorrelated distributions of contact breaking
provide an accurate description of first contact breaking
events in such near-crystalline athermal systems. Finally,
in Section VI, we discuss the behaviour of the first con-
tact breaking distributions as the size of the system is
increased, and show that they display an interesting log-
arithmic scaling with system size.

II. DISORDERED CRYSTALS UNDER
VOLUMETRIC STRAIN

We consider a system of frictionless disks under
isotropic compression in two dimensions, interacting
through a one-sided pairwise potential of the form

Vij =
k

α

(
1− |~rij |

σij

)α
for |~rij | < σij ,

= 0 for |~rij | ≥ σij . (1)

Here |~rij | = |~ri − ~rj | is the distance between particles i
and j, located at positions ~ri and ~rj respectively and σij
= σi+σj , is the sum of the radii of the two particles. The
stiffness of the particles is quantified by the parameter k.
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FIG. 1. A disordered crystal configuration of a system of
64 particles, generated with a realization of the quenched dis-
order {ζi}, with disorder introduced in the radius of each
particle σi = σ0(1 + ηζi). We study the stability of such a
system to changes in the volume of the confining box under
uniform volumetric strain, [Lx, Ly] → [Lx(1 + ε), Ly(1 + ε)],
in the regime of small disorder strength η.

The interparticle forces can be determined as

~fij =
k

σij

(
1− |~rij |

σij

)α−1

r̂ij , (2)

where r̂ij is the unit vector along the line joining the
centers of the ith and jth particle. For convenience we
set k = 1.

Due to the one sided nature of the interaction, mechan-
ical forces exist only when the system is overcompressed.
In the present study, we choose α = 2, which corresponds
to a harmonic pairwise potential between the particles.
However, the methods developed in this paper can be
easily extended to Hertzian (α = 5

2 ) or Hernian (α = 3
2 )

interactions as well. We consider configurations at me-
chanical equilibrium, i.e. at energy minima, and perform
quasi-static volumetric strain, generating perturbations
that maintain the constraints of mechanical equilibrium.

We consider a system of N particles confined in a com-
mensurate box with linear dimensions Lx and Ly under
periodic boundary conditions. The packing fraction of
the system is given by

φ =

∑N
i=1 πσ

2
i

LxLy
, (3)

To generate a disordered near-crystalline packing, we be-
gin with an overcompressed triangular lattice of equal
sized particles i.e. the packing fraction φ is greater than
that of hard particles arranged in a triangular lattice
(φc = π√

12
≈ 0.9069). The separation between two neigh-

bouring particles in such an overcompressed system is
given by R0 = 2σ0

√
φc
φ . It is also convenient to define

the rescaled lattice distance

R̃0 =

(
R0

2σ0

)
=

√
φc
φ
. (4)
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When R̃0 < 1, the particles in the pure crystalline state
(without the introduction of disorder) are in contact and
the system is overcompressed.

Next, we create a disordered configuration by intro-
ducing quenched disorder in the particle radii σi as

σi = σ0(1 + ηζi). (5)

Here {ζi} represents the quenched disorder in the sys-
tem, with each ζi drawn from a uniform distribution
between − 1

2 and 1
2 [32]. The strength of the disor-

der is controlled by the polydispersity parameter η (see
Fig. 1). We consider situations with disorder in the
radii restricted to a fixed subset of Nd particles, with
Nd = 1, 2, . . . N . To study the mechanical properties of
this system, we apply a uniform volumetric strain to the
system by changing the linear dimensions of the confining
box as L→ L(1 + ε), as depicted in Fig. 1.

Such athermal crystals with particle size polydisper-
sity display an interesting transition to an amorphous
phase at a critical value of the polydispersity for a given
packing fraction. This transition is characterized by a
diverging susceptibility to contact breaking across disor-
der realizations [32], and has been termed a hidden order
transition as the individual configurations do not display
such a diverging susceptibility.

A. Numerical Simulations

In our numerical simulations, we use the FIRE algo-
rithm [33] to generate energy minimized configurations.
We consider an initial packing fraction of φ = 0.94. At
this packing fraction, the transition occurs at a critical
value of the polydispersity ηc ≈ 0.04 [32]. In our study,
we focus on the mechanical properties of this system and
in particular, the first contact breaking events with in-
creasing strain. We find that in this system the first plas-
tic event coincides with the first contact breaking event,
as we discuss in detail below. Other studies have also in-
vestigated the variation of contact number with pressure
and polydispersity for weakly disordered crystals [34].

For a given disordered crystal packing characterized
by a particular realization of the set of quenched ran-
dom variables {ζi}, we uniformly tune either η or ε start-
ing from zero, and identify the value of η or ε at which
the first contact breaks. The procedure we follow is to
start with a given disordered crystal configuration, in-
crease η or ε by a small amount and then perform en-
ergy minimization to attain mechanical equilibrium. We
then calculate the number of neighbours for each par-
ticle in this energy minimized state. This procedure is
repeated to determine the value of η or ε at which the
first contact breaking event occurs. The distributions of
η or ε where the first contact breaking events occur is
obtained by repeating this process for multiple realiza-
tions of the quenched disorder {ζi}. We also perform
these simulations for different system sizes ranging from
N = 16 to N = 1024 and a range of polydispersities

η ∈ [0.015, 0.030] < ηc. In this study, we focus specifi-
cally on the behavior of the system in the small polydis-
persity limit. Therefore, our study probes the regime of
small disorder strength η ≈ 0.015, which is well below
the limit where the transition to an amorphous state is
expected to occur [32].

B. Contact Breaking and Stress Drops

Earlier studies have identified discontinuous changes
in system properties at contact breaking events in near-
crystalline athermal systems [35]. Similarly, the first con-
tact breaking event with increasing strain leads to dis-
continuous changes in the displacement fields as well as
the stresses of the system. In Fig. 2 (a) we display the
change in the displacement field of each grain just be-
fore and after a contact breaking event. As a contact
breaks, there is a discontinuous change in the positions
of the grains. These displacements form a quadrupo-
lar pattern centred on the broken contact, reminiscent
of Eshelby events in sheared amorphous materials [36].
In Fig. 2 (b), we display the global shear stress (σxy)
of the system. This changes abruptly after the system
undergoes the first contact breaking event with increas-
ing volumetric strain. Although for a given realization of
the quenched disorder σxy displays an abrupt change, it
displays no significant change when averaged over several
realizations of the disorder. On the other hand, upon
disorder average, σxx shows a continuous decrease as the
volumetric strain is increased. The change in the com-
ponents of the stress tensor, averaged over the several
realizations of the disorder are displayed in the inset of
Fig. 2 (b).

In Fig. 3, we plot the distribution of the gaps between
neighbouring particles ∆r = σi+σj−|~ri−~rj |, which dis-
plays a discontinuity at ∆r = 0. As ∆r < 0 represents
broken contacts, this distribution makes it clear that once
a contact breaking event occurs, the corresponding parti-
cles move finite distances away, as the system settles into
a new energy minimum. Therefore a linearized perturba-
tion analysis of all the particles with respect to polydis-
persity or volumetric strain is no longer valid after the
system encounters a contact breaking event. This leads
to the discontinuous change in the stress distribution.

III. LINEARIZED TRAJECTORIES IN
CONFIGURATION SPACE

We begin our theoretical analysis by studying energy
minimized configurations of the system generated as a
response to the microscopic disorder. We use the theory
developed recently in Refs. [26, 27, 29], which allows an
exact determination of the perturbed configuration as a
response to the disorder. This provides a one to one map
between a given realization of the quenched disorder {ζi}
and the position of the system in the configuration space
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FIG. 2. (a) The change in the displacement field of each grain just before and after a contact breaking event. The system
consists of N = 256 grains at an initial packing fraction φ = 0.94, with polydispersity η = 0.015. As a contact breaks in
the system, there is a discontinuous change in the positions, centred on the broken contact. The color gradient represents
the magnitude of the change in displacement fields relative to the particle size, whereas the direction of displacements are
represented by unit arrows. (b) Change in the components of the global stress (σxx and σxy) with increasing isotropic strain
(ε) for a particular realization of the quenched disorder {ζi}. The system size considered is N = 100. The number of broken
contacts in the system Nb increases discontinuously with strain, causing a discontinuous change in the global shear stress at
each contact breaking event. The isotropic stress or the pressure (σxx) decreases continuously at the beginning of the contact
breaking process. (Inset) The change in the components of the stress tensor, averaged over several realizations of disorder in
particle sizes. Upon disorder average, σxx decreases, while σxy displays no significant change.

FIG. 3. Distribution of overlap distances ∆r = σi + σj −
|~ri − ~rj | for pairs of nearest neighbour particles i, j, with in-
creasing polydispersity η. The region with ∆r < 0 represents
broken contacts between the particles. The discontinuity at
∆r = 0 points to the fact that the contact breaking event
produces a discontinuous change in the displacement fields.
The distribution displayed is for a system of size N = 256 at
zero strain.

of particle positions. As a consequence of this one to one
mapping, we can then follow the trajectory of the system
through configuration space as the polydispersity η or
the strain ε is increased. The direction of this motion is
determined by the quenched random variables {ζi} as we
show below. The contact breaking process can therefore
be naturally mapped onto the process of this trajectory
encountering a boundary defined by a contact breaking
condition in configuration space.

The volumetric strain can be equivalently implemented
by keeping the volume of the box fixed while changing
the size of each particle as σi → σi

1+ε . This leads to
exactly the same energy minimized configuration, after a
uniform rescaling of the system. This change in particle
sizes changes the packing fraction φ as

φ→ φ

(1 + ε)2
. (6)

The quenched change in the radii at each site ~r ≡ i repre-
senting the microscopic disorder in the system, can equiv-
alently be represented as

δσ(~r) = −
(

ε

1 + ε

)
σ0 +

(
1

1 + ε

)
σ0ηζ(~r). (7)

We note that the two protocols, increasing the volume
of the system or decreasing the sizes of the particles,
produce the same (scaled) displacement fields. However,
they produce different changes in the energy of the sys-
tem. However, for the relative displacements between
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particles, there exists a one to one map between the pro-
tocols.

A. Linearized Displacement Fields

We next detail a procedure to obtain the exact dis-
placement fields generated in response to the introduc-
tion of small disorder in particle sizes, as developed in
Refs. [26, 27, 29]. As the starting and ending configu-
rations both satisfy the conditions of mechanical equi-
librium, we have

∑
j f

x
ij = 0, and

∑
j f

y
ij = 0, for each

particle at site i ≡ ~r. Here fxij , fyij are the components of
the inter-particle contact force between particles i and j.
To determine the displacement fields, all the force bal-
ance equations must be simultaneously satisfied, which
through the force-law in Eq. (2) yields a unique solution
for particle displacements [26, 27]. As there are 2N dis-
placement variables {δxi, δyi}, and 2N equations of force
balance, this provides enough equations to determine the
displacement fields, given the microscopic disorder {δσ}.

However, the force law in Eq. (1) is non-linear in the
displacement fields {δx, δy}. This non-linearity can be
circumvented with a systematic perturbation expansion
about the crystalline ordered state, to linear order as well
as higher orders [26, 27, 29]. With the introduction of
disorder in the particle sizes, the positions of the particles
deviate from their crystalline values {~r(0)

i } = {x(0)
i , y

(0)
i },

to new positions {~r(0)
i + δ~ri} = {x(0)

i + δxi, y
(0)
i + δyi}

which satisfy the constraints of mechanical equilibrium.
Next, the displacements fields can be expressed as an
expansion in the strength of the disorder as

δ~ri = δ~r
(1)
i + δ~r

(2)
i + δ~r

(3)
i + . . . . (8)

Here {δ~r(n)
i } = {δx(n)

i , δy
(n)
i } represent the correction to

the displacement fields of magnitude O(ηn). As the coef-
ficients in the perturbation expansion only depend on the
initial crystalline structure, the force balance equations
can be solved hierarchically at every order using Fourier
transforms to obtain the displacement fields [27]. The
change in radii {δσ} and the displacement fields at lower
order {δ~r(n)

i } can be interpreted as sources that generate
the displacement fields at higher orders {δ~r(n+1)

i }. This
allows us to construct a one-to-one map between the dis-
order in the particle radii and the displacement of each
particle from the crystalline position. In this work, we
restrict ourselves to the linear order solutions and this
linear order approximation yields contact breaking dis-
tributions which match the observed distributions from
numerical simulations with sufficient accuracy. There-
fore, we can conclude that for small disorder, the lin-
earized approximation provides accurate descriptions of
the displacement fields up to the first contact breaking
event.

At linear order, the displacements in response to the

disorder {δσi} can be expressed in Fourier space as

δr̃µ,(1)(~k) = G̃µ(~k)δσ̃(~k). (9)

Here δσ̃(~k) =
∑
~k e

i~k·~rδσ(~r) and δrµ refers to δx and δy
for µ = x, y respectively. δr̃µ(~k) and G̃µ(~k) represent the
Fourier transforms of the displacement fields and Green’s
functions. As the system is a perfect triangular lattice
before the introduction of disorder, these functions are
non-zero at the reciprocal lattice vectors of the triangular
lattice, ~k ≡ (kx, ky) ≡

(
2πl
2L ,

2πm
L

)
[37]. We have provided

the exact expressions for these Green’s functions in Ap-
pendix A. Therefore, to linear order in the perturbation
expansion, the x and y components of the displacement
of a particle situated at ~r can be expressed as

δx(~r) =
∑
~r′

Gx(~r − ~r′)δσ(~r′),

δy(~r) =
∑
~r′

Gy(~r − ~r′)δσ(~r′),
(10)

Here, the displacements are expressed in terms of the
Green’s functions that relate the displacements at site ~r
to the disorder in the particle radii at site ~r′. Next, we
use the following property of the Green’s functions∑

~r

Gx(~r) =
∑
~r

Gy(~r) = 0, (11)

to show that the first term in the source in Eq. (7) does
not contribute to the change in the displacement fields.
Therefore, using Eqs. (7), (10) and (11) we arrive at the
displacement fields as a response to the quenched disorder
and external strain

δx(~r) =
σ0η

1 + ε

∑
~r′

Gx(~r − ~r′)ζ(~r′),

δy(~r) =
σ0η

1 + ε

∑
~r′

Gy(~r − ~r′)ζ(~r′).
(12)

We have therefore established a map between the vol-
umetric strain (ε) of the system and the displacement
fields that satisfy the conditions of mechanical equilib-
rium through the linearized force law, for a given config-
uration of quenched radii. Within the above linear frame-
work, which is valid for small η and ε, the displacement of
each particle from its crystalline position is linear. This
induces a linear trajectory of the system in the 2N di-
mensional phase space of particle coordinates {xi, yi}.
Therefore, the phase space trajectories under a change of
η or ε are straight lines whose slopes are determined by
the initial quenched variables {ζi}.

B. Contact Breaking Conditions

Having established a one-to-one map between the dis-
placement fields {δx, δy} and the underlying microscopic
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disorder {δσ}, we can reformulate the contact break-
ing conditions directly in terms of the quenched disorder
{ζi}. We can therefore map each point in the configu-
ration space of particle positions to a point in the phase
space of the quenched disorder {ζi}. The phase space of
quenched disorder {ζi} is an Nd-dimensional hypercube
defined by the range of the disorder variables |ζi| < 1

2 .
Next, the condition for a contact between the ith and

kth particle to remain unbroken in the presence of disor-
der can be expressed as∑
µ

(r
µ(0)
i − rµ(0)

k + δrµi − δrµk )2 < (2σ0 + δσi + δσk)2.

(13)
Now, in the limit of small disorder i.e. the displacement
response to the disorder in the particle sizes being much
smaller than the initial separation between particles, we
can linearize the above equation as

R2
0 +

∑
µ=x,y

[
2r
µ(0)
ik (δrµik)

]
< 4σ2

0 + 4σ0δσik. (14)

Without loss of generality we choose the particular con-
tact to be the jth contact of the particle at position i ≡ ~r
(see Fig. 11). Using the linearized displacement fields
given in Eq. (12) and the condition above, we can pre-
dict when the jth contact of the particle at ~r undergoes
a contact breaking event for the first time as∑

~r′

Cj(~r, ~r
′)δσ(~r′) < 2σ0

(
1− R̃2

0

)
, (15)

where the volumetric strain appears through the scaling
of the radii in Eq. (7) and R̃0 represents the rescaled
lattice distance defined in Eq. (4). The details of this
derivation are provided in Appendix III B. As the above
equations describe the conditions for contact breaking for
the jth bond at site ~r, the total number of conditions is
the total number of bonds in the system i.e. 3N . Since
we keep the particle sizes and the initial packing fraction
fixed while performing the volumetric strain, the RHS of
the above equation can be treated as a constant which
only depends on the initial conditions. The coefficients
Cj(~r, ~r

′) relate the displacements that arise in the con-
tact breaking condition at ~r from the local disorder at
~r′. These are expressible in terms of Green’s functions,
which are exactly known. We have

Cj(~r, ~r
′) = −2

(
δ~r,~r′ + δ~r+~∆j ,~r′

)
(16)

+ 2R̃0

[
cos

(
2πj

6

)(
Gx
(
~r′ − (~r + ~∆j)

)
−Gx(~r′ − ~r)

)
+ sin

(
2πj

6

)(
Gy
(
~r′ − (~r + ~∆j)

)
−Gy(~r′ − ~r)

)]
.

Here ~∆j correspond to the fundamental translation vec-
tors of the triangular lattice which are represented in
Fig. 11. There are 6 such vectors corresponding to the 6
nearest neighbours. All the coefficients Cj(~r, ~r′) depend

only on the underlying structure of the crystalline state
at zero disorder and therefore are independent of param-
eters such as strain ε or the strength of disorder η. Due to
the translation invariance of the system, the coefficients
corresponding to any two contacts along the j-direction
are equal, i.e.

Cj(~r, ~r
′) = Cj(~r + ~r0, ~r

′ + ~r0), (17)

for any translation by a distance ~r0 on the lattice.
Now, substituting the value of δσ(~r′) from Eq. (7) in

Eq. (15), and making use of a property of these coeffi-
cients:

∑
~r′ Cj(~r, ~r

′) = −4 since
∑
~r′ G

µ(~r − ~r′) = 0. For
the contact j of the particle situated at ~r, we obtain

∑
~r′

Cj(~r, ~r
′)ζ(~r′) =

2− 2R̃2
0

η

(
1− ε

(
1 + R̃2

0

1− R̃2
0

))
︸ ︷︷ ︸

z(η,ε)

. (18)

The form of the contact breaking conditions in the above
equation immediately suggests the following scaling vari-
able

z(η, ε) =
2− 2R̃2

0

η

(
1− ε

(
1 + R̃2

0

1− R̃2
0

))
, (19)

along with the inversion

ε(z, η) =

(
1− R̃2

0

1 + R̃2
0

)
− ηz

2
(

1 + R̃2
0

) . (20)

We note that this scaling does not depend on the form of
the coefficients Cj(~r, ~r′) in the LHS of Eq. (18). As these
coefficients are derived from a Taylor expansion about
the crystalline ordered state, they depend only on the un-
derlying force-law and the overcompression through the
initial interparticle separation R̃0. Therefore for a given
initial packing fraction, we may use z(η, ε) as a scaling
variable for the contact breaking distributions for differ-
ent η and ε. This scaling is robust and is expected to
be valid for any interaction potential and starting pack-
ing fraction, and is also expected to remain valid even in
the presence of a finite number of broken contacts. The
scaling of the first contact breaking strain distribution
using the above scaling variable is displayed in the inset
of Fig. 4, producing a very good scaling collapse.

Interestingly, for a given realization of the quenched
disorder {ζi}, we can find the value of the strain up to
which a specific contact represented by (~r, j) does not
break. We have

ε~r,j =

(
1− R̃2

0

1 + R̃2
0

)
− η

2
(

1 + R̃2
0

)∑
~r′

Cj(~r, ~r
′)ζ(~r′). (21)

For a system with a large number of particles, contacts
may break even in the unstrained system as a result of
the introduction of polydispersity. Therefore there exists



7

FIG. 4. Distribution of first contact breaking strains for a
system of sizeN = 256 at different values of polydispersity (η)
obtained from direct numerical simulations. At η = 0, i.e. for
a perfectly ordered system of soft particles, the distribution
is a delta function located at ε =

(
1−R̃2

0

1+R̃2
0

)
(for φ = 0.94,

ε = 0.0179), at which all the contacts in the system break
simultaneously. (Inset) The same distributions plotted as
a function of the variable z(η, ε) =

2−2R̃2
0

η

(
1− ε

(
1+R̃2

0

1−R̃2
0

))
,

displaying a near-perfect scaling collapse.

a critical polydispersity for a given system size, up to
which the contacts in the system remain unbroken. This
relationship between the range of polydispersity and the
system size for which no contacts are broken in the un-
strained system is described in Appendix C.

IV. FIRST CONTACT BREAKING
DISTRIBUTIONS USING POLYTOPE VOLUMES

We next derive the distribution of strains at which the
first contact in the system is broken as a response to
the quenched polydispersity and increasing volumetric
strain. In order to compute this distribution, we first
compute F (ε), the cumulative probability that none of
the contacts in the system break up to a strain ε. Hav-
ing computed this local distribution, it is straightforward
to extract the distribution of ε at which the first con-
tact breaks. The change in this cumulative probability
between the strains [ε, ε + dε] represents the probability
that the first contact in the system breaks within this
interval. We, therefore have

PF (ε) = −dF (ε)

dε
=

∣∣∣∣∂F (z)

∂z

dz

dε

∣∣∣∣ . (22)

FIG. 5. A schematic representation of contact breaking con-
ditions in the phase space of quenched disorder {ζi}. Here,
disorder is introduced in the radii of two particles (Nd = 2)
making the phase space two dimensional. The arrows depict
the motion of these conditions with increasing value of poly-
dispersity η or strain ε. The origin corresponds to the initial
ordered triangular lattice and the filled circle represents a par-
ticular realization of the quenched disorder {ζi}. This system
undergoes a contact breaking event for the first time when
one of the conditions reaches the position {ζi} for the first
time. Here, z(η, ε) is the scaling variable given in Eq. (19).

The cumulative probability PF represents the realiza-
tions of the quenched disorder that satisfy all possible
contact breaking conditions.

Next, it is more convenient to consider the contact
breaking conditions in the phase space spanned by the
disorder variables. These represent the relevant vari-
ables in the system as the displacements can be derived
from them. For Nd particles with quenched disorder, this
forms an Nd-dimensional space. A volumetric strain of
the system induces a motion of the contact breaking con-
ditions in this Nd-dimensional phase space of quenched
disorder, as illustrated in Fig. 5. Since the quenched dis-
order is uniformly distributed within the Nd-dimensional
hypercube, the cumulative probability F (ε) can there-
fore be extracted as the volume of the polytope defined
by these conditions, and the limits of the distribution
ζi ∈ [− 1

2 ,
1
2 ]. Therefore, we are able to reduce the com-

putation of the cumulative distribution of first contact
breaking strains to computation of Nd-dimensional poly-
tope volumes. The distribution of the first contact break-
ing strain can then be extracted using Eq. (22).

To illustrate this procedure, we discuss a simple case
where disorder is introduced in the radii of only two par-
ticles in the system. We choose particles p and q situated
at ~rp and ~rq respectively. In this case, the quenched dis-
order ζ(~r) = 0 at all sites except ζ(~rp) and ζ(~rq). Then,
the condition in Eq. (18) for a single contact (~r, j) to
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FIG. 6. The distribution of strain at which the first contact breaking event occurs PF (ε), computed using three different
methods. (i) A Monte-Carlo sampling, utilizing the linearized contact breaking conditions in Eq. (18). (ii) An exact numerical
computation of volume enclosed by the contact breaking conditions, using algorithms developed to compute convex polytope
volumes and (iii) A direct numerical simulation of the system. The plots display the first contact breaking strain distributions
as a function of strain (ε), for Nd = 2, 3, 4 i.e. increasing number of particles with disorder in the radii. The results displayed
are for a system size N = 16. The insets display a schematic of the system, with the darker particles representing the subset
in which quenched disorder is introduced. The lighter shaded particles represent periodic copies of the system.

break can be written as

Cj(~r, ~rp)ζ(~rp) + Cj(~r, ~rq)ζ(~rq) = z(η, ε), (23)

while the rest of the bond breaking conditions for con-
tacts (~r′, j′) are not violated, i.e.

Cj′(~r
′, ~rp)ζ(~rp) + Cj′(~r

′, ~rq)ζ(~rq) < z(η, ε), (24)

for j 6= j′. Using this illustrative example, with disor-
der in particle sizes at ~rp and ~rq, the contact breaking
conditions are a set of straight lines in the [ζ(~rp), ζ(~rq)]
plane. As the quenched disorder ζ(~rp) and ζ(~rq) range
from [− 1

2 ,
1
2 ], the convex volume enclosed by the con-

tact breaking conditions in Eqs. (23) and (24) and the
boundary lines ζ(~rp) = ± 1

2 and ζ(~rq) = ± 1
2 yields the

probability that no contact is broken at this value of η
and ε.

This procedure can now be generalized to study bond
breaking anywhere on the lattice as (~r, j) can represent
any arbitrary contact amongst the 3N contacts present in
the system. In this case, the contact breaking conditions
dictating that all 3N contacts remain unbroken provide
the cumulative distribution of the first contact breaking
strain. The general form for the volume of the convex
polytope enclosed by all the contact breaking conditions
in the Nd-dimensional space of quenched disorder (with
Nd = N) is given by

F (ε, η) =∫ 1
2

− 1
2

∏
~r′′

dζ(~r′′)
∏
(~r,j)

[
Θ

(
z(ε, η)−

∑
~r′

Cj(~r, ~r
′)ζ(~r′)

)]
.

(25)

For the case of disorder introduced in the radii of two
particles, we can compute the volume of the convex poly-
tope in two dimensions using Eqs. (23) and (25), and then
using Eq. (22) we can determine the probability distribu-
tion of first contact breaking. Similarly, we can introduce
disorder in Nd = 3, 4 or 5 particles. The dimension of the
phase space of quenched disorder therefore also increases
depending on the number particles in which disorder is
introduced. In Fig. 6, we plot the first contact breaking
strain distribution obtained by computing the associated
polytope volumes with increasing strain (ε). In low di-
mensions: Nd = 2, 3 and 4, an exact computation of the
polytope volume is feasible and we use the lrslib pack-
age [38] to compute these exact polytope volumes. The
computation of exact convex polytope volumes become
impractical at large dimensions [39]. However, in recent
years random approximation algorithms which are able
to compute volumes of polytopes with theoretical effi-
ciencies of up to O(n) have been developed. Therefore,
the volume of the polytopes can be computed using ran-
dom approximation algorithms [40], to determine contact
breaking distributions.

The infeasibility of exact convex polytope volume com-
putations in higher dimensions necessitates the use of al-
ternate methods to compute the first contact breaking
strain distribution. In Fig. 6, we present comparisons
between the contact breaking strain distribution com-
puted using three different methods: (i) A Monte-Carlo
sampling, utilizing the linearized contact breaking condi-
tions in Eq. (18). (ii) An exact numerical computation
of volume enclosed by the contact breaking conditions,
using algorithms developed to compute convex polytope
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volumes and (iii) A direct numerical simulation of the
system. We find that the distributions computed using
these alternate procedures match well with the distribu-
tion predicted from the convex polytope volume compu-
tation and therefore, we employ these alternate methods
to compute the contact breaking distributions in higher
dimensions.

V. FIRST CONTACT BREAKING
DISTRIBUTIONS USING LOCAL CONDITIONS

In this Section, we use the formulation developed above
to compute the first contact breaking distribution in two
steps: (i) we compute a ‘local’ contact breaking distri-
bution: namely the probability of a particular contact in
the system breaking at a given strain, (ii) we use this lo-
cal distribution to compute the distribution of strain at
which the first contact breaking events occur. In order to
achieve the second step, we assume that contact breaking
events separated by large enough distances in space are
uncorrelated with each other, and therefore we may treat
each of them as independent.

A. Local contact breaking distributions

We begin by deriving the distribution of strains ε or
polydispersity η at which a particular contact would
break for the first time irrespective of any other con-
tact breaking or structural changes in the system. As we
focus on the limit of low polydispersity and strain, it is
reasonable to assume that the local structure around this
contact has not deviated significantly from the crystalline
structure. Let us focus on the jth contact of the particle
situated at ~r. Each contact breaking condition is de-
scribed by a hypersurface in the Nd-dimensional space of
disorder variables {ζi}. This surface partitions the hyper-
cube representing all possible quenched disorder configu-
rations into two, a region where the contact is broken and
the other where it remains unbroken. As the quenched
disorder variables {ζi} are uniformly distributed in the
Nd-dimensional hypercube, the volume of the hypercube
that is partitioned by this single hypersurface represent-
ing the contact breaking condition, yields the cumulative
probability FL(ε) for the particular (or local) contact to
remain unbroken at the strain ε. The cumulative proba-
bility of the strain at which the jth contact of the particle
situated at ~r remains unbroken is therefore given by

FL(ε, η) =∫ 1
2

− 1
2

∏
~r′′

dζ(~r′′)Θ

(
z(ε, η)−

∑
~r′

Cj(~r, ~r
′)ζ(~r′)

)
.

(26)

We note that since the theta functions appear inside the
integral in Eq. (26), the cumulative first contact break-
ing distribution in Eq. (25) is in general, not the product
of all the individual local distributions. However, as the

contact breaking events are local, we can approximate the
total volume as originating from independent volumes,
which do not intersect within the parameter regime we
are interested in. This assumption will not be valid as
more contacts break in the system and in particular, near
the transition to the amorphous state, we expect this to
not be true. Indeed, we show in the next Section that
such an uncorrelated assumption reproduces the global
first contact breaking strain distribution remarkably well.
The distribution of the strains corresponding to the viola-
tion of the contact breaking condition for a given contact
(~r, j) can be obtained by taking a derivative of Eq. (28)
with respect to ε as

PL(ε) = −dFL(ε)

dε
. (27)

We note that the distribution described in Eq. (26)
represents a generalized form of the Irwin-Hall distribu-
tion [41, 42]. Therefore, it is possible to compute the
volume (FL) exactly (see Appendix D for details). This
volume (FL) represents the probability that the partic-
ular contact mentioned in Eq. (18) is not broken at a
particular value of z (or corresponding strain ε) i.e. the
Cumulative Distribution Function (CDF) of z. We have

FL(z) =
(z + 2)N −∑N

k=1(−1)k−1gk(z + 2)

N !
∏
~r′ Cj(~r, ~r

′)
, (28)

where

gk(z) =
∑

1≤i1<···<ik≤N

Θ

(
z −

k∑
n=1

Cj(~r, ~rin)

)

×
(
z −

k∑
n=1

Cj(~r, ~rin)

)N
.

(29)

In the above equation, in represents the particle index
used in the partial sum involved in the function gk. As
the contact breaking condition of a single bond (~r, j) re-
quires N coefficients arising from all the particles, the
function gk(z) conveniently groups all combinations in-
volving k coefficients. We note that the above expression
is exact, and represents the cumulative distribution of
the strain at which a particular contact breaking con-
dition is violated. However computing the distributions
using this form is computationally expensive for larger
system sizes, and therefore it is more convenient to ana-
lyze this distribution in Fourier space as we detail in the
next subsection. In the inset of Fig. 7, we display the
match between the theoretical predictions and distribu-
tions obtained from a direct numerical simulation of the
linearized contact breaking conditions for a small system
size (N = 16).

For large system sizes, utilizing the exact form involves
the evaluation of large summations and it is therefore
computationally expedient to obtain PL(ε) as an inverse
Fourier transform of the generalized Irwin-Hall distribu-
tion in Fourier space P̃L(k). In this regard, the simpler



10

FIG. 7. Distribution of strains (ε) at which the linearized
contact breaking conditions given in Eq. (18) are violated
for different system sizes (N). (Inset) Comparison of the
numerical results obtained from Monte-Carlo simulations of
the individual contact breaking conditions and the theoretical
predictions in Eqs. (27), (28) and (29). The results displayed
are for a system size N = 16.

expressions in Fourier space allow an easier determina-
tion of the local distributions. We have

P̃ lL(k) = exp

[
−

l∑
n=1

αn

(∑
~r′

(Cj(~r, ~r
′, N))2n

)
k2n

]
,

(30)
where the superscript l denotes the number of terms
summed in the series representation. We can then ex-
tract the local contact breaking distributions as

P lL(ε) =
1

2π

∫ ∞
−∞

dkeikεP̃ l(k),

PL(ε) = lim
l→∞

P lL(ε). (31)

We note that increasing the number of terms in the sum
given in the series representation of P̃L(k) in Eq. (30) im-
proves the accuracy of results for the first contact break-
ing strain distribution.

B. Uncorrelated underlying distributions

Given the underlying distributions of the individual
contact breaking events, we next determine the distribu-
tion of the first contact breaking event, which is amenable
to techniques of extreme value statistics of uncorrelated
variables [43, 44]. Crucially, all the 3N contact break-
ing conditions arise from the N independent variables

{δσi}. This suggests that only N of the conditions are
linearly independent, with the conditions for the other
2N contacts being dependent. This discrepancy can be
resolved by noticing that the bonds of the system can
be classified into three unique sets, along the 0, 1 and
2 directions respectively (see Fig. 11). For large system
sizes, this classification splits the Nd-dimensional hyper-
cube representing the quenched disorder at every site into
three distinct classes. Each configuration of the disorder
{δσi} can be uniquely identified with two rotated con-
figurations {δσ′

i} = Rπ/3{δσi} and {δσ′′

i } = R2π/3{δσi}
that produce the same displacement fields, rotated by
π/3 and 2π/3 respectively. Therefore the statistics of
the bond types (0, 1, 2) are exactly identical. Moreover,
for any distribution that requires an averaging over all
configurations, only a single bond type contributes, with
the other two being completely determined. This can be
seen in the following example: if the probability that a
first contact breaking event occurs at a given strain ε for
the 0 bonds P (ε|0) is determined, this leads to exactly
the same probability for the 1 and 2 bonds as well i.e.
for a bond breaking event at a given ε, we have

P (ε|0) = P (ε|1) = P (ε|2),

P (ε) =
1

3
(P (ε|0) + P (ε|1) + P (ε|2)) = P (ε|0). (32)

Therefore, we may focus on a single bond type to deter-
mine the first contact breaking strain distribution, say
along the 0 direction. We next make an assumption of
independence of the individual bonds in this class. This
is reasonable as there exists a linear and invertible map
between the bond lengths along the 0 direction and the
quenched disorder {δσ}. We can therefore utilise the un-
derlying marginal distributions for local contact breaking
PL(ε) derived in the previous Section.

Next, in order to derive the first contact breaking strain
distribution, we analyze the strains at which each of the
conditions for a given bond type (for example j = 0)
are violated. For a fixed quenched disorder {ζi}, these
strains can be ordered as {ε1 < ε2 < ε3, ... < εN}. The
minimum value in this set corresponds to the first con-
tact breaking event in the system. Next, we make the
assumption that these events are uncorrelated. This is
reasonable as the contact breaking conditions for a given
strain begin at different orthants of the hypercube repre-
senting the quenched disorder (see Fig. 5). Therefore, at
smaller values of ε, these surfaces do not intersect within
the hypercube. As we show below, this uncorrelated as-
sumption successfully predicts the first contact breaking
strain distributions for a range of packing fractions and
polydispersities. The joint probability distribution for
the strains at which the local contact breaking events
occur can then be expressed as

P ({εi}) =

N∏
i=1

PL(εi). (33)

Next, in order to theoretically derive the first contact
breaking strain distribution, we make use of the analytic
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FIG. 8. First contact breaking strain distributions obtained
from numerical simulations for a system size N = 256 and
polydispersity η = 0.015. The solid lines represent the the-
oretical distribution obtained from Eq. (30) with an increas-
ing number of terms in the Fourier transform, displaying the
convergence of the theoretical predictions to the numerical re-
sults.

form for the local contact breaking distributions provided
in Eq. (28). The probability that the minimum value
Min{εi} is greater than ε can then be expressed as

Prob(Min{εi} > ε) =

N∏
i=1

∫ ∞
ε

dεiPL(εi)

=

(
1−

∫ ε

−∞
dxPL(x)

)N
.

(34)

This represents the cumulative probability that no con-
tact breaking occurs up to a volumetric strain of magni-
tude ε. The first contact breaking strain distribution can
therefore be obtained by taking a derivative of Eq. (34)
with respect to ε as,

PF (ε) = − d

dε
Prob(Min{εi} > ε)

= NPL(ε)

(
1−

∫ ε

−∞
dxPL(x)

)N−1

.

(35)

Therefore for small values of the strain, we obtain the
scaling PF (ε) ∼ NPL(ε), which we also observe in our
numerical simulations. In Fig. 8, we plot the first con-
tact breaking distributions obtained from the underlying
local distributions in Eq. (30) with increasing number of
terms (l = 4, 8, 12). We find a remarkable match between
the theoretical predictions and those obtained from direct

FIG. 9. Distribution of the first contact breaking strain PF (ε)
for different system sizes obtained from numerical simulations,
along with the theoretical predictions from Eq. (35) using un-
correlated underlying distributions of local contact breaking
strains PL(ε). (Inset) The same distributions in linear scale.

numerical simulations, with no fitting parameters. More-
over, the results also depict the increasing agreement be-
tween theoretical and numerical results upon increasing
the number of terms in the sum in Eq. (30).

VI. SYSTEM-SIZE SCALING

Finally, we analyze the behaviour of the first contact
breaking strain distribution with increasing system size.
We analyze the asymptotic behaviour of these distribu-
tions in the large system size limit. One of the important
considerations in the stability of amorphous solids is the
thermodynamic nature of the various phases associated
with such materials. In this context it becomes important
to study such systems in the limit with a large number
of particles. In order to extract the scaling behaviour
of these distributions, we first analyze the scaling of the
coefficients appearing in the Fourier space summation in
Eq. (30). We find

N∑
i=1

(Cj(~r, ~ri))
n = an + bn/N. (36)

The scaling of these coefficients obtained by performing a
numerical summation of the terms in Eq. (36) is displayed
in Fig. 12. This scaling behavior indicates that for large
system sizes, the coefficient

∑N
i=1(Cj(~r, ~ri))

n ∼ an, im-
plying that the local contact breaking distribution PL(ε)
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FIG. 10. Distribution of first contact breaking strain at a
polydispersity η = 0.015 for different system sizes (N) ob-
tained from numerical simulations. (Inset) Scaling collapse
of these distributions with the scaling variable µ = α(N)ε +
β(N) with α(N) = log(N) and β(N) = −c1 +c2 log(N). Here
c1 = 0.014 and c2 = 0.0005.

becomes independent of system size. Using this limiting
form of the underlying distributions, we compute the first
contact breaking strain distribution using Eq. (35).

In Fig. 10, we plot the first contact breaking distri-
bution for different system sizes, ranging from N = 100
to N = 1024, for a fixed value of η = 0.015. We find
that these distributions display a good collapse with the
scaling variable

µ = α(N)ε+ β(N), (37)

where α(N) = log(N) and β(N) = −c1 + c2 log(N),
where c1 and c2 are constants that are independent of sys-
tem size. Such a logarithmic scaling can be derived from
the extreme value statistics of uncorrelated variables [43].
For an underlying distribution p(x) ∼ e−xδ , the distribu-
tion of the extreme value xmin = Min{x1, x2, ..., xN} can
be scaled with the variable µ = α(N)xmin + β(N). The
scaling of these quantities with the number of samples
N , is given by α(N) ∼ (log(N))

1− 1
δ and β(N) ∼ log(N).

For the case that we consider, the distribution PF (ε) is
obtained from the underlying distribution PL(ε), which
we have shown to be a generalized Irwin-Hall distribu-
tion. Since for this distribution, the tails decay much
faster than an exponential, as is clear from the terms
appearing in the Fourier transform in Eq. (30) and the
distribution plotted in Fig. 7. Therefore, in our case
δ is a very large number, which leads to the scaling
α(N) ∼ log(N). This scaling is displayed in the inset of

Fig. 10, showing a very good scaling collapse. Addition-
ally, as this represents an extreme value distribution aris-
ing from N independent random variables drawn from an
underlying distribution with a faster than power-law tail,
it is well described by a Gumbel distribution.

Previous studies have revealed that the average strain
required to create a first plastic event in amorphous solids
scales with the number of particles as 〈∆γ〉 ∼ Nα with
α < 0 [45]. Interestingly, this exponent decreases as the
temperature is decreased. However, the value of the ex-
ponent in the zero temperature (athermal) limit is very
small. Our study reveals that in the athermal limit, these
distributions display a logarithmic scaling with system
size.

VII. DISCUSSION

In this paper, we have derived exact probability dis-
tributions for the strains at which the first stress drop
events occur in disordered athermal crystals and verified
our predictions with comparisons to numerical simula-
tions. We demonstrated that the first stress drop event
in this system coincides with the first contact breaking
event and performed a detailed numerical as well as the-
oretical characterization of these events. This was made
possible through an exact mapping of the computation
of the cumulative distribution of strain to the computa-
tion of the volume of anNd-dimensional convex polytope.
For small numbers of defects Nd, we performed an exact
numerical computation of these Nd-dimensional convex
polytope volumes. We found a remarkable agreement be-
tween the distributions of strains where first stress drop
events occur, generated using this exact volume computa-
tion and the strain distributions obtained from direct nu-
merical simulations using athermal quasistatic strain. Fi-
nally, for large Nd, we derived the distribution of strains
at which the first plastic failure occurs, assuming that
individual contact breaking events are uncorrelated. We
demonstrated that this accurately reproduces distribu-
tions obtained from direct numerical simulations.

Our study along with previous studies [26, 27, 29] es-
tablishes the disordered crystal as a useful template sys-
tem for understanding the mechanical properties of disor-
dered athermal systems. This system enables us to com-
pute exact theoretical results and understand mechani-
cal properties of disordered athermal systems, which are
usually modeled through coarse grained phenomenologi-
cal descriptions [18]. The distribution of strains at which
stress drop events occur has been of significant interest in
several disordered systems, for example in the context of
amorphous solids as it determines whether the material
has a “pseudogap” with a non-zero θ exponent [21, 46, 47].
This distribution of stress drop events are known to be of
crucial importance in determining the stability and yield-
ing of amorphous solids [23, 24]. Our results at larger dis-
order, could provide a route towards understanding such
properties in generic disordered amorphous materials. It
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is also straightforward to extend our techniques to under-
stand the stability properties of such materials, subject
to other mechanical perturbations such as shear. Our
techniques can also be easily extended to near-crystalline
structures in three dimensions. Finally, it would be inter-
esting to extend the techniques developed in this paper,
such as linearized trajectories in configuration space en-
countering hypersurfaces representing contact-breaking
conditions [48], to understand the stability properties of
general amorphous packings.
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Appendix A: Details of the Green’s functions

Following Refs. [26–29], we expand the force law in
Eq. (2) to linear order and obtain the mechanical equi-
librium condition on each grain as

5∑
j=0

[∑
ν

Cµνij δr
ν
ij + Cµσij δσij

]
= 0, (A1)

where Cµνij and Cµσij are coefficients derived at linear or-
der. Due to the translation invariance of these coeffi-
cients, these equations can be solved exactly, yielding
the displacement fields

δrµ(~ri) =
∑
~rn

Gµ(~ri − ~rn)δσ(~rn). (A2)

The Green’s functions in real space is given by Gµ(~ri −
~rn) =

∑
~k e
−i~k.(~ri−~rn)G̃µ(~k), where Gµ(~k) is the Green’s

function in Fourier space. These can be expressed as

G̃µ(~k) = G̃µx(~k)Dx(~k) + G̃µy(~k)Dy(~k), (A3)

with the individual components

G̃xx(~k) = Γ1
R̃0

Γ1Γ2 − Γ2
3

,

G̃xy(~k) = Γ3
R̃0

Γ1Γ2 − Γ2
3

,

G̃yx(~k) = Γ3
R̃0

Γ1Γ2 − Γ2
3

,

G̃yy(~k) = Γ2
R̃0

Γ1Γ2 − Γ2
3

,

Dµ(~k) =

5∑
j=0

(1 + ei
~k.~r

(0)
ij )Cµσij .

(A4)

The functions Γ1, Γ2, Γ3 have the following forms

Γ1 =(−1 + 4R̃0) cos(kx) cos(ky)− 2(1− R̃0) cos(2kx)

− 6R̃0 + 3,

Γ2 =(−3 + 4R̃0) cos(kx) cos(ky) + 2R̃0 cos(2kx)

− 6R̃0 + 3,

Γ3 =
√

3 sin(kx) sin(ky).

Appendix B: Derivation of contact breaking
conditions

The condition for the contact between the ith and jth
particle that are neighbours (see Fig. 11 (b)) to be not
broken can be expressed as

|rij |2 < (σij)
2, (B1)

which can alternatively be expressed as

(x
(0)
ij + δxij)

2 + (y
(0)
ij + δyij)

2 < (σ
(0)
ij + δσij)

2. (B2)

Here {x(0)
ij , y

(0)
ij } are the relative displacements between

particles in the initial triangular lattice arrangement.
Considering terms up to linear order in the above in-
equality, we arrive at

R2
0 +

∑
µ=x,y

[
2r
µ(0)
ij

(
δrµij

)]
< 4σ2

0 + 4σ0δσij , (B3)

Next, we can express the relative distances between the
particles in the initial triangular arrangement as

x
(0)
ij = R0 cos(θ

(0)
ij ),

y
(0)
ij = R0 sin(θ

(0)
ij ),

(B4)

where θ(0)
ij are the relative angles in the initial triangular

arrangement (see Fig. 11 (a)). Next, the relative dis-
tance between nearest neighbours can be written using
Eq. (A2) as

δrµij =
∑
~rn

[Gx(~rj − ~rn)−Gx(~ri − ~rn)] δσ(~rn). (B5)

Substituting these values of δrµij in Eq. (B3) we arrive at

N∑
n=1

[
R0

σ0
cos(θ0

ij)(G
x
jn −Gxin) +

R0

σ0
sin(θ0

ij)(G
y
jn −Gyin)

−2(δin + δjn)] δσ(n) <

(
4σ2

0 −R2
0

2σ0

)
.

(B6)
Here Gµij = Gµ(~ri − ~rj) and δij ≡ δ~ri,~rj . As the ith and
jth particle are nearest neighbours, we can represent their
positions more conveniently as

~rn = ~r′,

~ri = ~r,

~rj = ~r + ~∆j ,

(B7)
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FIG. 11. (a) A schematic representation of the neighbourhood of a single particle in the initial overcompressed triangular lattice
configuration. (b) Relative displacements of two particles before and after energy minimization. (c) A schematic depiction of
a contact breaking event. The particles move a finite distance away as the contact is broken and the system settles into a new
energy minimum.

where ~∆j represents the fundamental translation vectors
of the triangular lattice (see Fig. 11). We can then re-
express Eq. (B6) using the above convention, which leads
to Eq. (15) and Eq. (16) in the main text.

Appendix C: Threshold strain and polydispersity

The 3N set of linear inequalities given in Eq. (18), com-
bined with the range of the disorder variables ζ(~r) deter-
mines the boundary of the Nd-dimensional phase space of
quenched disorder within which no contact is broken. A
schematic diagram of this region for the case with disor-
der in two particles is represented in Fig. 5. The bound-
ary of this region represents the locus of configurations
where a contact breaking event occurs for the first time.
Changing the value of η or ε changes the boundary con-
ditions provided in Eq. (18), which in turn change the
volume enclosed by these surfaces. All the surfaces de-
fined in Eq. (18) first enter the hypercube representing
the phase space of quenched disorder, when they inter-
sect the corners of the hypercube. These corners are
determined by the coordinates

{ζc} =
1

2
{±1,±1, ....,±1,±1}. (C1)

Before any contact is broken, the surface given in Eq. (18)
is closest to one of the corners of the hypercube. The
coordinates of the closest corner corresponding to the
contact breaking condition of the contact (~r, j) can be
determined as

{ζc}~r,j =
1

2
{sgnCj(~r, ~r1), sgnCj(~r, ~r2)..., sgnCj(~r, ~rN )}.

(C2)
We next use this identification to determine the strain
at which the first contact breaking event occurs, using

Eq. (18). We have

1

2

∑
~r′

sgn(Cj(~r, ~r
′))Cj(~r, ~r

′) =
1

2

∑
~r′

|Cj(~r, ~r′)| = z(η, ε∗).

(C3)
Therefore the solution to this equation determines the
threshold value of strain ε∗ before which no contact is
broken in the system for a fixed value of η. Next, as the
coefficients are exactly known, we can determine their
scaling numerically. We find

1

2

∑
~r′

|Cj(~r, ~r′)| = z(η, ε∗) = a+ b logN, (C4)

where a and b are constants that are independent of sys-
tem size. Since the underlying distributions of ζ have a
finite support, the minimum value of the strain ε∗ for any
contact to break for the first time can be obtained from
the above equation. We have

ε∗ =

(
1− R̃2

0

1 + R̃2
0

)
− η(a+ b logN)

2
(

1 + R̃2
0

) . (C5)

Alternatively, we can also determine the threshold value
of polydispersity below which no contact is broken at zero
strain (i.e. ε = 0). We have

η∗ =
4− (R0/σ0)2

a+ b logN
. (C6)

For a system of N = 256 particles, we find η∗ ∼ 0.0127.
In our numerical simulations, the range of polydispersi-
ties considered are larger than this value. Therefore it is
possible to encounter configurations at zero strain with
contacts broken in the system. However these events are
rare, and we do not observe them in the finite number of
samples we consider.
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Appendix D: Derivation of generalized Irwin-Hall
distribution

In this Appendix, we present a derivation of the gener-
alized Irwin-Hall distribution, which we use to derive the
distribution of strains at which the local contact breaking
conditions in Eq. (15) are violated. Let xi for i = 1, 2...N
be independent random variables, each being uniformly
distributed in the interval [ai, bi]. We are interested in
the distribution of a linear combination of these variables
z =

∑N
i=1 γixi. It is convenient to make a change of vari-

ables

Xi =
xi − ai
bi − ai

, (D1)

where the variables Xi are distributed in the interval
[0, 1]. We next consider the rescaled variable

T =

N∑
i=1

γiXi = z −
N∑
i=1

γiai
bi − ai

. (D2)

This variable has the following exact distribution [41, 42]

P (T ) =
1

(N − 1)!
∏N
i=1 γi

[
TN−1 −

N∑
s=1

(−1)s−1

N

dgs(T )

dT

]
,

(D3)
where

gs(T ) =
∑

1≤j1<j2<···<js≤N

(
f

(
T −

s∑
n=1

γjn

))N
, (D4)

and

f(x) = xΘ(x). (D5)

Finally, the distribution of the variable z can be obtained
using the above expression and Eq. (D2). The cumulative
distribution F (z) =

∫ z
−∞ P (z′)dz′ is given by

F (z) =
1

N !
∏N
i=1 γi

×(z − N∑
i=1

γiai
bi − ai

)N−1

−
N∑
s=1

(−1)s−1gs

(
z −

N∑
i=1

γiai
bi − ai

)
(D6)

In the main text, we have used the above expression to
compute the exact distributions of strain at which local
contact breaking conditions are violated for small system
sizes (N = 16), as shown in Fig. 7.

We can alternatively derive the probability distribution
of z using the underlying distributions of xi as follows

P (z) =

∫ N∏
i=1

dxip(xi)δ(z −
N∑
i=1

γixi). (D7)

~

FIG. 12. Variation of
∑N
i=1(Cj(~r, ~ri))

n with system size
(N). Here an = limN→∞

∑N
i=1(Cj(~r, ~ri))

n only depend on
the lattice structure and initial compression.

We use the Fourier space representation of the delta func-
tion to simplify the above expression, we have

P (z) =
1

2π

∫ ∞
−∞

dk

∫ N∏
i=1

dxip(xi)e
ik(z−

∑N
i=1 γixi)

=
1

2π

∫ ∞
−∞

dkeikz
N∏
i=1

[
sin(kγi/2)

kγi/2

]
=

1

2π

∫ ∞
−∞

dkeikzP̃ (k).

(D8)

We therefore obtain the Fourier transform of the required
distribution

P̃ (k) =

N∏
i=1

[
sin(kγi/2)

kγi/2

]
. (D9)

Next, taking a logarithm on both sides of above equa-
tion we arrive at

log P̃ (k) =

N∑
i=1

log

[
sin(kγi/2)

kγi/2

]
,

=

N∑
i=1

[
−
∞∑
n=1

αnγ
2n
i k2n

]
= −

∞∑
n=1

αn

[
N∑
i=1

γ2n
i

]
k2n,

(D10)
where

αn =
1

22n

 ∑
j,mod(n,j)=0

j

na
n/j
j

+

pt+qj=n∑
p,q,t,j

1

apt a
q
j

 ,
(D11)
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and

aj = (−1)j+1(2j + 1)!. (D12)

The distribution in Fourier space is therefore given by

P̃ (k) = lim
l→∞

P̃l(k) = lim
l→∞

exp

[
−

l∑
n=1

αn

(
N∑
i=1

γ2n
i

)
k2n

]
.

(D13)
Here P̃l(~k) is the approximation of the Fourier transform
considering l terms in the exponential.
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