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Abstract

Self-propelled rods are a facet of the field of active matter relevant to many physical systems

ranging in scale from shaken granular media and bacterial alignment to the flocking dynamics of

animals. In this paper we develop a model for nematic alignment of self-propelled rods interacting

through binary collisions. We avoid phenomenological descriptions of rod interaction in favor of

rigorously using a set of microscopic-level rules. Under the assumption that each collision results in

a small change to a rod’s orientation, we derive the Fokker-Planck equation for the evolution of the

kinetic density function. Using analytical and numerical methods, we study the emergence of the

nematic order from a homogeneous, uniform steady-state of the mean-field equation. We compare

the level of orientational noise needed to destabilize this nematic order and compare our results to

an existing phonomenological model that does not explicitly account for the physical collisions of

rods. We show the presence of an additional geometric factor in our equations reflecting a reduced

collisions rate between nearly-aligned rods reduces the level of noise at which nematic order is

destroyed, suggesting that alignment that depends on purely physical collisions is less robust.

I. INTRODUCTION

Interactions between self-propelled rods have been the subject of many studies on what

is known as active matter. These studies were motivated by attempts to understand in-

teractions of rod-shaped cells [1, 3, 4, 13, 34] and motor-driven filaments such as micro-

tubules [21, 27, 28]. How the mechanisms of rod interactions in such systems give rise to

self-organization is a fundamental question that continues to draw interest. For example,

mechanical interactions between the rods result in their local alignment and, under certain

conditions, the emergence of nematic order. These phenomena have been extensively studied

in the spirit of the alignment model of Vicsek et al. [29], see for example Chaté et al. [12],

Peruani et al. [11], Ginelli et al. [10], Bolley et al. [5], and Degond et al. [22]. Such models

typically assume the collective alignment of nearby rods through mean nematic current or

mean nematic orientation, also known as the director. However, the rules proposed in many

of these studies lack first-principle derivations.

∗ Corresponding author: mperepel@central.uh.edu
† Corresponding author: igoshin@rice.edu
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Boltzmann models of binary collisions provide a way to rigorously derive the form of

the collective alignment in scenarios where the rods interact primarily through physical

collisions rather than long range interactions. For example, binary collision models for polar

alignment of self-propelled particles were studied by Bertin et al. [8]. The authors obtained

a Boltzmann-type equation for rod number density which they reduced to a system of

macroscopic (hydrodynamic) equations for the first two moments of the number density. The

steady-states of the latter system were used to extract information about the phase transition

to an ordered phase. In the context of non-polar alignment, Hittmeir et al. [26] considered

a model for the alignment of myxobacteria, deriving a Boltzmann-type equation for the

cell motion, a closed system of macroscopic equations, and proving a number of analytical

results about the existence of solutions for these equations. Notably, this model was based on

instantaneous alignment from collisions regardless of the difference in orientations, and the

rules for collisions were structured to include reversals at the expense of nematic alignment.

Motivated by the mechanics of motion of Myxococcus xanthus [13, 19] and monolayers

of Bacillus subtilis [1, 14, 34], which mainly reorient through physical-contact interactions

, we consider a model for the collective behavior of self-propelled rods in which nematic

re-orientation occurs gradually over a series of sequential binary collisions. These can be

collisions between the same two rods or with others nearby. Our goal is to derive from

microscopic collision rules a tractable continuous-time equation governing the evolution of

the rods’ spatial distribution, which we can then use to obtain quantitative information

about the impact of density and noise parameters on self-organization. We assume that

each collision results in the re-orientation of rods by a certain amount, assumed to be small.

Thus, the change in a rod’s orientation over some time is the result of cumulative small

changes due to multiple collisions. The nematic alignment we consider differs from [26] in

this respect.

The paper is organized as follows. In section II, we derive an Enskog-type equation for

the rod number density and, in a certain asymptotic regime, the mean-field Fokker-Planck

equation. Our approach is similar to the treatment for grazing collisions of molecules in gas

dynamics [6]. We introduce an averaging type agent-based model that, at the macroscopic

level, is equivalent to the binary collision model (BC model). The Fokker-Planck model

obtained for the BC-model turns out to be similar to the heuristic liquid crystal model (LC

model) of Peruani et al. [11]. Our kinetic equation differs from the latter by a factor in the
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alignment rate that accounts for a decrease in collisions as cells become nematically aligned.

This naturally leads to the question of comparing qualitative and quantitative differences

between dynamics generated by these two models. We address this question in section IV

where we consider the stability of a spatially homogeneous steady state with a uniform

distribution of orientations for both alignment models augmented by diffusion (noise) in rod

orientation. Linear stability can be calculated explicitly, as was done in [11]. In section IV B

we discuss the nonlinear stability for the models of interest, using a numerical solver for

the nonlinear mean-field equations. We obtain parameter values for the phase transition to

a nematically ordered phase and compute steady-state orientation distributions for several

representative cases. Our findings show that self-propelled rods are less ordered in the BC

model compared to the LC model due to decreased chance of collisions between cells with

similar nematic orientations. Therefore, the transition to the disordered phase occurs at a

lower level of rotational noise.

II. BINARY COLLISION MODEL

A. Derivation of Boltzmann-type equation

We consider a collection of N rods moving on a square domain [0, L]× [0, L] with periodic

boundary conditions. Rods are rigid and move along their longer axes, with their midpoint

denoted by the coordinates x. Let l be the length of the rod with corresponding unit

orientation vector e. We denote the rod speed by v̄. In our model we assume that the

collision between a rod with orientation e = e(θ) = (cos θ, sin θ), which we call a θ-rod, with

a θ1-rod results in a nematic re-orientation of both rods, yielding in new angles θ∗, and θ∗1

according to the rule

θ∗ = θ + δφ(θ1 − θ),

θ∗1 = θ1 − δφ(θ1 − θ),
(1)

where φ(θ) is a π–periodic, odd function, positive on the interval (0, π/2) and negative on

the interval (π/2, π), and δ ∈ (0, 1) is small numeric parameter that controls the strength

of alignment. We are implicitly assuming here that δ is the result of rescaling φ to order

O(1). The function φ = sin(2θ) is a typical example with a microscopic interpretation

that we will use in section IV. We will assume that a collision between rods occurs when
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the head of one rod is in contact with the other (see Figure 1). We will assume that

interactions a predominantly binary and the contribution from simultaneous interaction of

more than two rods is negligible. We also allow for rods to overlap each other spatially. We

will refer to this model of alignment as a binary collision (BC) model. The probabilistic

description of alignment is based on the one-particle distribution function of rod positions

and orientations, f, with corresponding rod number density F (x, θ, t) = Nf(x, θ, t). As

collisions happen between pairs of particles, we will also need the 2-particle distribution

function f (2)(x, θ,x1, θ1, t) which stands for the density of the joint probability distribution

for a random pair of cells, and the corresponding function F (2)(x, θ,x1, θ1, t) = N(N −

1)f (2)(x, θ,x1, θ1, t), which stands for the number of pairs of cells (averaged over an ensemble)

when given two spatial regions and two sets of orientations.

We first must calculate the change in F = Nf due to collisions. The value of f at a

given orientation θ decreases when a θ-rod interacts with a θ1-rod (θ1 6= θ) (Figure 1a) and

increases when a θ∗-rod and a θ∗1-rod produce a θ-rod post-collision (Figure 1b). To describe

the latter we need to swap the roles of θ and θ∗ in (1), then use the system to find θ∗ in

terms of the pre-collision orientation θ∗1 as well as the given angle θ. First,

θ = θ∗ + δφ(θ∗1 − θ∗). (2)

It follows using substitution that θ∗1 − θ = θ∗1 − θ∗ − δφ(θ∗1 − θ∗). Denote the solution θ of

ω = θ − δφ(θ)

by ψδ(ω). Then, we compute

∂ωψδ = (1− δφ′(ψδ(ω)))−1, (3)

which shows that the inverse function ψδ exists when δ is sufficiently small. Given θ and an

arbitrary pre-collisional orientation θ∗1, we can determine the other pre-collisional orientation

θ∗ so that (θ∗, θ∗1) collision results in a θ-rod, given by

θ∗ = θ∗1 − ψδ(θ∗1 − θ). (4)

We now need to calculate the change in the number of rods over the time interval (t, t+

∆t), denoted by N∆f . We do this by splitting the change into decreasing and increasing

contributions ∆f = ∆−f −∆+f , with lim∆t→0(∆−f −∆+f)/∆t = (df
dt

)+ − (df
dt

)− = df
dt

, the
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total or Lagrangian derivative of f . This captures the total change in time of the given

quantity with respect to all variables that f depends on, and can alternatively be expressed

via the chain rule as

df

dt
= ∂tf +

2∑
i=1

∂xif
dxi
dt

+ ∂θf
dθ

dt
. (5)

In our context we have dθ
dt

= 0 and (dx1
dt
, dx2
dt

) = v̄(cos(θ), sin(θ)) due to our assumptions

about the self-propelled nature of the rods.

First, we approximate the number of rods within a given spatial region and orientation

range by Nf(x, θ, t)dx dθ. Figure 1a shows the geometry involved when calculating possible

collisions corresponding to loss with P1 and P2 as the parallelograms where collisions can

occur with a given rod. Figure 1b corresponds similarly to gain of cells with a given orienta-

tion with parallelograms P1 and P2. The magnitude of decrease in the number of rods with

orientation angle in (θ, θ+ dθ) in ∆t time equals the number of rods in this range times the

number of collisions, per rod, with another rod in (θ1, θ1 + dθ1). Since the differentials dx

and dθ ultimately drop out, we do keep track of them for these steps. The expected number

of collisions with rods in this range is given by summing the expected number of pairs where

the second rod is in P1 or P2. This is made formal by integrating the pairwise joint density

N(N − 1)f2 over these domains and over θ1.

N∆−f(x, θ, t) = N(N−1)

(∫ π

−π

∫
P1

f (2)(x, θ,x1, θ1, t) dx1dθ1 +

∫ π

−π

∫
P2

f (2)(x, θ,x1, θ1, t) dx1dθ1

)
,

(6)

where the parallelograms P1 and P2 are as in Figure 1.

To obtain a closed-form equation for f , we assume the equivalent of molecular chaos,

expressed as statistical independence of the pairwise joint distribution f (2) in terms of the

single particle distribution

f (2)(x, θ,x1, θ1, t) = f(x, θ, t)f(x1, θ1, t). (7)

This yields

∆−f(x, θ, t) = (N − 1)

∫ π

−π

(∫
P1

f(x, θ, t)f(x1, θ1, t) dx1 +

∫
P2

f(x, θ, t)f(x1, θ1, t) dx1

)
dθ1.

(8)

A change of variables from Cartesian x = (x1, x2) to an e(θ), e(θ1) coordinate system gives

an extra factor of | sin(θ1 − θ)| in the integrand, taking into account the relative nematic
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FIG. 1. Alignment geometry for a colliding rod changing from (A) or to (B) a given orientation

θ. A) Parallelogram P1 is formed by vectors le(θ) and v̄∆t e(θ1). Parallelogram P2 is formed by

vectors le(θ1) and v̄∆t e(θ). A θ–rod (solid arrow) re-orients to a different orientation (dotted

arrow) upon interaction with a θ1-rod from P1 or P2. θ1–rod re-orients by the same angle in the

opposite direction (dotted arrow). B) Same as A) but with a collision in P1 or P2 resulting in a θ

rod.

orientations when determining the collision frequency of two rods with orientations θ and

θ1. This is analogous to the collision factor derived in [32]. Since the length of integration in

the e(θ) direction is proportional to v̄∆t, by dividing both sides of (6) by ∆t and taking the

limit ∆t → 0, we obtain the magnitude of the negative contribution to the rate of change

of f(x, θ, t) over all possible θ1 as

(
df

dt

)−
= v̄(N − 1)

∫ π

−π

∫ l/2

−l/2
| sin(θ1 − θ)|f(x, θ, t)

(
f(x− l

2
e(θ1) + ze(θ), θ1, t)

+ f(x +
l

2
e(θ) + ze(θ1), θ1, t)

)
dzdθ1, (9)

where z is the variable of integration in the e(θ1)-direction.

Similarly, the increase N∆+f can be expressed using the expected number of collisions

for a rod in (θ∗, θ∗+ dθ∗) with a (θ∗1, θ
∗
1 + dθ∗1)-rod in ∆t time such that the result is a rod in

(θ, θ + dθ). For this derivation, we need to proceed carefully, taking into consideration the

relationship between θ, θ∗, and θ∗1. In particular we need use the mapping (4) between θ and

θ∗ when relating f(x, θ, t)dx dθ to (f(x, θ∗, t)dx dθ∗)(f(x1, θ
∗
1, t)dθ

∗
1). Since the differential

dx again drops out by the end, we do keep track of it. As in the previous case, there are
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two types of collisions depending on whether θ∗1 ∈ P1 or θ∗1 ∈ P2 (see Figure 1b):

∆+f(x, θ, t)dθ = − (N − 1)

∫ π

−π

(∫
P1

f(x, θ∗, t)dθ∗f(x1, θ
∗
1, t) dx1

+

∫
P2

f(x, θ∗, t)dθ∗f(x1, θ
∗
1, t) dx1

)
dθ∗1. (10)

Using (4) and (3) at ω = θ∗1 − θ, we find

dθ∗ = ψ′δ(θ
∗
1 − θ)dθ = (1− δφ′(ψδ(θ∗1 − θ)))−1dθ. (11)

Note that θ and θ∗1 are independent, so dθ in (10) subsequently drops out. We then obtain

the positive rate term in the limit ∆t→ 0 as(
df

dt

)+

= v̄(N − 1)

∫ π

−π

∫ l/2

−l/2
ψ′δ(θ

∗
1 − θ)| sin(ψδ(θ

∗
1 − θ))|f(x, θ∗, t)×(

f(x− l

2
e(θ∗1) + ze(θ∗), θ∗1, t) + f(x +

l

2
e(θ∗) + ze(θ∗1), θ∗1, t)

)
dzdθ∗1. (12)

Finally, using that the total derivative of f can be expressed as ∂tf + v̄e ·∇xf , we get

the kinetic equation

∂tf + v̄e(θ) ·∇xf

= (N − 1)v̄

∫ π

−π

∫ l/2

−l/2
ψ′δ(θ

∗
1 − θ)| sin(ψδ(θ

∗
1 − θ))|f(x, θ∗, t)

(
f(x− l

2
e(θ∗1) + ze(θ∗), θ∗1, t)

+ f(x +
l

2
e(θ∗) + ze(θ∗1), θ∗1, t)

)
dzdθ∗1

− (N − 1)v̄

∫ π

−π

∫ l/2

−l/2
| sin(θ∗1 − θ)|f(x, θ, t)

(
f(x− l

2
e(θ∗1) + ze(θ), θ∗1, t)

+ f(x +
l

2
e(θ) + ze(θ1), θ∗1, t)

)
dzdθ∗1. (13)

Note that we also changed the notation from θ1 to θ∗1 in the last integral to match variables

of integration. We will take care of the remaining occurrences of θ∗ in the next section’s

asymptotics.

B. Asymptotic expansion and mean-field derivation

Let T = L
v̄

be the characteristic time scale associated with traversing the domain length

L. We scale the variables by

x̃ =
x

L
, t̃ =

t

T
, f̃(x̃, θ, t̃) = L2f(x, θ, t). (14)
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The kinetic equation scales accordingly and takes the following form (with a slight abuse of

notation, we keep using the old notation x, t, f for the new variables x̃, t̃, f̃).

∂tf + e(θ) ·∇xf

= (N − 1)

∫ π

−π

∫ l/(2L)

−l/(2L)

ψ′δ(θ
∗
1 − θ)| sin(ψδ(θ

∗
1 − θ))|f(x, θ∗, t)

(
f(x− l

2L
e(θ∗1) + ze(θ∗), θ∗1, t)

+ f(x +
l

2L
e(θ∗) + ze(θ∗1), θ∗1, t)

)
dzdθ∗1

− (N − 1)

∫ π

−π

∫ l/(2L)

−l/(2L)

| sin(θ∗1 − θ)|f(x, θ, t)

(
f(x− l

2L
e(θ∗1) + ze(θ), θ∗1, t)

+ f(x +
l

2L
e(θ) + ze(θ1), θ∗1, t)

)
dzdθ∗1. (15)

Assuming small δ, we introduce the series approximations

θ∗ = θ − φ(θ∗1 − θ)δ +O(δ2), (16)

ψ′δ(θ
∗
1 − θ) = 1 + φ′(θ∗1 − θ)δ +O(δ2), (17)

ψδ(θ
∗
1 − θ) = (θ∗1 − θ) + φ(θ∗1 − θ)δ +O(δ2), (18)

f(x, θ∗, t)− f(x, θ, t) = ∂θf(x, θ, t)(θ∗ − θ) +O((θ∗ − θ)2) (19)

= − φ(θ∗1 − θ)∂θf(x, θ, t)δ +O(δ2).

Additionally, for any continuous function G(θ), we can expand∫ π

−π
| sin(ψδ(θ

∗
1 − θ))|G(θ∗1) dθ∗1

=

∫ π

−π
(| sin(θ∗1 − θ)|+ sign (sin(θ∗1 − θ)) cos(θ∗1 − θ)φ(θ∗1 − θ)δ)G(θ∗1) dθ∗1

+O(δ2) sup |G(θ)|. (20)

Finally, we can expand f in powers of l/L to get

f(x− l

2L
e(θ∗1) + ze(θ∗), θ∗1, t) = f(x, θ∗1, t) +O(lL−1). (21)

Substituting all these expansions into the kinetic equation (15), we derive the asymptotic

relation

∂tf + e(θ) ·∇xf = − (N − 1)lδ

L
∂θ

(
f(x, θ, t)

∫ π

−π
| sin(θ∗1 − θ)|φ(θ∗1 − θ)f(x, θ∗1, t) dθ

∗
1

)
+O

(
NlL−1δ2

)
+O

(
Nl2L−2δ

)
. (22)
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To finalize the model, we postulate two hypotheses. The first is that the strength of

alignment per collision, δ, is small and that NlδL−1 is non-vanishing and finite. Since

NlδL−1 = (NL−2)(Ll)δ, which can be interpreted as the average number of collisions when

traveling the domain length multiplied by the maximum change per collision, this condition

implies that many small changes in a rod’s orientation accumulate to a finite magnitude.

In this case δ is inversely proportional to the number of rods in a narrow band of width

l. The second hypothesis is a macroscopic limit assumption: lL−1 is small and the number

of rods, N, is large. Under these hypotheses, the leading order approximation of (22) is a

mean-field, Fokker-Planck equation

∂tf + e(θ) ·∇xf + κ∂θ

(
f(x, θ, t)

∫ π

−π
| sin(θ1 − θ)|φ(θ1 − θ)f(x, θ1, t) dθ1

)
= 0, (23)

where

κ =
Nlδ

L
, (24)

δ, l/L � 1 and N � 1. Note that unlike what one might expect, κ is not invariant to

parameter changes that keep the mean density N/L2 fixed. This is due to the time rescaling

being proportional to L. If we double L and keep the mean density fixed, κ doubles as well,

but this is a reflection of one unit of time, and the average number of collisions a rod would

undergo in that time interval, also doubling. However, our phase transition results in the

next sections are independent of any scaling that keep the mean density fixed.

In the derivation of the kinetic equation we assumed that δ is small while Nlδ
L

is finite.

We would like to describe two model scenarios in which these assumptions can be justified.

The first situation is a statistical black box approach. Suppose that one has a limited

information about the precise mechanism of alignment of self-propelled rods, except that

a: alignment is nematic and collisions are mostly binary; and b: the change of angles in

collisions is proportional to the angle between interacting cells. Suppose that statistical

analysis of an experiment reveals that there is some characteristic length L such that when

the average angle between cell orientations is θ0, the changes of cell orientation over distance

L are proportional to θ0. Estimating the average number of collisions over distance L as Nl
L
,

one can formulate an effective law that each binary interaction changes a cell angle by the

amount δθ0, so that

Nl

L
δθ0 ≈ θ0,
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which leads to the smallness of δ when Nl/L� 1, i.e. the number of collisions per length L

is large. The other situation, perhaps less applicable to the motion of myxobacteria but still

of sufficient interest, is the case when the time of the contact of cells in collisions is short

and the torque generated during the collision is finite. For example, bacteria could be able

to crawl over one another without fully aligning. In this case, δ can be taken proportional

to the time of interaction, and L to be the distance over which changes in orientations are

of finite magnitude.

C. Alignment to mean nematic orientation

In what follows, we replace the factor N − 1 in (24) with N since both have the same

asymptotic behavior for N � 1. Following [11], we choose the alignment function to be

φ(θ) = sin(2θ). This functional form is commonly used and is related to frictional force

balance, commonly found in environments at low Reynolds’ number that bacterial cells

experience. It can be derived in different contexts, such as bacterial alignment in a colony

due to growth [2]. In our case it comes from the force a colliding rod receives perpendicular

to its orientation, proportional to sin(θ) cos(θ), from opposing frictional forces generated by

the second rod.

With this choice, one can introduce a local mean nematic orientation and (23) can be

interpreted as a continuous alignment to such mean orientation. The mean orientation is,

in general, is specific for each rod, i.e. it depends on θ through the rate of collisions with

other rods. Indeed, we can write∫ π

−π
| sin(θ1 − θ)|φ(θ1 − θ)f(x, θ1, t) dθ1 = Im

∫ π

−π
| sin(θ1 − θ)|e2i(θ1−θ)f(x, θ1, t) dθ1

= Im

[
e−2iθ

∫ π

−π
| sin(θ1 − θ)|e2iθ1f(x, θ1, t) dθ1

]
= |J| sin(2(Θ− θ)), (25)

where

J(x, θ, t) =

∫ π

−π
| sin(θ1 − θ)|e2iθ1f(x, θ1, t) dθ1, (26)

is a mean nematic current, with polar angle 2Θ(x, θ, t) defined by the condition:

e2iΘ = |J|−1

∫ π

−π
| sin(θ1 − θ)|e2iθ1f(x, θ1, t) dθ1, (27)

or equivalently as an angle such that∫ π

−π
| sin(θ − θ1)| sin(2(θ1 −Θ))f(x, θ1, t) dθ1 = 0. (28)
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The kinetic equation in this case is

∂tf + e(θ) ·∇xf + κ∂θ (f |J| sin(2(Θ− θ))) = 0. (29)

The discussion of similar models based on the mean nematic current can be found in Chaté

et al. [12], Ginelli et al. [10] and Degond et al. [22].

III. AGENT-BASED MODELS OF ALIGNMENT

In this section we describe a simplified agent-based model that can be used in Monte

Carlo simulations to obtain suitable approximate solutions of (23). In this model we do not

need to trace pairwise interactions of rods, but instead use a more computationally efficient

method of accumulating alignments over a neighborhood of a rod. While this is the approach

often take for phenomenological models of alignment, we use the form of the mean nematic

current we derived from microscopic rules in previous sections to help ensure consistency.

Consider an agent-based model of N rods moving on square domain with side length L with

periodic boundary conditions. Let the positions of rod centers {xi} and orientation angles

{θi} evolve according to the ODEs

dxi
dt

= v̄e(θi),

dθi
dt

= γa
∑

|xi−xj |≤R

| sin(θj − θi)| sin(2(θj − θi)) +
√

2Dξi(t), i = 1..N,
(30)

where γa > 0 is the strength of alignment, R is the interaction radius, D is the rotational

diffusivity (diffusion coefficient), and {ξi(t)}i=1..N is the vector of independent whites noises.

The above model is closely related to a model of nematic alignment of self-propelled particles

by Peruani et al. [11] that was built on the geometry of alignment of liquid crystals. In

particular it assumes only angular diffusion so that rods move with constant velocity. We

will refer to the model of Peruani et al. [11] as the LC-model of alignment. The difference

between the two models is a factor | sin(θj − θi)| in the rate of alignment.

We would like to determine ranges of values of γa and R such that the agent-based model

(30) corresponds to BC-model from the last section. To this end we compare (23) to the the

mean-field equation describing the dynamics of the probability density distribution function

f for model (30). Following [11], the latter can be expressed as a Fokker-Plank equation

∂tf + v̄e(θ) ·∇xf + γaN∂θ (VR(θ)f(x, θ, t)) = D∂2
θf, (31)
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with angular transport velocity

VR(θ) =

∫
|x1−x|<R

∫ π

−π
| sin(θ1 − θ)| sin(2(θ1 − θ))f(x1, θ1, t) dθ1dx1,

found by rewriting the function underlying rate of change in angle due to collisions∑
|xi−xj |≤R | sin(θj − θi)| sin(2(θj − θi)) in (30) as a local integral with the number den-

sity F = Nf , then factoring out N . D > 0 is the rotational diffusion coefficient from the

rotational noise in the agent based model.

Finally, rescaling x, t, and f with (14) yields

∂tf + e(θ) ·∇xf +
γaNL

v̄
∂θ
(
VR/L(θ)f(x, θ, t)

)
=
DL

v̄
∂2
θf. (32)

The additional local integration over a region |x1 − x| < R
L

in VR/L differs from our model

(23), but they can be matched with a simple series expansion for f(x, θ, t). Assuming

R
L
� 1, we can expand f(x1, θ, t) in a power series f(x, θ, t)+O(R/L) around x analogously

to section II, yielding to first order

∂tf + e(θ) ·∇xf

+
γaNL

v̄

πR2

L2
∂θ

(
f(x, θ, t)

∫ π

−π
| sin(θ1 − θ)| sin(2(θ1 − θ))f0(x, θ1, t) dθ1

)
=
DL

v̄
∂2
θf. (33)

Note that in terms of parameters, (23) corresponds to model (33) when R
L
� 1 in such a

way that NR2L−2 remains constant and

κ = π
γaN

v̄

R2

L
, (34)

from which we find that the rate of alignment γa and interaction radius R are functionally

dependent:

γaR
2 =

lv̄δ

π
. (35)

IV. STABILITY OF A HOMOGENEOUS UNIFORM STEADY STATE

A. Linear stability

Consider the mean-field equation (23) with added diffusion in orientation:

∂tf + e(θ) ·∇xf + κ∂θ

(
f(x, θ, t)

∫ π

−π
| sin(θ1 − θ)|φ(θ1 − θ)f(x, θ1, t) dθ1

)
= µ∂2

θf, (36)
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where µ > 0 is a non-dimensional diffusion coefficient. Following [11], we consider the

problem of stability in the space of spatially homogeneous solutions f(x, θ, t) = g(θ, t). The

BC-model’s equation for g is

∂tg + κ∂θ

(
g

∫ π

−π
| sin(θ1 − θ)| sin(2(θ1 − θ))g(θ1, t) dθ1

)
= µ∂2

θg. (37)

The function g0 = 1/(2π) is a steady-state solution of (37). By introducing the perturbation

from steady state g = g0 + εg1 and by linearizing equation (37) around g0, we obtain

∂tg1 +
1

2π
∂θ

(∫ π

−π
| sin(θ1 − θ)| sin(2(θ1 − θ))g1(θ1, t) dθ1

)
= η∂2

θg1, (38)

with the rescaled viscosity coefficient η = µ
κ
. Equation (38) admits solutions in the form

g1 = eλteinθ, n ∈ Z, (39)

provided that

λ =
αn
π
− ηn2, (40)

where iαn is the eigenvalue corresponding to the eigenfunction einθ of the operator I[g] =∫ π
−π | sin(θ1 − θ)| sin(2(θ1 − θ))g(θ1, t) dθ1. For all odd n, αn=0, and for even n,

αn = 2n

(
1

(n− 1)(n+ 1)
− 1

(n− 3)(n+ 3)

)
. (41)

Among these values, only α2 = 32/15 is positive. Thus, when η < ηc = 8
15π
, perturbations

of the constant steady state g0 will grow in the direction of sin(2(θ − θ0)), for some θ0. For

comparison, see [11], we recall that for the LC-model the critical value is ηc = 0.25. Equation

(37) can be used to show that asymptotically, for η close to ηc, the steady-state amplitude

of perturbations is of order (ηc − η)1/2, i.e.

g(θ) ≈ g0(θ) + c0(ηc − η)
1
2 sin(2(θ − θ0)). (42)

The stability condition η < ηc can be written in terms of parameters of the agent-based

model as a balance between the diffusivity, the density, and the strength of alignment:

D >
8

15

N

L2
(γaR

2). (43)

In the linear case the instabilities grow without bound. The nonlinear equation however

will take the perturbations to a well defined steady state, which we compute by solving (37)

numerically in section IV B.
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B. Nonlinear stability

1. Numerical scheme

Equation (37) can be schematically written as

∂tg + ∂θ (eg) = η∂2
θg, (44)

where the velocity e ≡ e(θ, g, t) is computed using a nonlocal integral operator. We use an

operator-splitting method to numerically integrate equations of his type. Thus, the advection

and the diffusion parts of this equation are integrated using different discretizations. The

diffusive part is integrated numerically using a standard central finite-difference scheme. We

use the local Lax-Friedrichs method from LeVeque [24] for the advection part. In particular,

if we consider the wave equation written in flux form ∂tg + ∂θF = 0 (where F ≡ eg), then

we use following numerical method to advance the solution during one time-step

gj+1
k = gjk −

∆t

∆θ
[Fk+1/2 − Fk−1/2] (45)

where gjk = g(k∆θ, j∆t) and numerical fluxes are given by

Fk+1/2 =
1

2
(vkg

j
k + vk+1g

j
k+1)− λi+1/2(gjk+1 − g

j
k) (46)

with vk = v(k∆θ, j∆t) and

λi+1/2 = max(|vk|, |vk+1|)/2. (47)

We use N = 400 points for the discretization and ∆t = 2.5×10−3 in all simulations. We also

verified our simulations with N = 800 and ∆t = 6.25× 10−4 for several selected simulations

(several different initial conditions) and did not observe any significant difference between

simulations with low and high resolutions. Thus, we can conclude that simulations with

N = 400 and ∆t = 2.5 × 10−3 are well-resolved and the numerical diffusion due to the

Lax-Friedrichs discretization of the advection part is not significant.

2. Numerical simulations

We used the above numercal scheme to obtain solutions of equation (37) and study it’s

dependence on the diffusitivity parameter η = µ
κ
. For initial data we selected 104 random
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FIG. 2. Evolution of g(θ, t) to a steady state in ustable regime. The result of numerical simulation

of equation (37) at times t = 0, 10, 13, 25 starting from random initial data. By time t = 25 the

numerical solution reaches the steady state.

orientations from the uniform distribution on the interval [−π, π]. The PDF was binned

on the mesh in the θ variable, with bin width ∆θ. Figure 2 shows the result of one such

simulation in the unstable regime, when the solution converges to a non-uniform steady state

(the plot corresponding to t = 25). We preformed the comparison of numerical solutions of

(37) with the numerical solutions of the liquid crystal model. Figure 3 shows the difference in

steady states obtained from both models starting from the same initial data for two different

levels of noise. For lower noise levels, the BC solution reaches a less ordered state due to

the presence of the factor | sin(θ1 − θ)| in the rate alignment, which decreases the alignment

strength among rods. Increasing the noise to the regime where the binary collision model

is completely disordered but the liquid crystal model is not, we see the latter is perturbed

from the uniform state in the direction of the mode sin(2(θ − θ0)) for some phase θ0.

Figure 4 shows the phase transition in the nematic order parameter S(t) = |S(t)|, where

S(t) =

∫ π

−π
e2iθg(θ, t) dθ, (48)

is a function of diffusivity coefficient η = µ
κ

for both the BC and the LC models. In

these figures, S was computed when the solution reached the steady state, and the average
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FIG. 3. Steady states according to binary collision (BC) model and liquid crystal (LC) model.

Figure shows plots of function g(θ, t) at time t when the solutions reach steady states, according

to the numerical simulation of equation (37) and the corresponding equation for the liquid crystal

model. The solutions start with the same random initial data. Left: η = 0.05, Right: η = 0.2.
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FIG. 4. Nematic order parameter S as function of diffusivity η. Figure shows nematic order S at

the steady states, computed numerically, averaged over 20 different simulations with random initial

data, when η ranges from 0.02 to 0.3 with an increment of 0.02. Dotted lines mark the critical

diffusivites for the corresponding linear models.
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was taken over 1000 distinct solutions with the initial data corresponding to 104 rods with

orientations randomly selected uniformly in the interval [−π, π]. In the ordered regime, the

nematic order is stronger in LC model for the same value of η, while for both models the

nematic order decreases at approximately the same rate at the phase transition.

V. DISCUSSION

We have developed an approach to modeling interactions of self-propelled rods from a set

of microscopic collision rules. Using a Boltzmann-like framework [6], we derived a mean-field

model under the assumption that binary collisions are the dominant type of interaction, and

that a collision result in a small change in a rod’s orientation. We show for a common

choice of the alignment function that the resulting Fokker-Planck equation can be matched

to commonly-used mean-field models assuming alignment of rods in a local neighborhood

[11], albeit with a modified alignment function. These models have an additional second-

order term from added rotational diffusion. Restricting to spatially homogeneous solutions,

we calculate both analytically and numerically when the constant solution with a uniform

distribution in orientation space becomes unstable, resulting in the emergence of nematic

order.

Our approach differs from standard treatments for this type of phenomenon [8, 10–12].

We avoid as much as possible postulating phenomenological rules for how rods align, in-

stead using first principles to derive the form of the mean nematic current, which is a

purely local quantity spatially. In particular, our nematic current has an additional factor

of | sin(θ2 − θ1)| that takes into account the geometry of collisions. In particular, it accounts

for a decrease in the collision rate between rods with similar nematic orientations θ1 and θ2,

as those rods are closer to being parallel with each other and less likely to collide. Further-

more, we show that this additional factor does not change the functional form of the phase

transition measured via the nematic order parameter S, but does notably raise the densities

and lower rotational noise levels at which the transition occurs. The physical interpretation

is that a decrease in collisions between rods with similar nematic orientation will decrease

the total rate of alignment in the population and make it more susceptible to noise. As such,

a higher density or lower rotational diffusion is needed to produce the phase transition to

an ordered state.
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As a final note on our modeling approach, our treatment of δ as a small parameter from

rescaling φ is not needed under conditions where rods are locally aligned. The function φ

will naturally be small in such situations assuming the change in orientation on collision

is small for small differences in angles, as a large discontinuity at φ(0) would imply rods

actively repel each other when nearly aligned. This suggests our model can be used to

analyze situations where the change is angle per collision is not necessarily small, but rods

are locally aligned into streams or clusters.

The alignment of active particles can be generated by two general mechanisms. The

first is interactions at a distance. These can be through hydrodynamic interactions, e.g.

alignment through long range interactions via forces in a medium [9, 17, 25], or through

more general flocking interactions [30, 31]. The second is short-ranged physical interactions,

such as the type we considered in this paper. They depend on the physical geometry of the

particles under consideration, arise from physical collisions, and often appear when modeling

granular media [16, 20] or biological phenomena. These phenomena range in scale, but are

generally found on either the macromolecular scale when considering interaction of biological

filaments [21, 27, 28] or cellular populations [1–3, 7, 13, 18]. At larger scales, organisms’

sensory organs tend to result in longer-ranged interactions.

The effect the presence our geometric factor has on the influence of level of noise has some

interesting implications for active nematics. Since it lowers the threshold at which nematic

order is destroyed, this suggesting that systems that depend on purely physical collisions to

align are less robust to effects that introduce noise into the rods’ orientations. In the context

of cellular interactions, this could influence emergent behaviors such as swarming [1, 14] or

aggregation [7, 15, 23] that often depend on some manner of cellular alignment. The noise

itself could come externally such as from heterogeneity or external forces in the medium the

cells are interacting with, or from internal noise coming from the biochemistry of the cell.

In either case, having an alternative alignment mechanism that acts at at longer range, such

as through hydrodynamic forces or by actively shaping the environment through the use of

an extracellular matrix or biofilm [3, 18, 33], provides a greater level of robustness for when

alignment is desired.
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Muñoz, and Juana Pérez. Myxobacteria: Moving, killing, feeding, and surviving together.

Front Microbiol, 7:781, 2016.

[20] Vijay Narayan, Sriram Ramaswamy, and Narayanan Menon. Long-Lived Giant Number Fluc-

tuations in a Swarming Granular Nematic. Science, 317(5834):105–108, July 2007.

[21] F. J. Ndlec, T. Surrey, A. C. Maggs, and S. Leibler. Self-organization of microtubules and

motors. Nature, 389(6648):305–308, September 1997.

[22] Degond P, Manhart A, and Yu H. A continuum model for nematic alignment of self-propelled

particles. Discrete Contin. Dyn. Syst. Ser. B, 22:1295–1327, 2017.

[23] Fernando Peruani, Jörn Starruß, Vladimir Jakovljevic, Lotte Søgaard-Andersen, Andreas

Deutsch, and Markus Bär. Collective Motion and Nonequilibrium Cluster Formation in

21



Colonies of Gliding Bacteria. Phys. Rev. Lett., 108(9):098102, February 2012.

[24] LeVeque R. Finite Volume Methods for Hyperbolic Problems. Cambridge University Press,

2002.

[25] Ingmar H. Riedel, Karsten Kruse, and Jonathon Howard. A Self-Organized Vortex Array of

Hydrodynamically Entrained Sperm Cells. Science, 309(5732):300–303, July 2005.

[26] Hittmeir S, Kanzler L, Manhart A, and Schmeiser Ch. Kinetic modelling of colonies of

myxobacteria. Math Models and Methods in Applied Sciences, 14:1–24, 2021.

[27] Volker Schaller, Christoph Weber, Christine Semmrich, Erwin Frey, and Andreas R. Bausch.

Polar patterns of driven filaments. Nature, 467(7311):73–77, September 2010.

[28] Yutaka Sumino, Ken H. Nagai, Yuji Shitaka, Dan Tanaka, Kenichi Yoshikawa, Hugues Chaté,
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FIG. 5. Rate of decay of the nematic order parameter S as function of diffusivity η for η < ηc.

Red dashed line corresponds to the fit log(S) ∼ 0.5 log(ηc − η). Note that log(ηc − η) ≈ −4.5

corresponds to η = 1.6.
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