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The interaction of a high-frequency laser with plasma in the presence of an inhomogeneous external
magnetic field has been studied here with the help of Particle-In-Cell (PIC) simulations. It has been
shown that the laser enters the plasma as an extraordinary wave (X-wave), where the electric field
of the wave oscillates perpendicular to both the external magnetic field and propagation direction
and as it travels through the plasma, its dispersion property changes due to the inhomogeneity of
the externally applied magnetic field. Our study shows that the X-wave’s electromagnetic energy
is converted to an electrostatic mode as it encounters the upper-hybrid (UH) resonance layer. In
the later stage of the evolution, this electrostatic wave breaks and converts its energy to electron
kinetic energy. Our study reveals two additional processes involved in decay of the electrostatic
mode at the UH resonance layer. We have shown that the energy of the electrostatic mode at
the upper-hybrid resonance layer also converts to a low-frequency lower-hybrid mode and high-
frequency electromagnetic harmonic radiations. The dependence of energy conversion processes on

the gradient of the external magnetic field has also been studied and analyzed.

I. INTRODUCTION

The absorption of electromagnetic (EM) energy by
plasma particles has remained as one of the most im-
portant research areas in the context of laser-plasma in-
teraction [1]. Such research is not only of fundamen-
tal interests, but also has many applications concern-
ing inertial confinement fusion [2-4], particle acceleration
schemes [5-11], generation of x-ray [12, 13] and gamma-
ray sources [14], laboratory astrophysics [15], electromag-
netic localized structures [16-22], magnetic field genera-
tion [23-26]. In most of these applications, the conver-
sion of EM energy of the incident laser to kinetic en-
ergy of plasma particles is essential. There exists many
well known mechanisms e.g., electron-plasma resonance
absorption [27-29], vacuum heating [30], sheath-transit
absorption [31, 32], and J x B mechanism [33] to heat
plasma particles by an intense laser pulse. The first three
processes will not work in the case of normal incidence,
as in that case, there is no laser electric field component
along the direction of the density gradient. The Jx B
mechanism is valid even in the case of normal incidence,
but the intensity of the laser should be very high such
that the Lorentz force due to the laser magnetic field can
no longer be neglected. These energy absorption pro-
cesses are well explored and require no external magnetic
field. However, the presence of an external magnetic field
introduces a rich variety of dynamics in the interaction
process [34-37]. While the laser can not penetrate an
unmagnetized overdense plasma, it can propagate inside
the bulk region of the magnetized plasma. Thus, the
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presence of an external magnetic field may lead to new
unexplored mechanisms related to particle heating in the
context of laser-plasma interaction.

One of the most efficient mechanisms for electron heat-
ing in a magnetized plasma is the electron-cyclotron-
resonance (ECR) [38]. The ECR heating can occur at dif-
ferent EM wave propagation angles and polarizations in
the presence of an external magnetic field. In this mech-
anism, the energy is transferred to plasma particles by
cyclotron absorption of the excited waves near harmon-
ics of the ECR. This technique is widely used for heat-
ing purpose in fusion plasmas [39-41], plasma thruster
[42], along with others. Upper-Hybrid (UH) wave, which
propagates perpendicular to the external magnetic field,
can also be used as an effective tool for plasma heating
[43]. In this case, the resonance frequency is the upper
hybrid frequency (wyy), where Lorentz force is responsi-
ble for the coupling between electromagnetic and electro-
static components of the field. The wave energy is then
transferred irreversibly to plasma particles via collisions
or wave-particle interactions near UH resonance. There
have been theoretical [44-46], as well as experimental
[47-50] works reported where incident microwave energy
was absorbed by plasma particles at the UH resonance
layer. Lin et al., [44] reported the parametric decay of
an X-wave at the UH resonance layer to upper-hybrid
oscillations and a lower-hybrid mode. Computer simula-
tion results of plasma heating from upper-hybrid mode
conversion process were also reported by Lin et al. [45].
Their study predicted that the energy of an obliquely in-
cident microwave could be absorbed via wave breaking
and the electron cyclotron heating induced by paramet-
ric instability. Particle-in-cell simulations of the mode
conversion and parametric decay instabilities at the up-
per hybrid layer in magnetically confined fusion plasmas
have also been reported in later studies [51, 52]. Para-
metric decay instability near the upper hybrid resonance



in magnetically confined fusion plasmas was studied the-
oretically by Hansen et al. [53]. Bryers et al. [54] re-
ported the study of parametric instabilities in the con-
text of ionospheric plasma experiments. The excitation
of upper-hybrid waves by a thermal parametric instabil-
ity characterized by a four-wave interaction was reported
by Lee et al. [55]. Theoretical study of the nonlinear ef-
fects concerning the three-wave decay interaction of an
extraordinary wave propagating along the density gradi-
ent of the plasma was reported by Sharma et al. [56].

So far, UH resonance heating in the context of laser-
plasma interaction has not been explored in detail. It is
mainly because a very high magnetic field is required to
magnetize the electrons on the time-scale of the incident
laser frequency. This high requirement will be fulfilled in
the near future as recent work by Nakamura et al. [57] re-
ported to have a record of 1200 Tesla laboratory magnetic
fields. Thus, it is just a matter of time before the exper-
imental study of UH resonance heating in the context of
laser-plasma interaction will be feasible. However, there
are some earlier works on the UH wave reported in the
context of laser-plasma interaction. Upper-hybrid reso-
nance absorption of laser radiation in a magnetized inho-
mogeneous plasma was studied theoretically by Grebogi
et al. [58]. Kitagawa et al. [59] reported an experimental
study on the upper-hybrid resonance absorption of CO»-
laser under a self-generated magnetic field in the plasma.
Sodha et al. [60] reported the excitation of UH waves
by a Gaussian EM beam, taking into account the non-
linear ponderomotive force. A theoretical study on the
wave-breaking phenomenon of relativistic upper-hybrid
(UH) oscillations in a cold magnetoplasma was reported
by Maity et al. [61]. They also studied the breaking of
linear and nonlinear electrostatic UH oscillation due to
the phase mixing in the presence of an inhomogeneous
external magnetic field [62]. Computer simulations of
upper hybrid and electron cyclotron resonance heating
using a relativistic electromagnetic particle code were re-
ported by Lin et al. [46]. Their study showed that the
energy of an obliquely incident X-wave with a large angle
of incidence converts into electrostatic Bernstein waves
at the upper-hybrid resonance layer. In all the previous
studies, detailed analysis and characterization of energy
conversion processes from an X-wave propagating in an
inhomogeneous external magnetic field were not explored
thoroughly.

In the present study, we have studied the propagation
characteristics of an X-wave in a space varying external
magnetic field (By) using PIC simulations. In our simu-
lations, the laser was considered to be incident normal to
the plasma surface, and intensity was chosen such that
relativistic effects can be neglected. It has been shown
that as the laser enters inside the plasma, it follows the
X-wave dispersion relation. The energy conversion pro-
cesses from the X-wave to an electrostatic oscillation and
eventually to the electron kinetic energy in the vicinity
of the UH resonance layer (w; = w,y) have been investi-
gated. In our study, we have also observed that at the

resonance layer, electrostatic upper-hybrid oscillations
break and convert their energy to particle kinetic energy.
Additionally, we have also observed that some parts of
the X-wave energy at the resonant layer convert to a
low-frequency lower-hybrid mode and to high-frequency
harmonic radiations, which scatter away from the reso-
nance layer. Our study also reveals that the net energy
conversion to electrons suffers a loss by increasing the
gradient of the external magnetic field. This paper pro-
vides a comprehensive analysis of the outcome of upper
hybrid oscillations in the presence of an inhomogeneous
magnetic field.

This paper is organized as follows: in section II, we
have described the simulation set-up and provided the
simulation parameters used in our study. Section III con-
tains the observations obtained from the simulation. We
have discussed different mode conversion processes from
the incident laser beam in the various subsections. Fi-
nally, in section IV, we provide a summary of our work.

II. SIMULATION DETAILS

In this study, one-dimensional (1D) Particle-In-Cell
(PIC) simulations have been carried out to study laser’s
interaction with plasma in the presence of an inhomoge-
neous external magnetic field. A fully relativistic, mas-
sively parallel PIC code, OSIRIS 4.0 [63-65] has been
used for this purpose. The 1D simulation geometry con-
sidered here has a longitudinal extent of 2500d.. Here, d.
represents the electron skin depth c¢/wp, where ¢ is the
speed of light in vacuum and wy. defines the electron-
plasma frequency corresponding to the equilibrium elec-
tron density ng. Plasma boundary starts from z = 100d,.
The absorbing boundary conditions have been considered
in both the directions for both fields and particles. The
number of grid points for our simulation is 50000, which
corresponds to the grid size dx = 0.05d.. The number of
particles in each cell is considered to be 8. We choose to
normalize the time and length scales by ¢ty = wp’el, and
TN = ¢/wpe = d., respectively. The fields are normalized
by By = EnN = mcwpe/e, where m and e represent the
mass and the magnitude of the charge of an electron, re-
spectively. The external magnetic field is considered to
be along z direction, and the plasma is along & direction,
as shown in the schematic Fig. 1(a).

In our simulation, we have considered a laser pulse with
a propagation vector k along Z, incident on the vacuum-
plasma interface from the left side of the plasma. The
electric field of the laser (El) is considered to be in the
X-mode configuration, i.e., oscillating along +7, as shown
in Fig. 1(a). The longitudinal profile of the incident laser
pulse is considered to be a polynomial function with a
rise and fall time of 3pr_81, and it starts from = = 80d..
The intensity of the incident laser pulse is considered to
be approximately 3.04 x 10'® W /cm?, corresponding to
the normalized vector potential ag = eE;/mw;c = 0.05.
Here, w; represents the laser frequency. We have consid-



TABLE I: Simulation parameters: In normalized units and

possible values in standard units.

Parameters Normalized Value|| A possible value in
standard unit
Laser Parameters
Frequency (w;) 2.0wpe 1.78 x 10™ rad/s
Wavelength 3.14¢/wpe 10.6pm
Intensity ao = 0.05 3.04 x 10" W/cm?
Plasma Parameters
Number 1 2.48 x 10" cm ™3
density(no)
Electron Plasma 1 8.86 x 10™rad/s
frequency (wpe)
Electron skin 1 3.37um
depth (c¢/wpe)
External Fields
Magnetic ~ Field 2.5 ~ 6.3 kT
(Bo)

ered the dynamics of both electrons and ions in our study.
The mass of the ions is considered to be approximately
the same as the proton mass, i.e., M = 1840m. In our
simulations, the initial temperature of the background
plasma is considered to be very low (7. = 0.05 eV). All
the plasma and laser parameters that have been used in
our simulations are provided in Table I in normalized as
well as standard units. The external magnetic field By
is considered such that it has a constant value equal to
By = 2.5 (in normalized unit) up to x = 1000d,, and de-
creases linearly for x > 1000d,, as shown in the subplot
(b) of Fig. 1.

IIT. RESULTS AND DISCUSSION

It is well known that in a magnetized plasma, there
are two types of waves that can propagate perpendicular
to the external magnetic field (Bg). One is the ‘ordi-
nary’ wave or O-wave where the electric field oscillates
parallel to Bg, and the other one is the ‘extraordinary’
wave or X-wave where the electric field of the EM wave
oscillates perpendicular to Bg. The dispersion relation
of high-frequency X-wave, where the ion motions can be
neglected because of their large inertia, is given by [66],

2).2 W2 (w2 — w2
¢ 1— pe ( Qpe) . (1)
w? w? (w? —w?))

Here, wpe and w,;, represent electron plasma frequency
and upper-hybrid frequency, respectively. It can be easily
shown from Eq. 1 that high frequency X-wave has two
distinct cutoff frequencies (defined when k& — 0) as given
by,

{j:wce + (w2, + 4w§e)1/2} : (2)

N | =

WR,I =

Here, + and — signs stand for the ‘right-hand’ and
‘left-hand’ cut-off frequency, respectively and w. =
|eBo/m| represents the electron gyration frequency. The
dispersion relation given in Eq. 1 also shows that high
frequency X-wave has a resonance (k — oo) at the fre-

quency w = wup = y/wi, + w2, known as the upper-
hybrid resonance. The cut-offs and resonance define the
pass and stop-bands for the propagation of EM wave in-
side the plasma. For a high frequency (w) X-wave, where
the ion motion can be neglected, there exist two pass-
bands: (i) wyp > w > wg, (i) w > wg, and one stop-
band: wr > w > wyp.

In our PIC study, a laser pulse with a fixed value of
frequency w; satisfying the condition wy, > w > wy, (i.e.,
lies in the pass-band) is sent into the plasma from the
vacuum. The profiles of the external magnetic field and
corresponding upper-hybrid frequency with the position
x have been shown in the subplot (b) of Fig. 1. When the
laser with frequency w; = 2.0wy, is incident on the mag-
netized plasma surface, it enters inside the bulk plasma
as an X-wave and propagates through the plasma until it
reaches the UH resonance point shown by the green dot-
ted line in subplot (b) of Fig. 1. At the UH resonance
location, the electromagnetic energy of the X-wave is con-
verted to electrostatic energy and essentially to electron
kinetic energy. A summary of the observations of our
study has been shown in the schematic in subplot (a) of
Fig. 1. We now present a detailed discussion of vari-
ous features observed in our simulations in the following
subsections.

A. Propagation of X-wave in an inhomogeneous
magnetic field

The X-wave propagating perpendicular to éo is partly
electromagnetic and partly electrostatic. Thus, it has
both transverse and longitudinal components of the elec-
tric field. At the upper-hybrid resonance point (w; =
wWah), the transverse component becomes negligible com-
pared to the longitudinal component of the electric field.
For an X-wave, the electric field rotates in the clock-
wise direction, which is opposite to the electron rotation
in the external magnetic field. Thus, electron-cyclotron
resonance absorption will not occur in the X-mode con-
figuration for a cold, collisionless plasma. However, ECR
absorptions may occur even for a perpendicular propa-
gation when collisions, thermal, and relativistic effects
become important [39, 67]. As the wave propagates
through the plasma perpendicular to the inhomogeneous
magnetic field By, the wave’s frequency approaches the
upper-hybrid frequency of the medium. Amplitudes of
both E, and E, decrease initially due to the dispersion of
the X-wave as it propagates through the plasma medium.
However, as the X-wave enters the inhomogeneous regime
(x > 1000d,) of external magnetic field, the amplitude of
E, increases, whereas I/, decreases. This has been shown
in the subplots (a) and (b) of Fig. 2. The spatial dis-
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FIG. 1: (a) The simulation setup and a summary of the physical processes observed in our study have been illustrated by
this schematic. We have performed 1D PIC simulation with a laser pulse being incident from the left side of the simulation
box on the vacuum-plasma interface at © = 100. The polarization of the incident laser was considered to be in the X-mode
configuration, i.e., By 1 Bg. Here, to, t1, t2, and t3 represent different times (in ascending order) of the simulation run. (b)
The external magnetic field and corresponding upper hybrid frequency wun = /w3, + w2 have been shown as a function of .
Here, wpe and wee represent electron plasma frequency and electron cyclotron frequency, respectively. The green dotted vertical

line in subplot (b) represents the location at which upper-hybrid resonance (w; = wyp) occurs.
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FIG. 2: The ¢ and & components of electric field Ey and E, with respect to z have been shown at different times of the
simulation runs in subplots (a) and (b), respectively. Here, the x locations of the fields at different times of the simulation run
(t = 500 to 2500) have been shown by the different colors. The structure highlighted by the green dotted box represent higher

harmonics.

tributions of the electromagnetic (E,) and electrostatic
(E;) fields at different instants of time from wp.t = 500
to 2500 have been shown by different colored lines in
subplots (a) and (b) of Fig. 2, respectively. It is seen
that as the X-wave propagates through the plasma, the
amplitude of F, decreases while the strength of the F,
increases. It can be seen that there is a small segment
of E, which has traveled even beyond the UH resonance
layer. This has been highlighted by the green dotted
box in subplot (a) of Fig. 2. Fourier analysis, shown
in Fig. 4 reveals that this structure is higher harmonic

EM radiation generated from the interaction of incident
laser pulse at the vacuum-plasma interface. Since the
frequency of this harmonic radiation is higher than the
‘right-hand’ cut-off frequency wg, it passes through the
UH resonance layer. The consequences of harmonic gen-
eration in the present context will also be discussed in
section III B.

From the dispersion relation given in Eq. 1 it can
be shown [66] that the phase velocity v, and the group
velocity vg of a high frequency X-wave for w — wyn can
be approximately expressed as,
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It is seen from equations 3 and 4 that both the phase
and group velocities of the X-wave decrease as we de-
crease the value of we., i.e., with the decrease of external
magnetic field By and become zero for w = wy,. This has
been demonstrated in Fig. 3 and also can be observed
from Fig. 2. In Fig. 3, the distributions of electro-
magnetic field (EMF) energy, electrostatic energy EZ/2
associated with the longitudinal component of electric
field F,, and kinetic energy of electrons in space-time
plane have been shown in subplots (a)-(c), respectively.
It is seen that the profiles of energy start curving in the
space-time plane at x > 1000d. and become parallel to
the time axis, accompanying a minimal spreading in z
at x =~ 1505d.. This can be understood by the fact
that the group velocity of the wave decreases as it en-
ters the decreasing regime (z > 1000d.) of the external
magnetic field By. Finally, at t &~ 2500, as the wave-front
touches the UH resonance layer (x ~ 1505d,), the wave-
packet stops propagating further, and both its phase and
group velocity become zero. At a later time, the energy
of this wave-packet is converted to electrostatic energy
and eventually dissipated to the kinetic energy of plasma
particles at the localized region surrounding the UH res-
onance layer, as shown in Fig. 3. This will also be dis-
cussed in further detail in the sections to follow.

The absolute amplitudes of the Fourier spectra ob-
tained from the time series data of F, and E, in differ-
ent time durations and at various z-locations have been
shown in subplots (a) and (b) of Fig. 4, respectively.
As expected, it is clearly seen that the wave’s frequency
remains constant (same as the incident laser frequency
w; = 2.0wpe) as it propagates through the medium. It
is to be noticed that the amplitude of Fourier spectrum
of Iy in time evaluated at the location x = 1500d. and
in-between time ¢ = 2500 — 4500 becomes negligible com-
pared to that of F,. This has been clearly shown by
the violet lines in the subplots (a) and (b) of Fig. 4,
which is a clear indication of the excitation of electro-
static UH oscillation with a frequency wyn = 2.0wp.. In
the subplot (b), it is also seen that a distinct peak at
very low frequency (w =~ 0.02wp.) appears in the Fourier
spectrum of F, evaluated in between t = 2500 — 4500
and at the location z = 1500d.. This was not present in
the Fourier spectra of E, evaluated at earlier times, as
shown in the inset of subplot (b), and also never appeared
in the time Fourier spectrum of E,. The consequence of
this will be discussed in the section to follow. Moreover,
in each case, there are also peaks at w = 4wpe and 6wy,
in the Fourier spectra, representing the higher harmonic
radiations. The absolute amplitudes of Fourier spectra
obtained from the distributions of E, and E, in space at
different fixed values of time up to ¢ = 2500 have been
shown in subplots (c¢) and (d) of Fig. 4, respectively.
It is seen that the Fourier spectra of both FE, and FE,
show distinct peaks at a fixed value of k, ~ 2.23 up to
t = 1000. This is because the X-wave remains within
the homogeneous regime of external magnetic field up to
t = 1000, as can be seen from Fig. 2. It is to be no-

ticed that the wave’s phase velocity (w/k) is less than
the value of c. This is expected as the frequency of the
X-wave is higher than the value of wy.. Now, as we look
at the space Fourier spectra at later times, it is seen that
the value of k, at which the Fourier spectra show distinct
peaks is shifted to the higher values. This is the conse-
quence of the fact that the phase velocity decreases as
the X-wave enters the decreasing regime of the external
magnetic field. In the Fig. 4, it is also seen that the peak
value of Fourier spectra of I, decreases while it increases
for E,. This is consistent with the results shown in Fig.
2.

B. Electron heating and mode conversion at UH
resonance layer

In this section, we will discuss the later stage of evo-
lution of the X-wave in the vicinity of the UH resonance
layer. To have a close look at the evolution of field pro-
files at UH resonance layer, we have shown in Fig. 5 the
space distributions of E, and E, surrounding the UH
resonance layer at different fixed times from ¢ = 2500 to
4000. Amplitude of the transverse component of electric
field E, increases up to ¢t = 3000. This is because as soon
as the front of the wave touches the resonance layer, its
group velocity goes to zero, and wave-energy density con-
tinues to build up in the vicinity of the resonance layer.
It is also to be noticed that up to t = 3000, amplitude of
the electrostatic component of electric field E, also in-
creases and both F, and F, have a nice sinusoidal form,
as seen in subplots (a)-(b), and (e)-(f) of Fig. 5. As
time goes on, the sinusoidal form of E, starts to deform,
and wave-packets appear in the profile of F,, as shown in
subplots (¢)-(d). At the same time, the amplitude of E,
further increases, and its sinusoidal form starts to break,
as shown in subplots (g)-(h) of Fig. 5.

We have also analyzed the time history of electron and
ion density profile in space and shown in Fig. 6. The elec-
tron density increases in vicinity of UH resonance layer
whereas ions remain unperturbed (except noisy fluctu-
ations) up to ¢ = 3000, as shown in subplots (a)-(b),
and (e)-(f) of Fig. 6. It is also to be noticed that until
this time, the electron density profile remains sinusoidal,
which is consistent with the E, profile shown in subplots
(e)-(f) of Fig. 5. As time evolves, the electron density
further increases. Instead of having a sinusoidal profile,
large-amplitude spikes appear in the density profiles, as
shown in the subplots (c)-(d) of Fig. 6. At the same
time, disturbances in the ion density start to appear, and
as time goes on, ion density fluctuations increase along
with the appearance of density spikes. This has been
shown in subplots (g)-(h) Fig. 6. The frequency of the
UH wave is too high to lead any significant modulation
of the ion density. The ion density is perturbed due to
the excitation of lower-hybrid mode via parametric de-
cay instability near the UH resonance layer. This is also
apparent from the Fourier spectra of E, in time shown in
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(e)-(h) illustrate the same for ion density.

the subplot (b) of Fig. 4. It is seen that a distinct peak at
the location w ~ 0.02w,. appears only at the later time
(t = 2500 — 4500) in the Fourier spectra of E,, which is
approximately same as the lower-hybrid frequency given

by [68],
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Thus, the delay in ion density fluctuations is related
to the time it takes a parametric decay instability
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near UH resonance to excite a significant number of
lower-hybrid waves that can eventually perturb the ions.
This result demonstrates mode conversion of the high-
frequency upper-hybrid oscillation into a low-frequency
lower-hybrid mode. It would be interesting to see in fu-
ture the wavenumber-frequency spectra [52] of the longi-
tudianl electric field F, to identify these wave-wave in-

teraction processes in more detail. The appearance of the
spikes in the electron and ion density profiles confirms the
breaking of electrostatic mode, which was also indicated
in subplots (g)-(h) of Fig. 5. The breaking of UH oscil-
lation in an inhomogeneous external magnetic field was
reported in Ref. [62]. In their study, the electrostatic UH
oscillation breaks due to phase mixing in the presence of
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an inhomogeneous external magnetic field. However, in
our study, it is unclear whether the nonlinearity, inho-
mogeneity in By, or both, are responsible for breaking
electrostatic UH waves.

To further characterize the UH wave-breaking phenom-
ena observed in our simulations, we have also done the
Fourier analysis of the electrostatic component FE, in
space in the later stage of the evolution. The absolute
amplitudes of Fourier spectra evaluated from the space
profiles of E, at fixed times ¢t = 2500, 3500, and 4500
have been shown in subplots (a)-(c) of Fig. 7, respec-
tively. It is seen that only a sharp, distinct peak appears
in the Fourier spectra of F, at ¢t = 2500, and the partic-
ular value of k, where this peak is located can be exactly
obtained from the theoretical dispersion relation of the
X-wave. As time goes on, fluctuations at higher k, val-
ues also starts to appear in the Fourier spectra of F,,
as shown in subplot (b) of Fig. 7. This is because after
t ~ 3500, the electrostatic oscillation starts to break, as
illustrated in Fig. 5 and 6 and thus, energy flows to the
higher modes. As time increases further, it is seen from
subplot (c) of Fig. 7 that the power of the modes with
higher values of k, increases. This is an indication of

wave-particle interaction where energy flows from large
to smaller scales.

To illustrate electron heating more distinctly, we have
shown the electron energy distributions at three different
instants of time of the simulation run in subplot (a) of
Fig. 8. It is seen that as time evolves, the distribution
function generates high-energy tails indicating particle
heating. In subplot (b) of Fig. 8, we have shown the
time evolution of space-averaged electron kinetic energy
(red), ion kinetic energy (yellow), energy associated with
the electrostatic field, E2/2 (blue), and energy associ-
ated with the transverse components of the EM fields,
E2/2 + B2/2 (green dotted line). This figure clearly
illustrates a complete picture of the energy-conversion
processes throughout the simulation run. As soon as
the laser hits the plasma surface, electron kinetic energy
increases. At the same time, electrostatic field energy
(E2/2), which was not present before, is also produced
at the cost of electromagnetic energy (E?/2+ B2 /2) of the
incident laser pulse. Then, as long as the laser (X-wave)
propagates inside the plasma within the homogeneous
external magnetic field regime, electron kinetic energy,
electrostatic energy, and electromagnetic energy remain



constant. As the X-wave enters in the decreasing region
of By at t = 1300, the electrostatic energy and electron
kinetic energy start to increase, whereas electromagnetic
energy decreases. At the time ¢ ~ 2900, when the X-wave
has already reached the UH resonance layer, the electro-
static energy reaches a maximum value, whereas electron
kinetic energy keeps increasing. Finally, at ¢ &~ 4000, elec-
tron kinetic energy reaches a maximum value, and at the
same time, the electromagnetic energy becomes almost
zero. It is to be noticed that at this time, the electro-
static energy is in a decreasing trend from its peak value,
as some parts of its energy are being converted to elec-
tron kinetic energy through wave breaking. However, it
is interesting to notice that as time further increases, in
between ¢t ~ 4000 — 6000, the electromagnetic energy in-
creases again from its minimum value. At the same time,
both electrostatic and electron kinetic energy continues
to drop until they get saturated. It indicates that there
must be a reverse-conversion process where electrostatic
energy gets converted to electromagnetic field energy. It
is also to be noticed that after ¢ = 4000, ions have started
to gain kinetic energy. This has also been depicted clearly
in subplot (a) of Fig. 11.

In order to have a deeper understanding of the mecha-
nism involved in the mode conversion between electro-
static and electromagnetic field energies, we have ob-
served the spatial distribution of E, at different instants
of time after the X-wave reaches the UH resonance layer
and shown in subplot (a) of Fig. 9. It is interesting
to see that at a later time (¢t = 4500), a part of E, is
scattered in the form of wave packets on both sides of
the resonance layer. It is to be noted that the origi-
nal X-wave was neither supposed to cross the resonance
layer nor reflect from the resonance layer. In order to
further analyze this scattered electromagnetic radiation,
we have evaluated the Fourier spectra of E, in time at
two different locations (x = 1000d. and 1800d.) on both
sides of the resonance layer and shown in the subplots
(b1) and (b2) of Fig. 9. The Fourier spectra show that
higher harmonics mainly dominate in these scattered ra-
diations with frequencies 4.0w,. and 6.0wp.. The higher
harmonic generation in the presence of an external mag-
netic field in X and O-mode configurations were shown
in detail in our previous study [35]. In the present study
also, the basic mechanism of harmonic generation is sim-
ilar as reported in Ref. [35]. Near the UH resonance
layer, where the group velocity of the X-wave becomes
approximately zero, non-linear electron dynamics under
the Lorentz force associated with the fields of X-wave and
the external static magnetic field By form oscillating cur-
rents. These oscillating currents near the UH resonance
layer behave like a current antenna and radiate electro-
magnetic waves with higher frequencies (higher harmon-
ics) along +& directions, i.e., on both sides of the reso-
nance layer. Let us now try to understand briefly what
happened at the UH resonance layer. As the X-wave
reaches the resonance layer, its electromagnetic energy
eventually converts to electrostatic energy. A part of the
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X-wave energy also converts to the lower-hybrid modes
via parametric instability in the vicinity of the UH res-
onance layer resulting in an increase of ion kinetic en-
ergy. The field energy of the upper-hybrid electrostatic
mode is then converted via wave breaking to the elec-
tron kinetic energy resulting in heating. At the same
time, a part of the electrostatic field (E,) which is os-
cillating with the upper-hybrid frequency (2.0w,.), gets
converted to the high harmonic radiation in the presence
of an external magnetic field and scattered away in both
sides of the resonance layer, which finally gets absorbed
at the boundaries. Thus, in this process, some parts of
electrostatic energy are also converted to electromagnetic
energy, as seen in Fig. 8.

C. Effect of external magnetic field profile

We have also studied the effect of the external magnetic
field (By) profile on the energy conversion processes. For
this purpose, we have considered four different B profiles
shown in subplot (a) of Fig. 10. It is to be noticed that
in all four cases, By is kept constant with a value 2.5 (in
normalized unit) up to = 1000d,. We have shown the
time evolution of electron kinetic energy in subplot (b)
of Fig. 10 for all these four cases. It is seen that electron
kinetic energy attains the maximum value earliest for the
By profile with the highest gradient. This is because for
the steeper By profiles, the resonance layer is located at
the smaller values of z, and thus, X-wave takes a shorter
time to reach the resonance layer. It is also interesting
to notice that the rate of decrease of the electron kinetic
energy from its peak value is higher for the case with the
By profile having a steeper slope. This has been clearly
illustrated in the subplot (¢) of Fig. 10. Thus, the net
energy converted irreversibly to the electrons, resulting
an increase in electron kinetic energy, will be high for the
case with a By profile having a gentle slope.

Let us now try to understand why the energy con-
version process has such a dependency on the external
magnetic field profile. As discussed in the previous sec-
tion, the two physical processes are mainly responsible
for the decay of electrostatic mode and electron kinetic
energy. One is the energy conversion to the ions through
the lower-hybrid modes excited via parametric decay in-
stability at the UH resonance layer. The other is the
energy conversion to the higher electromagnetic harmon-
ics, which eventually radiate out from the resonance layer
and get absorbed at the boundaries. In our study, we
have observed that the efficiency of both these energy
conversion mechanisms involved in the decay of electron
kinetic energy increases with the steeper By profiles. This
has been illustrated in Fig. 11. It can be seen from the
subplot (a) of Fig. 11 that the rate of increase of ion
kinetic energy is higher for steeper By profiles. Thus,
the net energy converted to ions via lower-hybrid mode
excitation increases with the steepness of By. The in-
crease of harmonic generation efficiency with the steeper
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magnetic field (Bo) profiles.

In the subplot (b), we have shown the time evolution of spatially averaged energy densities

associated with the transverse components of electromagnetic fields, i.e., E§/2 + Bf/Q for these profiles of By. In subplot (c)
and subplot (b) inset, transverse EMF energy has been shown in zoomed scale.

By profiles has been demonstrated in subplots (b) and (c)
of Fig. 11. It can be seen from the subplot (b) inset of
Fig. 11 that the transverse EMF energy at first increases
with time in between time wp.t = 4000 — 6000. It can
also be seen from Fig. 11(b) and the inset that the rate
of increase of transverse EMF energy during this period
is higher for steeper By profiles. In the previous section
(Fig. 9), we have discussed that generation of higher har-
monic is responsible for this increase of EMF energy in
the later phase of the evolution. Thus, we can say that
the efficiency of harmonic generation increases with the
increase of gradient of By profiles. Consequently, for the
steeper magnetic field profiles, more electromagnetic en-

ergy radiates out from the resonance layer in the form of
harmonics and gets absorbed at the boundaries. Thus, in
the later phase of simulation runs, EM energy remaining
inside the plasma is less for the steeper profiles, as can be
seen in subplot (c) of Fig. 11. The increase of harmonic
generation efficiency with the gradient of the By profile
can be understood as follows. In an earlier study [35], it
has been shown that the efficiency of harmonic genera-
tion strongly depends on the value of an external mag-
netic field. The harmonic generation efficiency attains a
maximum value for a particular value of By where the
condition w.. = 2w is satisfied and it increases with By
in the regime w. < 2w;. In the present study, at the



upper-hybrid resonance layer (w; = wyy,), the condition
Wee < 2wy is always satisfied. We have shown that as
the front of the X-wave touches the resonance layer, it
stops propagating further. Since the X-wave has a finite
longitudinal extend, it will face different values of By
at different x-locations in the vicinity of the resonance
layer. However, the mean value of By over the longitu-
dinal length of the wave is higher for a By profile with
a steeper gradient. Thus, the harmonic generation ef-
ficiency increases for a steeper By profile. As a result,
more energy radiates away from the resonance layer via
harmonics and is absorbed at the boundaries. Thus, the
available energy to convert to electron kinetic energy be-
comes less.

IV. SUMMARY

The characteristics of the extraordinary wave (X-wave)
originated from the interaction of a laser beam with a
magnetized plasma are studied using PIC simulations.
It has been shown that the group velocity and phase ve-
locity of X-wave changes as it propagates under an in-
homogeneous magnetic field and essentially goes to zero
as it reaches the upper-hybrid resonance point. The en-
ergy conversion from the X-wave to the UH electrostatic
mode at the resonance layer has been shown. These elec-
trostatic waves essentially break and convert their en-
ergy to electrons in the vicinity of the resonance layer.
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Additionally, our study also reveals that two additional
processes are involved in the decay of electrostatic oscil-
lations at the UH resonance layer. A part of the X-wave
energy in the vicinity of the UH resonance layer converts
to the lower-hybrid modes causing ion density fluctua-
tions and heating. A significant portion of the energy
associated with the UH electrostatic modes also converts
to the high-frequency harmonic EM radiation and is scat-
tered away from the resonant location. In our study, we
have shown that the net energy absorbed by electrons de-
pends on the profile of the external magnetic field. Our
study reveals that electrons gain more kinetic energy for
an external magnetic field profile with a gentler slope.
On the other hand, the conversion efficiency to harmonic
radiation and ion kinetic energy can be increased by in-
creasing the gradient of the external magnetic profile.
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