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The apparent ion temperature and mean velocity of the dense deuterium tritium fuel layer of
an inertial confinement fusion target near peak compression have been measured using backscat-
ter neutron spectroscopy. The average isotropic residual kinetic energy of the dense DT fuel is
estimated using the mean velocity measurement to be ∼103 J across an ensemble of experiments.
The apparent ion-temperature measurements from high implosion velocity experiments are larger
than expected from radiation-hydrodynamic simulations and are consistent with enhanced levels of
shell decompression. These results suggest that high-mode instabilities may saturate the scaling of
implosion performance with the implosion velocity for laser-direct-drive implosions.

I. INTRODUCTION

In the laser-driven inertial confinement fusion (ICF)
[1] experiments performed at the National Ignition Fa-
cility (NIF) [2, 3] and on the OMEGA-60 laser [4], a
spherical capsule, filled with a deuterium tritium (DT)
vapor that is surrounded by a dense DT ice layer is im-
ploded by irradiating the target with a high-power laser.
At peak compression, a low-density (∼20-g/cm3), high-
temperature (∼5-keV) thermonuclear hot-spot plasma is
formed, which is surrounded by a low-temperature (∼500-
eV), high-density (∼200-g/cm3) DT fuel layer [see Fig.
1(a)]. The goal of these experiments is to study the fea-
sibility of generating an igniting plasma [5, 6] in which a
thermonuclear burn wave is propagated from the hot spot
into the dense DT fuel layer, resulting in the generation
of a large fusion yield.

Measurements of the hot-spot apparent ion tempera-
ture [7], electron temperature [8], bulk velocity [9, 10],
volume [11, 12], target areal density [13], and shape of
the dense DT fuel layer [12, 14] near peak compression
are routinely obtained in ICF experiments and are used
to assess implosion performance [15]. The hydrodynamic
properties of the dense DT fuel near peak compression,
however, have been largely undiagnosed in ICF experi-
ments, leaving the temperature and velocity in this re-
gion of the target uncertain [16]. The temperature of the
dense DT fuel layer is a key implosion parameter since
the entropy of the fuel must be kept as low as possible in
order to achieve the high levels of compression required
for ignition [17]. Furthermore, the velocity of the dense
DT fuel layer near peak compression is key for under-
standing the amount of residual kinetic energy [18–20]
not used to heat and compress the target.

Recent theoretical work [21, 22] has demonstrated how
the ion velocity distribution within a dense material can
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be studied by measuring the backscattered neutron en-
ergy spectrum generated when incident neutrons scatter
off a material. This technique relies on the fact that when
an incident neutron with velocity vn elastically backscat-
ters (i.e., θ = π) off an ion with a parallel velocity vi,
the neutron will exit the scattering event with a veloc-
ity v′n = [(A − 1)vn + 2Avi] /(A + 1) [22], where A is the
ion-to-neutron mass ratio [see Figs. 1(a) and 1(b)]. If
both the incident neutrons and the scattering ions have
a velocity distribution, as will be the case in ICF ex-
periments, the mean neutron backscatter velocity will
be given by 〈v′n〉 = [(A − 1)〈vn〉 + 2A〈vi〉] /(A + 1) and
the neutron backscatter velocity variance will given by
Var(v′n) = [(A − 1)Var(vn) + 2AVar(vi)] /(A+ 1), where the
mean 〈〉 and variance Var() are calculated over the respec-
tive neutron and ion velocity distributions [22]. If both
the incident and backscattered neutron velocity spectrum
are measured in an experiment, then the mean (i.e., drift
velocity) and variance (i.e., apparent ion temperature
[23, 24]) of the ion velocity distribution can be inferred
from measurements of the backscatter neutron velocity
(energy) spectrum.

In this article, measurements of the neutron tritium
(nT) backscatter edge from an ICF experiment are used
to infer the mean velocity and apparent ion tempera-
ture of the dense DT fuel layer near peak compression.
The average isotropic residual kinetic energy in the fuel
layer near peak compression is estimated to be ∼103 J
using the mean velocity measurements. The apparent
ion temperature of the dense fuel layer is observed to
increase with the peak implosion velocity of the experi-
ment at a higher rate than expected. The apparent ion
temperature measurement, along with several other diag-
nostic measurements, is consistent with enhanced levels
of shell decompression in high implosion velocity exper-
iments, which are shown to be more susceptible to shell
decompression from high-mode instabilities during the
acceleration phase. These results suggest that high-mode
instabilities may saturate the scaling of implosion perfor-
mance with the implosion velocity for laser-direct-drive
implosions performed on OMEGA.
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FIG. 1. (a) A schematic of neutron scattering in an ICF target near peak compression that consists of a central low-
density, high-temperature hot spot (HS, red), surrounded by a low-temperature, high-density shocked shell (SS, blue), which
is surrounded by a low-density and temperature free-falling shell (FS, light blue) which is still imploding radially inward. A
rebounding shock (dashed line) separates the shocked shell and free-falling material and propagates radially outward. (b) An
example of the neutron tritium backscatter kinematics assuming the triton has 1 keV of kinetic energy and moves toward (blue
solid arrow) or away (red dashed arrow) from the incident neutron. (c) Two nT edge neutron time-of-flight signals (shaded
curves) from OMEGA implosions along with the forward fit (solid and dashed lines). (d) The unfolded neutron energy spectra
used to forward fit the data in (c), along with the best fit values for the mean v and standard deviation ∆v of the triton velocity
distribution used in the forward fit. The signals in (c) and (d) have been normalized to the primary DT yield to highlight the
shape differences.

II. EXPERIMENTAL ANALYSIS

Measurements of the nT edge were obtained during a
series of cryogenic laser-direct-drive ICF implosions per-
formed on the 60-beam, 30-kJ, 351-nm OMEGA laser
[4]. The implosions used a variety of different laser and
target designs meant to optimize the primary DT fusion
yield and areal density (ρR) of the implosions [25]. The
primary DT yields of these experiments ranged from 3.8
× 1013 to 1.5 × 1014 with ρR values between 92 and 176
mg/cm2. To minimize the effect of low-mode implosion
asymmetries [26–28], only experiments with hot-spot ap-
parent ion temperature asymmetries <0.8 keV [29] and
hot-spot flow [10] velocities <80 km/s were considered.

The nT edge measurements were obtained using a
neutron time-of-flight (nTOF) spectrometer [30] located
13.35 m from the target chamber center in a well-
collimated line of sight (LOS). The nTOF detector con-
sists of a liquid xylene scintillator coupled to four pho-
tomultiplier tubes, which are used in current mode to
record the spectrum of neutron arrival times [31, 32].
Two example nTOF data sets recorded by this detector
are shown in Fig. 1(c).

The measured nTOF data were forward fit [7] using a
model neutron energy spectrum [22], which includes the
DT, DD, and TT primary fusion reactions [33–35], the
neutron tritium (nT) and neutron deuterium (nD) elastic
scattering reactions, and the inelastic deuteron breakup
reaction [36]. The shape of the nT elastic neutron energy

spectrum was calculated assuming the triton velocity dis-
tribution has a normal distribution with a mean velocity
v and variance ∆2v, while all other scattering reactions
assume the scattering medium is static. The mean and
variance of the primary neutron energy spectrum were
measured using a separate nTOF detector located adja-
cent to the xylene detector [37]. The detector instrument
response function, line-of-sight attenuation, sensitivity,
and backgrounds have been constructed by combining
calibration measurements and neutron transport calcu-
lations using the Monte Carlo code MCNP [7, 38–40].

Detector backgrounds due to the large DT neutron
signal in these experiments [41] were characterized by
measuring the nTOF signal produced from a set of DT-
filled glass exploding-pusher experiments [42] with pri-
mary DT yields ranging from 3 × 1013 to 1.6 × 1014

and areal densities <10 mg/cm2. The low areal density
in these experiments results in negligible scattering of
the primary fusion neutrons in the target and so the de-
tector backgrounds can be determined from the residual
nTOF signal not accounted for by the primary fusion
neutrons. The measured signals were forward fit with
the same neutron energy spectrum model used in the nT
edge analysis with the addition of an exponential decay
background model. The amplitude and decay constant
of the exponential decay background were determined for
each experiment. It was found that the amplitude of the
background scales linearly with the primary DT yield,
while the decay constant is fixed. In subsequent analyses
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TABLE I. Summary of the uncertainties from a sensitivity
study and from the covariance matrix of the fit.

Source v (km/s) ∆v (km/s)
Detector sensitivity model 30 10
Fit region 6 14
Detector IRF 5 2
Hot-spot velocity 5 0
Hot-spot Ti 0 1
Total Systematic 31 17
Total Statistical 2 4
Total 33 21

of the nT edge in cryogenic experiments, this background
is included in the forward model with the experimentally
determined decay constant held fixed and the amplitude
as a free parameter.

Two example nT edge measurements are shown in Fig.
1(c) along with the forward model used to fit the data.
The slope of the edge, which represents the triton velocity
distribution variance ∆2v, is observed to change between
experiments, while the position of the edge, which repre-
sents the triton velocity distribution mean v, are similar.
The neutron energy spectra used to fit the nTOF data
are shown in Fig. 1(d).

Table I summarizes the systematic and statistical un-
certainty in the values of v and ∆v inferred from the
fit. The systematic uncertainty in the measured values
arise from the detector sensitivity, fit region, detector
IRF shape, the modeled beamline attenuation, as well as
the measured primary DT spectrum used in the nT edge
model. The contribution from each of these components
were estimated from a sensitivity study in which a series
of forward fits were performed by adding perturbations
to each potential uncertainty source. The systematic un-
certainty was then estimated from the range of inferred
values generated from these fits. The statistical uncer-
tainty in the measured values were determined from the
fit covariance matrix. Table I shows that the error in the
inferred values are dominated by systematic sources of
uncertainty.

III. RESULTS

Figure 2(a) shows the inferred values of v and ∆v as
functions of the peak implosion velocity, uimp, for the en-
semble of experiments considered in this work. The peak
implosion velocity was calculated from post-shot simula-
tions using the 1-D radiation-hydrodynamic code LILAC
[43] using the as-shot target and laser conditions. The
implosion velocity from LILAC has been benchmarked in
previous experiments [44] and the simulated bang times
agree with the measured values. For each post-shot simu-
lation, the predicted values of ∆v and v were calculated by
taking the moments of the simulated scatter-weighted tri-
ton velocity distribution [22]. Both ∆v and v were found
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FIG. 2. (a) The measured (points) and LILAC calculated
(lines) values for ∆v (blue points and solid line) and v (or-
ange squares and dashed line) as functions of the calculated
peak implosion velocity. (b) The LILAC calculated scattering
fraction occurring in the hot spot (red), shocked shell (dark
blue), and free-falling shell (green) as functions of the calcu-
lated peak implosion velocity.

to have a linear relationship with uimp as shown in Fig.
2.

In order to interpret these results it is important to
note that the nT edge measures the scatter-weighted tri-
ton velocity distribution of the implosion in both space
and time [22], and thereby contains information on the
triton velocity distribution throughout the entire target.
At peak compression a typical ICF experiment has three
distinct regions: the hot spot, shocked shell, and free-
falling shell [45] [see Fig. 1(a)]. The average triton ve-
locity distribution in the ith region of the target is well de-
scribed by a normal distribution with a mean vi and vari-
ance ∆2v,i which is determined by the local hydrodynamic

properties in the region [22]. The total scatter-weighted
triton distribution is the sum of the triton velocity dis-
tribution in each region of the target, weighted by the
amount of scattering occurring within each region, which
is given by wi = (ρR)i/ρR. The mean of the total scatter-
weighted ion distribution is given by v =

∑
i wivi, while

the variance is given by ∆2v =
∑

i wi∆
2
v,i +

(∑
i wiv

2
i − v

2
)

[22].

Near peak compression, the hot-spot region has a high
ion temperature (∼5 keV) and has stagnated, and there-
fore has a broad thermal triton velocity distribution cen-
tered around zero. Throughout the compression, the
shocked shell has a low ion temperature (≤500 eV) but
has a mean velocity near the implosion velocity at the be-
ginning of the deceleration phase and eventually comes to
stagnation at peak compression. As a result, the shocked-
shell triton distribution has a large nonthermal velocity
variance proportional to the deceleration of the shell dur-
ing the deceleration phase. Finally, the free-falling shell
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has a low ion temperature (∼50 eV) and is still implod-
ing at the implosion velocity, resulting in a narrow triton
velocity distribution with a mean near the implosion ve-
locity.

Since the mean velocity in the hot spot is vhs ≈ 0,
the total measured v can be interpreted as the average
velocity of the shocked shell and free-falling shell near
peak compression. Therefore the kinetic energy of the
shell near peak compression can be estimated from the v
measurement using the expression 1/2Mshv

2, where Msh

is the shell mass. The shell mass is estimated using
Msh = Minit − Mhs, where Minit is the initial mass of the
DT vapor and ice layer and Mhs is the experimentally
inferred hot-spot mass [15]. The inferred shell mass val-
ues ranged from 23 to 30 µg. Combining this with the
measured values of v (see Fig. 2(a)), the average shell
isotropic residual kinetic energy is calculated to be 103
J. This represents ∼10% of the peak shell kinetic energy,
which is ∼1 kJ for OMEGA implosion designs [46]. This
result is consistent with moderately perturbed radiation-
hydrodynamic simulation results [46] and is the first di-
rect measurement of residual kinetic energy in the shell
near peak compression. The weak linear dependence of v
on uimp (see Fig. 2(a)) suggest that the isotropic residual
kinetic energy in these implosions is systematic.

In order to understand the linear relationship observed
between ∆v and uimp it is important to note that the
amount of scattering occurring within the hot spot in-
creases linearly with the peak implosion velocity while
the scattering occurring with the shocked and free-falling
shell decreases linearly with the peak implosion velocity
(see Fig. 2(b)). The increase in the amount of hot-spot
scattering with implosion velocity results from the fact
that faster implosions generate higher hot-spot temper-
atures [47], which increases the rate at which mass is
ablated from the dense fuel into the hot spot through
thermal conduction [48, 49]. Furthermore, increasing the
peak implosion velocity increases the velocity of the re-
bounding shock responsible for forming the shocked shell
region. When this shock travels faster, it results in more
of the shell being shocked by the time of peak com-
pression, resulting in less free-falling material. The lin-
ear increase in the measured ∆v is primarily a result of
the linear increase in the amount of scattering occurring
within the hot spot, which, as mentioned above, has a
large thermal triton velocity variance, which skews the
measurement more toward the hot-spot thermal velocity
variance.

A hot-spot model [15, 50–52] has been used to elimi-
nate the hot-spot contribution to the measured ∆v val-
ues such that the conditions of the dense fuel layer can
be studied. The hot spot is assumed to be isobaric
with a pressure Phs with a temperature profile T(r) =
T0

[
1 − ε(r/Rhs)

2
]β

, where T0 is the peak ion temperature,
r is the radius, Rhs = 1.06R17 [51], R17 is the 17% contour
of the measured hot-spot image near peak compression
[11], β = 2/3 is a shape metric related to the thermal
conductivity in the hot spot [15], and ε = (1 − 0.151/β) is
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FIG. 3. (a) The hot-spot (upper blue points and lines)
and shell (lower orange squares and lines) ion temperature
as a function of the peak implosion velocity. The calculated
thermal ion temperature (dashed lines) and apparent ion tem-
perature (solid lines) are calculated using LILAC while the
measured apparent ion temperature (points and squares) are
inferred from the nTOF spectrum. (b) The relationship be-
tween the implosion stability metric η and the peak implosion
velocity.

a shape correction factor used to match more-complete
radiation-hydrodynamic profiles [51, 52]. Phs and T0 are
determined by matching the measured fusion yield and
minimum apparent hot-spot temperature [15] using the
measured nuclear production history, which has a tempo-
ral width τ. The hot-spot temperature profile is related
to the hot-spot density profile using the isobaric pressure
Phs.

The hot-spot profile has been inferred for each of the
experiments, and the hot-spot areal density (ρR)hs, tri-
ton velocity variance ∆v,hs, and scattering fraction whs =

(ρR)hs/ρR were calculated using the measured areal den-
sity [53]. The velocity variance of the shell can be inferred
by subtracting the hot-spot contribution and is given by
∆2v,sh = (∆

2
v − whs∆

2
v,hs)/(1 − whs) [54]. Here ∆v,sh is the

weighted average of the shocked shell and free-falling shell
contribution. In deriving the expression for ∆2v,sh [54] the

nonthermal (i.e., shell motion) velocity variance contri-
bution to the total triton velocity measurement has been
neglected because it cannot currently be measured exper-
imentally. This assumption will lead to the inferred val-
ues of ∆2v being slightly larger than exact value. Applying
the above expression to LILAC data resulted in inferred
shell velocity variances 20% larger than the exact value.
The apparent ion temperature, a quantity sensitive to
both thermal and nonthermal motion of the shell, is in-
ferred using the shell velocity variance as Tsh = mT∆

2
v,sh,

where mT is the mass of a triton [22].
Figure 3(a) shows the measured and simulated appar-

ent and thermal shell temperatures for both the hot spot
and shell. The simulated thermal temperatures were de-
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termined by calculating the neutron averaged temper-
ature for the hot spot and the scatter-weighted tem-
perature in the shell. The simulated hot spot appar-
ent ion temperatures were calculated by adding fluid ve-
locity broadening to the thermal ion temperature [19].
The simulated apparent shell temperatures were calcu-
lated from the simulated shell velocity variance (∆2v,sh)
using the method described above. The difference be-
tween the simulated thermal and apparent temperature
is caused by the nonthermal motion in the implosion
(i.e., shell deceleration or hot-spot radial motion). The
measured shell apparent ion temperatures are greater
than predicted by LILAC for the high implosion velocity
(>450-km/s) experiments, while the measured hot-spot
apparent ion temperatures are lower than predicted. The
higher apparent shell temperatures suggest larger than
predicted nonthermal flow velocity variances within the
shell near peak compression. In comparison, the lower
apparent hot-spot temperatures indicate that the con-
version of the shell kinetic energy to hot-spot thermal
energy becomes less efficient for high implosion velocity
experiments. Low-mode asymmetries are expected to in-
crease the flow velocity variances in the shell and hot spot
but are unlikely to cause the observed trend since these
implosions were chosen because they show no gross ap-
parent ion temperature asymmetry or hot-spot velocity.
Therefore the larger flow velocity variances are likely the
result of a high-mode degradation mechanism.

The apparent hot-spot and shell temperature obser-
vations are consistent with enhanced levels of shell de-
compression for the high-implosion velocity experiments.
Shell decompression [44] is caused by the growth of
Rayleigh-Taylor (RT) instabilities, seeded by laser im-
print [55] and target defects [56], into the shell during the
acceleration phase of the implosion and increases the shell
thickness in flight [57, 58]. As the target converges, a re-
bounding shock propagates radially outward from the hot
spot to the shell and initiates the deceleration phase of
the implosion (see Fig. 1(a)). Since the rebounding shock
velocity and implosion time scale are approximately the
same for a compressed or decompressed shell, an implo-
sion with a decompressed shell will have less shocked shell
and more free-falling material at peak compression. This
increases the apparent shell temperature as the excess of
free-falling shell material increases the total shell veloc-
ity variance [22]. Furthermore, since only the shocked
portion of the shell performs PdV work on the hot spot
[45], less of the shell’s kinetic energy will be converted
into thermal energy of the hot spot, resulting in lower
hot-spot temperatures.

The ratio between the depth that RT bubbles travel
into the shell, hb, and the shell thickness, ∆, is a met-
ric for how susceptible an implosion is to shell decom-
pression and can be used to test the shell decompression
hypothesis. After a time t, a fully developed non-linear
RT bubble will travel a distance hb = αbgt2 into the shell,
where αb is dimensionless quantity that characterizes the
bubble front growth [59] and g is the shell acceleration.
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It is easy to show [47] that the ratio of the shell thickness
and the bubble penetration depth at some later point in
time is given by η = hb/∆ = 2αbIFAR (CR − 1), where
IFAR = R/∆ is the in-flight aspect ratio, CR = R0/R
is the convergence ratio, and R0 is the target initial ra-
dius. The maximum value of η during the acceleration
phase was calculated from post-shot LILAC simulations
for each experiment and are shown in Fig. 3(b). This
simplified model will overestimate the amount of shell
decompression since it takes time for the bubble front to
develop and does not account for ablative stabilization,
but does provides a useful metric for shell decompression.

Figure 3(b) shows that η increases rapidly with the
peak implosion velocity for the implosion designs consid-
ered in this work, suggesting that higher implosion ve-
locity experiments are more susceptible to shell decom-
pression. This is a direct consequence of the fact that the
high implosion velocities are typically achieved by using
larger targets with thinner ice layer [25], which increases
the initial aspect ratio of the shell, making them more
susceptible to shell breakup.

The degradation in several key experimental observ-
ables as a function of η is shown in Fig. 4 and supports
the decompression hypothesis. In particular, Fig. 4(a)
shows that the ratio between the measured and simulated
apparent hot-spot temperatures decreases linearly with
η, indicating lower hot-spot temperatures are achieved
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as the shell becomes more decompressed and inefficiently
converts its kinetic energy to hot-spot thermal energy.
Figure 4(b) shows that the ratio between the measured
and simulated apparent shell temperatures increases lin-
early with η, indicating larger-than-expected flow veloc-
ity variances within the shell caused by the larger than
predicted amount of free-falling shell material. Figure
4(c) shows that larger hot spots are observed implosions
with higher values of η, which is consistent with pre-
dictions from radiation-hydrodynamic simulations of im-
plosions with decompressed shell [60]. Figure 4(d) shows
that the ratio of the measured and simulated nuclear pro-
duction history width increases linearly with η, which
is expected as decompressed shells produce lower hot-
spot pressures, which results in a slower expansion of the
shell material [61]. Finally, Fig. 4(e) shows that lower-
than-expected areal densities are observed from implo-
sions with higher values of η.

IV. SUMMARY

In conclusion, the mean velocity and apparent ion tem-
perature of the dense DT fuel layer near peak compres-
sion were measured for the first time using a novel neu-
tron backscatter technique. The mean velocity measure-
ments were used to infer the isotropic residual kinetic
energy of the shell near peak compression. The apparent
ion temperature of the fuel layer in high implosion veloc-
ity experiments was observed to be higher than expected
from 1-D radiation-hydrodynamic codes, while the ap-
parent hot-spot temperature was lower than expected.
It was shown that higher implosion velocity experiments
are more susceptible to shell decompression for the im-
plosion designs considered in this work. Several experi-
mental observables show evidence of enhanced level of de-
compression for the high implosion velocity experiments
and support this claim. These results suggest a plateau
exists in the scaling of LDD implosion performance with
implosion velocity and must be considered by implosion
designers.

Future work will extend this analysis to multiple LOS

and investigate asymmetric implosions. Additionally,
this technique can be applied to other backscatter edges
that occur in ICF experiments such as those observed in
laser indirect drive implosions performed on the NIF or
magnetized liner inertial fusion experiments performed
on the Z machine.
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