
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Isochoric heating of solid-density plasmas beyond keV
temperature by fast thermal diffusion with relativistic

picosecond laser light
Naoki Higashi, Natsumi Iwata, Takayoshi Sano, Kunioki Mima, and Yasuhiko Sentoku

Phys. Rev. E 105, 055202 — Published  9 May 2022
DOI: 10.1103/PhysRevE.105.055202

https://dx.doi.org/10.1103/PhysRevE.105.055202


Isochoric heating of solid-density plasmas beyond keV temperature by fast thermal
diffusion with relativistic picosecond laser light

Naoki Higashi1,2 ∗, Natsumi Iwata2,3, Takayoshi Sano2, Kunioki Mima2, and Yasuhiko Sentoku2

1Department of Physics, Graduate School of Science, Osaka University,
1-1 Machikanecho, Toyonaka, Osaka 560-0043, Japan

2Institute of Laser Engineering, Osaka University,
2-6 Yamadaoka, Suita, Osaka 565-0871, Japan and

3Institute for Advanced Co-Creation Studies, Osaka University, 1-1 Yamadaoka, Suita, Osaka 565-0871, Japan
(Dated: April 6, 2022)

The interaction of relativistic short-pulse lasers with matter produces fast electrons with over
megaampere currents, which supposedly heats a solid target isochorically and forms a hot dense
plasma. In a picosecond time scale, however, thermal diffusion from hot preformed plasma turns
out to be the dominant process of isochoric heating. We describe a new heating process, fast thermal
diffusion, launched from the preformed plasma heated resistively by the fast electron current. We
demonstrate the fast thermal diffusion in the keV range in a solid density plasma by a series of
one-dimensional particle-in-cell simulations. A theoretical model of the fast thermal diffusion is
developed and we derive the diffusion speed as a function of the laser amplitude and target density.
Under continuous laser irradiation, the diffusion front propagates at a constant speed in uniform
plasma. Our new model can provide a guideline for fast isochoric heating using future kilojoule
petawatt lasers.

I. INTRODUCTION

The creation of high energy density states by isochoric
heating using relativistic intensity lasers is an important
issue from both fundamental and applied research per-
spectives. Since the invention of chirped pulse amplifi-
cation (CPA) technology [1], the intensity of lasers has
dramatically increased, and relativistic laser light with
femtosecond to sub-picosecond pulses has been actively
studied for isochoric heating. Isochoric heating enables
the investigation of fundamental material properties un-
der extreme conditions such as phase transition [2], equa-
tions of states [3], opacity [4–6], thermal conductivity [7],
and stopping power of high-energy particles [8]. Isochoric
heating by intense lasers is also an attractive research
subject, which is expected to be applied not only to the
study of fundamental research but also to a wide range
of fields, such as compact high-brilliance X-rays [9], neu-
tron sources [10], laboratory astrophysics [11], and fast
ignition laser fusion [12] in inertial confinement fusion
[13].

Elucidating the heat transport to overdense plasmas
above the critical density has been one of the most impor-
tant issues in laser isochoric heating, and the dominant
process of the heat transport mechanism has changed
with the development of laser devices. Since the CPA
method was developed, relativistic electron beams (REB)
have been considered to play the main role in heat trans-
port, especially in the context of fast ignition [12]. More
recently, picosecond (ps) petawatt (PW) lasers, such as
LFEX [14], have become accessible. Matsuo et al. ap-
plied the LFEX laser to heat the imploded core and
achieved an electron temperature of approximately 2 keV
at the core region with an energy density of 2 PPa [15].
This highly efficient heating is difficult to be explained

only by REBs. The experimental and simulation results
of Ref. [15] suggest that the thermal diffusion from the
hot preformed plasma region, where the laser light is
stopped [16] and absorbed, contributes to the core heat-
ing in addition to the REBs. The required time scale of
the transition of the dominant heating mechanism from
the REB to thermal diffusion is a few picoseconds [17].
In addition, thermal diffusion propagates from a hot pre-
plasma on a picosecond time scale even after the laser
pulse ends [18].

In contrast, a conventional model of isochoric heating
derived by Glinsky [19] predicts that it takes a few hun-
dred picoseconds for thermal diffusion to become domi-
nant. There is a discrepancy of two orders of magnitude
between the conventional model and the latest experi-
ments and simulations. We construct a new model to
resolve this discrepancy by considering the existence of
hot pre-plasma in front of the target and heat flow from
the boundary between the pre-plasma and solid regions.
We then clarify the parameter dependency of the “fast
thermal diffusion” at keV temperature, the time scale of
the transition, and the thermal diffusion speed in dense
plasmas.

In this study, a series of one-dimensional (1D) particle-
in-cell (PIC) simulations was performed to clarify the de-
pendence of the fast thermal diffusion properties on both
the laser and target conditions. In Sec. II, we first present
the results of the parameter survey with the help of 1D
PIC simulations. We then derive a theoretical model of
fast thermal diffusion under picosecond PW laser irradi-
ation in Sec. III. In the conclusion (Sec. IV), we discuss
the scope of the scaling equation.
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II. PIC SIMULATION OF LASER ISOCHORIC
HEATING

A. Simulation condition

We simulate the laser plasma interaction of kilojoule-
class PW lasers. The spot radius of such a laser is as large
as several tens of µm. We focused on the heat transport
in the direction of the laser optical axis within this large
spot radius. Therefore, the phenomena of interest can be
regarded as quasi-one-dimensional, so that we here used
a 1D collisional PIC code, PICLS [20].

The wavelength of the laser is 1µm. The normalized
amplitude a0 = eEL/ (mecωL), were varied as a0 =1, 2,
3, 5, 7, and 11 as the simulation parameters, for all cases
the amplitude of the laser pulse rises linearly with time
at a rate of da0/dt = 1/100 fs, where e is the fundamen-
tal charge, EL is the laser electric field amplitude, me is
the electron rest mass, c is the speed of light, and ωL is
the laser angular frequency. The amplitude of the laser
was kept constant after reaching the peak amplitude to
simulate a 3000 τL ' 10 ps interaction with a constant
intensity, where τL is the laser period.

A 50µm thick, fully ionized solid density plasma was
placed in a 100 µm simulation box with 20 µm of vac-
uum both in front of and behind the target. To include
the effect of surface ablation in the interaction with the
laser prepulse, a 10µm-thick pre-plasma was placed in
front of the target. The pre-plasma had an exponen-
tially increasing density profile with a scale length of
0.32, 0.80, 1.60, or 2.56µm, where the maximum elec-
tron density is the solid density and the minimum elec-
tron density is the critical density nc = πmec

2/(e2 λ2L) =
1.11 × 1021/λ2L, µm cm−3. The ion density of the target
was set to ni = 25, 50, and 100nc, and the atomic num-
ber of the target was set to Z = 5, 10, and 20.

Each cell included e.g. 50 and 500 superparticles for
ions and electrons, respectively, in the plasma region
when the ion density was ni = 50nc and Z = 10. We
used a numerical resolution of ∆x = λL/200µm and
∆t = τL/200. At both boundaries, the outgoing elec-
tromagnetic waves were absorbed, and the particles es-
caped from the simulation box. The Coulomb collisions
between electron-electron, electron-ion, and ion-ion are
included in the simulations.

B. Simulation results

Figure 1(a) shows the time evolution of the bulk elec-
tron temperature Te inside the solid, where x = 0 is the
location of the initial boundary position between the pre-
plasma and solid, and t = 0 is the time when the peak
intensity of the laser reaches the plasma surface. The
energy distribution of the electrons has a hot component
and a bulk component. We calculated the bulk electron
temperature as the average energy of electrons with ener-
gies below 100 keV. There are two types of bulk heating
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FIG. 1. (a) Temporal evolution of the bulk electron tem-
perature in the solid target (ni = 50, Z = 10) during the
irradiation of the peak intensity (a0 = 1) and trajectory of
the diffusion front (orange circles). The position x = 0 cor-
responds to the initial boundary position between the pre-
plasma and the solid. The time t = 0 is the time at which
the laser peak reaches the position of the initial pre-plasma
surface. (b) Time-space diagram of the bulk electron tem-
perature Te with contour lines. The orange circles show the
trajectory of the diffusion front, as defined in Fig. 1(a). Each
solid line is a contour line that represents Te = 0.1, 0.2, 0.5,
1, 2, 5, and 10 keV.

components: REB heating and thermal diffusion. In the
figure, REB heating is seen as a long scale tail compo-
nent extending several tens of µm in the solid region, and
the thermal diffusion is seen as a convex component on
the top of the tail component near the solid surface. The
boundary between these two components corresponds to
the inflection point of the bulk electron temperature pro-
file. The orange circles represent the diffusion front po-
sition xf , which we define as the point of inflection of
the temperature profile in Fig. 1 (a). Figure 1(b) shows
the time-space diagram of the bulk electron temperature
with the contour lines. We also show here the trajec-
tory of the diffusion front obtained in Fig. 1(a) by orange
circles. The trajectory of the diffusion front xf can be
approximated as a straight line for x > 0. This indicates
that the thermal diffusion speed was constant over time.

Next, we examine the dependence of the thermal diffu-
sion speed on the initial parameters, especially the shape
of the pre-plasma. In Fig. 2 (b), we show the trajectories
of xf for different initial electron density profiles shown
in Fig. 2(a). Here, we fix the laser normalized amplitude
a0 = 1, the ion density of the target ni = 50nc, and
the atomic number of the target Z = 10 in all cases. As
shown in Fig. 2(b), the thermal diffusion speed is con-
stant in time for all cases, and the values of the speed
for each case are almost the same. This indicates that
the thermal diffusion speed does not depend on the scale
length of the pre-plasma nor the location of the critical
density from the solid surface. However, the pre-plasma
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FIG. 2. (a) Initial electron density profile for each case. The
scale lengths are 0.32, 0.80, 1.60, and 2.56 µm. The maximum
densities of the pre-plasma for the cases with the scale length
of 2.56 µm are 50 and 500 nc. (b) Trajectory of thermal
diffusion front in each case. The color of each line corresponds
to that shown in Fig. 2(a).

density profile affects the arrival time of the thermal dif-
fusion, i.e., the time at x = 0 in Fig. 2 (b).

Although the thermal diffusion speed does not depend
on the shape of the pre-plasma, there is a correlation
between the timing of the thermal diffusion front en-
tering the solid region x > 0 and the size of the pre-
plasma. When the maximum density of the pre-plasma
is the same, the thermal diffusion front takes more time
to reach the solid surface x = 0 due to the critical den-
sity position being far from the surface. In the case in
which the maximum density of the pre-plasma is different
(blue) , the arrival time does not show a simple depen-
dence on the scale length. The arrival time might be
determined by the amount of plasma through which the
thermal diffusion front passes before reaching the solid
surface. Therefore, although the pre-plasma does not
affect the thermal diffusion speed, it does affect the de-
livering time of thermal diffusion in the solid.

To determine the arrival time of the heat flow from the
laser-plasma interface to the solid region, we show the
time evolution of the electron phase plot x-pz in Fig. 3
(a) for the case in which the scale length is 2.56µm and
the maximum pre-plasma density is 500nc. Note that
the present PIC simulation has a laser electric field in
the y direction and plasma distributed in the x direc-
tion; thus, there is no acceleration force to induce pz
except for Coulomb collisions. The arrows in the figure
indicate the inflecton point of electron temperature at
each observation time t = 0.83 ps (pink), 1.67 ps (yel-
low), 3.33 ps (green), and 5.0 ps (blue). The right side of
the arrow was heated by Joule heating by fast electron
current. The arrival time of the diffusion front at the
solid interface was t = 3.33 ps.
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FIG. 3. (a) Temporal evolution of electron phase plot x-pz
for a0 = 1, ni = 50, Z = 10, and the pre-plasma scale length
2.56 µm. The arrows indicate the positions of the diffusion
front at times t = 0.83 ps (pink), 1.67 ps (yellow), 3.33 ps
(green), and 5.0 ps (blue). (b) Trajectory of the fast thermal
diffusion front in the time-space diagram. The orange line
represents the result of the PIC simulation shown in Fig. 3
(a). It is as same as the orange circles in Fig. 1(b) and the
orange line in Fig. 2(b).The gray line represents the numeri-
cal solution of Eq. (2) with the factor f = 0.1. The arrows
indicate the observation times in (a).

III. THEORETICAL MODELING OF FAST
THERMAL DIFFUSION

In this section, we develop a theoretical model by con-
sidering the situation observed in the PIC simulations
described in the previous section. According to the con-
ventional model [19], the time required for thermal diffu-
sion to be dominant compared with the REB heating is
approximately a few hundred picoseconds, which is ap-
proximately two orders of magnitude longer than what
we observed in the PIC simulations. We here derive a
scaling equation for fast thermal diffusion occurring on
a few picoseconds by taking into account a pre-plasma
that was not considered in the conventional model.

Through the interaction with the main pulse, the over
critical density pre-plasma is heated beyond keV tem-
perature by Joule heating, and the hot region proceeds
diffusively to the solid interface, as shown in Fig. 3 (a).
It is thus important to consider the dynamics of the pre-
plasma heating to determine the boundary condition of
the solid interface, which was not considered in the con-
ventional model. Because of the heat flow from the hot
interface, our model predicts a much shorter time than
the conventional model to drive the fast thermal diffusion
from the solid surface.

The time evolution of the bulk electron temperature
can be described as follows: [19]

3

2
n̄e
∂T̄e
∂t̄

= η̄j̄2h +
3

2

n̄hT̄h

τ̄eh
(
T̄h
) +

∂

∂x̄

[
κ̄
(
T̄e
) ∂T̄e
∂x̄

]
, (1)
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where n̄e and n̄h are the bulk electron density and the
hot electron density normalized by the critical density
nc, and T̄e and T̄h are the bulk electron temperature and
the hot electron temperature normalized by the electron
mass energy mec

2, respectively. t̄ is the time normalized

by the laser oscillation period τL. η̄ = η̄0 Z ln Λ/T̄
3/2
e

with the Coulomb logarithms ln Λ, and a constant η̄0 =
e2ωL/

(
mec

3
)
≈ 1.6 × 10−8. j̄h = n̄h v̄h, where v̄h is

the hot electron flow velocity normalized by the speed of
light c, and the current density is normalized by encc.
τ̄eh is the collision time between the bulk electrons and

hot electrons. κ̄
(
T̄e
)

= αSH f
(
λ3L nc/π

2
)
T̄

5/2
e / (ln ΛZ)

is the thermal conductivity of electrons, where αSH =
16
√

2/π3/2 is the coefficient of Spitzer-Härm thermal con-
ductivity [21, 22], and f (< 1) is a factor that expresses
the effect of suppressing heat flux. This factor should be
considered when there is a steep temperature gradient
that can be found in laser plasmas. In this simulation,
the ratio λei/LT is approximately 1/20, where λei is the
collision mean free path between ions and electrons for
an electron with 10 keV in the solid density and LT is
the scale length of electron temperature gradient. The
terms on the right-hand side of Eq. (1) correspond to
Joule heating, drag heating, and thermal diffusion, re-
spectively.

We solve Eq. (1) numerically by omitting the Joule
heating and the drag heating terms to only observe the
dynamics of the fast thermal diffusion front. Here, we as-
sume that the laser and plasma density distributions are
the same as those in the PIC simulation shown in Fig. 3
(a). To solve the equation, the temporal evolution of the
electron temperature at the relativistic critical density
by Joule heating [23] is used as the boundary condition
with an absorption rate of 10%, which was observed in
the PIC simulation. In Fig. 3 (b), a gray line represents
the trajectory of the fast thermal diffusion front obtained
from the numerical solution of Eq. (2). We also show the
fast thermal diffusion front in the PIC simulation using
an orange line. The good agreement between the re-
sults of the PIC simulation and the numerical solution
indicates that fast thermal diffusion propagates through
the pre-plasma and solid regions. Because the thermal
spread in the phase space in the pre-plasma was almost
uniform behind the diffusion front, as shown in Fig. 3 (a),
the temperature at the critical density, i.e., at the laser-
plasma interface, can be used as the boundary condition
at the solid surface after the heat front reaches the solid
surface.

To derive the analytical formula of the fast thermal
diffusion speed, we consider only the thermal diffusion
term in the energy equation as

∂T̄e
∂t̄

=
∂

∂x̄

(
−aT̄e

5
2
∂T̄e
∂x̄

)
, (2)

where a ≡ 2n̄e κ̄
(
T̄e
)
T̄

−5/2
e /3. We then assume a con-

vex temperature profile of T̄e in the solid region to sat-

isfy Eq.(2) as T̄e (x̄, t̄) = A (v̄heat t̄− x̄)
2/5

[24–26], where

v̄heat is the speed of the propagation front of the fast
thermal diffusion, and v̄heatt̄ (> x̄) indicates the location
of the diffusion front at time t̄. Here, the coefficient A is

A = [(5/2) v̄heat/a]
2/5

.
The boundary of the solid surface is located at x = 0.

In the region x < 0, the pre-plasma is heated by the Joule
heating as

3

2
n̄p
∂ T̄p
∂ t̄

=
η̄0 Z ln Λ (n̄h v̄h)

2

T̄
3
2
p

, (3)

where T̄p and n̄p are the normalized pre-plasma electron
temperature and density, respectively. Here, we neglect
the drag heating which is not efficient at the solid density
in the current spatial scale. We also neglect the plasma
wave heating [27] and fast ion heating to obtain a simple
scaling. Such kinetic effects will be important for inter-
actions at higher laser intensities. By solving Eq. (3), we
obtain Tp(t) with the initial condition Tp(0) = 0 as

T̄p(t̄) =

[
5 η̄0 ln ΛZ (n̄h v̄h)

2
t̄

3 n̄p

]2/5
. (4)

The boundary condition at x = 0 for Eq. (2) is then given
by T̄e(0, t̄) = T̄p(t̄). Hereafter, we replace np in Eq. (4) by
nh, considering that the spread of pz in the pre-plasma re-
gion was almost uniform in Fig. 3 (a). Using this bound-
ary condition, we get the fast thermal diffusion speed
from Eq. (2) as

v̄heat =

(
8

9
αSH f

) 1
2
(
nh
ne

) 1
2

v̄h

=
1.9 f√
n̄i Z

√
γ2 − 1

γ
.

(5)

The second equation is derived using the relations nh =
γ nc, ne = ni Z, v̄h =

√
(γ2 − 1)/γ. We determine the

value of factor f by fitting the analytical function of
Eq. (5) to PIC simulation results. Here, the Lorenz fac-

tor of hot electrons is γ ≡
√

1 + χaba20/2 [23] with the
laser energy absorption rate χab.

As shown in the right hand side of Eq. (5), the fast
thermal diffusion speed is expressed by square root of the
density ratio of hot electrons to bulk electrons multiplied
by the hot electron velocity. Note that v̄heat is constant in
time. The constant velocity is attributed to the temporal
evolution of the electron temperature in the pre-plasma
heated by Joule heating. We also see that v̄heat has
control parameters, i.e., laser normalized amplitude a0
in γ, and target electron density niZ = ne.

Fig. 4 shows the dependence of fast thermal diffusion
speed on a0/λL, µm which is proportional to the square
root of laser intensity I. The simulations were per-
formed with varying the laser normalization amplitude
a0 while the target ion density was fixed at ni =50 and
the atomic number at Z =10. The simulation results
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are shown as black dots for λL, µm = 1.0, and white cir-
cles for λL, µm = 0.5. The theoretical scaling Eq. (5) for
λL, µm = 1.0 with the absorption rate of 10–17%, which is
determined by the simulation result, is shown by the gray
shaded area. The factor f in Eq. (5) is determined by fit-
ting Eq. (5) for all black dots in Fig. 4 assuming that the
absorption rate is 13.5%, which is the mean value of the
simulation results. As a result of the fitting, the factor is
f ≈ 0.065. As shown in the figure, the theoretical predic-

tion of the dependence on the intensity is consistent with
the simulation results over the range of approximately
one order of magnitude. This range corresponds to 1018

to 1020 W/cm2, which covers the current spec of kilojoule
PW lasers.

The fast thermal diffusion speed vheat, given by Eq. (5),
is higher for the shorter laser wavelength, because nh is
proportional to nc, which is higher for shorter laser wave-
length. For instance, when we decrease the laser wave-
length by half, vheat becomes approximately

√
2 times

faster for a0 � 1. The striped area in Fig. 4 represents
Eq. (5) with λL, µm = 0.5 and the absorption rate 13–
22% observed in the simulations. The theoretical model
predicts that the difference in vheat is larger for higher in-
tensities. The PIC simulation results agree well with this
trend of the prediction. The result indicates that for the
same laser intensity, a laser with a shorter wavelength is
beneficial for fast thermal diffusion.

Fig. 5 shows the dependence of the fast thermal diffu-
sion speed on the electron density of the target. The laser
normalized amplitude is fixed at a0 = 2, and the electron
density of the target is simulated with different combi-
nations of ion density and atomic numbers. The results
of the simulation are shown as black dots. The square,
circle, and triangular dots represent the results for Z =5,
10, and 20, respectively. The gray dotted line is the the-
oretical scaling equation with a value of 10% absorption
substituted. The theoretical model also explains the sim-
ulation results well for the electron density dependence
of the target. In terms of mass density, the validation
was performed in the range of 0.9 to 7.5 g/cm3. This
is sufficient to cover the range of general solid density
plasmas.

The theoretical model derived above is based on simple
assumptions, but it can explain the fast thermal diffusion
speed in solid density plasmas by kilojoule PW lasers.

We performed two-dimensional (2D) collisional PIC
simulations to investigate the multidimensional effect of
fast thermal diffusion. The heat map of the electron tem-
perature t = 3.3 ps, which is 0.8 ps after the laser irradi-
ation with the peak intensity starts, is shown in Fig. 6.
Substituting the parameters (ni = 59.8, Z = 13, f = 0.1,
χab = 0.4, a0 = 1.4) used in the 2D calculation into
Eq. (5), the thermal diffusion speed becomes 3.7 µm/ps.
The thermal diffusion speed vheat in the 2D simulation
with a large spot (spot diameter φL = 50 µm) is 3.8
µm/ps, which is consistent with Eq. (5). In a small spot
simulation (φL = 7 µm), vheat decreases to 2.8 µm/ps by
the multidimensional effect. Note that the thermal dif-
fusion speed in the 2D simulation is calculated from the
speed of the inflection point of the temperature gradient
at Y = 0. We confirmed that Eq. (5) could be applied
when the spot size is large, so that the one-dimensionality
of the system is maintained.
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FIG. 6. 2D heat map of electron temperature at t = 1000 τ for
φL ≈ 50 µm (large), and φL ≈ 7 µm (small). The white line
is the contour of electron temperature of the inflection point
at the center Y = 0. The parameters for the two-dimensional
simulation are as follows: A 1.65 ps (500 τL) flat-top laser
pulse (λL = 1 µm) is injected from the left boundary with
the peak intensity of a0 = 1.4. The pulse has a Gaussian
rising edge with the time width of 2.31 ps (700 τL). The laser
focused spot size (FWHM) was set to φL ≈ 50 µm (large)
and 7 µm (small). The laser was irradiated perpendicular
to the target surface. A 30µm thick, aluminum with the
ion density of 59.8nc (2.7 g/cc) is placed in a 60 × 120µm
simulation box with 20 µm of vacuum in front of the target.
Note here that we start from the partially ionized aluminum
(Z = 1). Each cell includes 2 and 26 superparticles for ions
and electrons, respectively, in the plasma region. We used a
numerical resolution of ∆x = ∆y = 1/50µm and ∆t = τL/50,
where τL is the laser period.

IV. CONCLUSION AND DISCUSSION

In this study, we demonstrate the keV range fast ther-
mal diffusion in the interaction between solid density
plasmas and a kilojoule PW laser light using a series
of 1D collisional PIC simulations. We also conducted
a parameter survey to clarify the heating mechanism of
the fast thermal diffusion. When laser heating maintains
the pre-plasma at high temperatures on the time scale
of picoseconds, a keV temperature heat wave is launched
from the pre-plasma region and propagates through the
solid density plasma. It was shown that the fast thermal
diffusion speed is constant over time in the solid region.
We derived the fast thermal diffusion speed by consid-
ering the presence of the pre-plasma. The model shows
that fast thermal diffusion starts much earlier than that

in the conventional model. This is because the fast ther-
mal diffusion is driven by the hot electrons with energies
of a few tens keV of which mean free path is about two
orders of magnitude less than that of sub-MeV fast elec-
trons considered in the conventional model. The time
needed to launch the keV range fast thermal diffusion
into the solid region depends on the pre-plasma volume.
The fast thermal diffusion could be more effective with
shorter laser wavelength, if the intensity is the same.

We estimate the effect of radiation loss in the keV
range isochoric heating. For simplicity, we consider tem-
perature evolution by bremsstrahlung radiation loss [28]

as d T̄e/d t̄ = −5.48 × 10−10 n̄i Z
2 T̄

1
2
e . By solving this

equation, the time t̄cool for the initial temperature T̄ini
can be expressed as t̄cool = T̄ini/

(
5.48× 10−10 n̄i Z

2
)
.

For instance, in the case of fully ionized aluminum,
Z = 13, n̄i = 53.6, and Tini = 10 keV, the cooling time
is tcool ≈ 13 ps. In other words, the effect of radiation
loss of aluminum plasmas is considered to be small for
the pulse duration of current kilojoule PW lasers, which
is typically less than 10 ps. Similarly, considering fully
ionized silver (Z = 47), the cooling time of 10 keV is
tcool ≈ 1.0 ps, and the effect of radiation loss is not negli-
gible. When Z is approximately 15 or more, the cooling
time at solid density (n̄i = 50) for Tini = 10 keV is less
than 10 ps. In the isochoric heating of 10 keV temper-
ature solid density plasmas by the current kilojoule PW
laser, we can roughly estimate that the effect of radiation
loss can be neglected for materials with Z ≤ 15.

Our model is limited to the 1D geometry, that is, the
model is applicable until when the heated depth is less
than the laser spot radius. The fast thermal diffusion
speed slows down after the diffusion front propagates
over a distance comparable to the spot radius. The self-
generated magnetic field and the external magnetic field
applied in the direction of the laser optical axis might
help to sustain the quasi-one-dimensionality by suppress-
ing the thermal diffusion in the lateral direction. Future
work should investigate fast thermal diffusion in multidi-
mensional situations in details.
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