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In classical finite-range spin systems, especially those with disorder such as spin glasses, a low-
temperature Gibbs state may be a mixture of a number of pure or ordered states; the complexity of
the Gibbs state has been defined in the past roughly as the logarithm of this number, assuming the
question is meaningful in a finite system. As non-trivial pure-state structure is lost in finite size,
in a recent paper [Phys. Rev. E 101, 042114 (2020)] Hoéller and the author introduced a definition
of the complexity of an infinite-size Gibbs state as the mutual information between the pure state
and the spin configuration in a finite region, and applied this also within a metastate construction.
(A metastate is a probability distribution on Gibbs states.) They found an upper bound on the
complexity for models of Ising spins in which each spin interacts with only a finite number of others,
in terms of the surface area of the region, for all 7" > 0. In the present paper, the complexity of a
metastate is defined likewise in terms of the mutual information between the Gibbs state and the
spin configuration. Upper bounds are found for each of these complexities for general finite-range
(i.e. short- or long-range, in a sense we define) mixed p-spin interactions of discrete or continuous
spins (such as m-vector models), but only for 7" > 0. For short-range models, the bound reduces to
the surface area. For long-range interactions, the definition of a Gibbs state has to be modified, and
for these models we also prove that the states obtained within the metastate constructions are Gibbs
states under the modified definition. All results are valid for a large class of disorder distributions.

I. INTRODUCTION

One of several uses of the term “complexity” in the
physical and mathematical sciences refers to the decom-
position of an equilibrium (Gibbs) state in a short-range
classical statistical mechanics system as a mixture of or-
dered or “pure” Gibbs states [1-3], or to the similar de-
composition

of stationary (in time) statistical states of a corre-
sponding dynamical system (i.e. with the same Hamil-
tonian) into ergodic components [4]. (Indeed, the Gibbs
states are stationary, and the pure states are ergodic.)
Each weight in the mixture can be viewed as the prob-
ability for the system to be in the corresponding pure
state, and Palmer [5] suggested the name complexity for
the entropy of the set of weights, and thus for (roughly
speaking) the logarithm of the number of pure or ergodic
components in such systems. He also suggested that, in
some systems such as short-range spin glasses (SGs), the
complexity could be extensive, that is, proportional to
system size.

There are two issues with the last proposal. One is that
it had to refer to a system of finite size (i.e. having a fi-
nite number of degrees of freedom), and typical finite-size
models have only a unique pure or ergodic state; a non-
trivial pure- or ergodic-state decomposition can arise only
in an infinite-size version [1-4]. Glossing over this fact
for a moment, and treating the pure states as somehow
defined approximately for finite size, van Enter and van
Hemmen [6] showed that the complexity of pure states
in short-range models cannot be extensive. (In contrast,
ordinary entropy differs on both counts: it is well-defined
in the finite-size case, and extensive.)

In their deep studies of short-range finite-dimensional
classical SGs which used rigorous notions of Gibbs and
pure states in strictly infinite size [7, 8], Newman and
Stein (NS) frequently emphasized the idea of restricting
the Gibbs probability distribution for the spins to only
the spins in a finite-size region or “window”, such as a
hypercube Ay of side W. The entropy of such a distri-
bution is finite even when the total system size is infinite.
Further, if for example one considers different finite sizes
of the system, with the interactions among the spins in-
side and near the window fixed, then at zero temperature
different ground states may be seen in the window. It is
clear, for example, in a model with interactions between
only nearest-neighbor Ising spins that, except in certain
degenerate models, the logarithm of the number of such
ground states cannot be greater than a constant times
the surface area ~ W% ! of the window. This is more
restrictive than simply being subextensive, even if exten-
sive is taken to mean ~ W?. Because, in such systems,
ground states are the zero-temperature version of pure
states, this raises the expectation that the same bound
should also hold for some notion of the complexity of a
Gibbs state as seen in a window at non-zero temperature.
We are not aware of a precise formulation and proof of
such a result in print until recently.

In previous work, Holler and the author [9] (we refer to
this paper as HR), building on the notions of complexity
from Refs. [5, 6] but using the spin distribution restricted
to a finite window Ayy, arrived at a definition of complex-
ity, relative to the window, of an infinite-size Gibbs state
(i.e. of its pure-state decomposition), as the mutual in-
formation between the spins in the window and the pure
states. Here, the mutual information represents the av-



erage amount of information about which pure state the
system is in that is obtained by an observation of the
spins in the window. This definition has several desir-
able properties, and in some situations it reduces to the
entropy of the set of weights of pure states as W — oc.
For Ising spins and nearest-neighbor interactions it was
easy to show [9] that it is less than a constant times the
surface area ~ W%~ of the window, for any temperature
T >0.

While the definition of complexity as mutual informa-
tion in HR is very general, the upper bound on it ob-
tained there (essentially by counting distinct spin con-
figurations on the boundary of the window) is limited in
scope in two ways, as just mentioned: (i) the bound does
not cover the case of models in which each spin interacts
directly with infinitely many others, but which, because
the interactions fall off sufficiently rapidly with distance,
nonetheless behaves like a short-range model, with well-
defined Gibbs states (we say models in this larger class
are of finite range); (ii) while the bound extends triv-
ially to other models of spins that take a finite number
of distinct values, it diverges for continuous spins, such
as vector spins with rotation-invariant interactions.

In Section IIT of this paper, we prove upper bounds
on the disorder-average of the complexity that overcome
both of these limitations for a broad class of models, but
only for the case of strictly positive temperature. For
interactions involving mean-zero bonds J;; between the
pair of spins at ¢, j, we prove that the disorder average
of the complexity (mutual information) of a Gibbs state
in a SG is bounded at any 7" > 0 by
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where Var.J;; is the variance of J;;. The bound ex-
tends naturally to models with interactions among sets
of p spins, instead of p = 2. [For these, the precise
statements are in Sec. III C1, inequality (3.67), and in
most general form (3.70), which includes non-SGs and
non-disordered models.] It applies to continuous spins
as well as to discrete, provided the spins are vectors
of magnitude < 1, and it reduces to the surface area
~ W9=1/T? for nearest-neighbor interactions. For the
one-dimensional power-law model [10], in which ¢, j € Z
and VarJ;; = |i — j|72° (o > 1/2), it gives a bound
o W2729/T? for 1/2 < o < 1, and constant/T? for
o > 1. While this bound may not be useful if one wishes
to take T" — 0 at fixed W, nonetheless for any fixed T' > 0
it gives a bound on the asymptotic growth of the average
complexity as W — oo.

The infinite-size Gibbs states that we consider in these
results are obtained from taking a thermodynamic limit.
As the limit may not exist directly, it is necessary to uti-
lize a metastate, a probability distribution on infinite-size
Gibbs states for given bonds [7, 8, 11]; a metastate carries
information about finite-size systems. The same bound
applies to the disorder-average both of the complexity of
a Gibbs state sampled from the metastate, and also of the

complexity of the metastate-average state (MAS), which
is itself a Gibbs state. We further define a concept of the
complezity of the metastate itself, again relative to the
window. This does not refer to a pure-state decomposi-
tion, but describes the logarithm of the number of Gibbs
states over which the metastate ranges; it vanishes for
a trivial metastate (i.e. one supported on a single Gibbs
state for the given bonds). Its disorder average is sub-
ject to the same bound too. The three complexities are
related by a simple formula: the complexity of the MAS
is the sum of the other two.

In long-range models, such as cases 0 < 1 in the one-
dimensional power-law models, from a rigorous point of
view, questions arise even about the definition of Gibbs
states [12]. As those models are of interest in the current
work, we address those problems as well. It turns out
that the concept of relative entropy, to which mutual in-
formation is closely related (and which also appears in the
proofs of the bounds already discussed), is very useful in
proving the existence of metastates and the nature of the
Gibbs states in the long-range models, and the methods
used are needed for proving the bounds on complexity in
these models as well. For these reasons we also include
these results here, in the form of Appendix A. We also
use similar methods in a proof in Appendix B that there
is a unique Gibbs state at 7" > 0 in the short-range case
o > 1 of the one-dimensional power-law models.

In Sec. ITIC5 we give a final discussion of the relation
of the results to the problems of SGs.

II. SPIN-GLASS MODELS

We begin by detailing the SG models we have in mind;
this section can be skipped or skimmed by knowledgeable
readers. (For a general reference, see e.g. Ref. [13].) The
notation A, A’, ..., will stand for sets with elements
1. The basic general form of a SG Hamiltonian, due to
Edwards and Anderson (EA) [14], is

H=— Z Jijsisj_hzsi;

{ijree i

(2.1)

where at present s; = £1 for all sites (vertices) ¢ in some
(possibly infinite) index set A are Ising spins, and £ is a
set of edges, that is unordered pairs {4, j} of sites ¢, j in A;
the real numbers J;; are random variables called bonds,
and h is a magnetic field. (To be clear, the symbol A for a
set of ¢ will not always denote the system as a whole, but
here it does.) At present, this expression is formal, that is
we do not yet concern ourselves with convergence of the
sum. Unless stated otherwise, we assume the bonds (and
their generalizations Jx below) are independent random
variables with mean zero and finite variance, and at first
we can assume they are Gaussian. (A random variable
with mean zero will be termed “centered”.) We write s
for (si)ien and J = (Jij) i j1ee- We also write s[5+ for the
restriction (s;);eas of s to its values on a subset A’ C A,



and similarly for J. (Similar notation will be used for
other indexed sets and their restrictions.) We can view
a configuration s as a function from A into {—1,+1}, so
s € Sy = {—1,+1}", the set of all such functions; for
A = Z%, we write S for Sy. The probability distribution
on J is written v(J), and the operation of expectation
with respect to v is denoted by E or [---],.

While some central calculations can be carried out
more generally, we mainly assume that the joint distri-
bution of all the bonds is homogeneous, that is, invariant
under some symmetry group that permutes the sites at
which spins are located. For the finite-range cases, we as-
sume that the sites i label positions x; in the lattice Z¢,
embedded in d-dimensional Euclidean space, and use the
induced Euclidean metric to define distances on Z%, with
the distance between nearest neighbors being 1. Then we
assume the distributions of the bonds are invariant under
the group Z? of translations. We can identify subsets A
with sets of lattice sites, and use finite such portions A
of this set-up to define finite-size systems, that is with
free boundary conditions; periodic boundary conditions,
which ensure translation-invariance in a finite-size sys-
tem, or other boundary conditions, can be handled with
only minor modifications. All the general statements and
bounds obtained below are independent of the boundary
conditions used. In the basic EA model, the set & is
the set of nearest-neighbor pairs, with the same value of
Var J;; = 1, say, for each such pair. Another interesting
model is the power-law model [10, 15] (mentioned in the
one-dimensional case in the introduction), in which £ is
the set of all pairs, and Var J;; = |x; — x;| 729,

For infinite-range models, the basic example is the
Sherrington-Kirkpatrick (SK) model [16], in which for
1€ A=1{0,...,N — 1}, the joint distribution of bonds
is invariant under the symmetric group Sy that acts by
permuting the sites, and the variance is VarJ;; = 1/N
for all {i,7}.

Both types of model can be extended to p-spin inter-
actions for p > 1. For these, we use notation X, Y,
... for arbitrary finite subsets of A, and also define, for
Ising spins, sx = [[,cx si- Then a p-spin Hamiltonian
in system A has the form [17]

H=H(s)=- Y,

XCA:| X]|=p

Jsz, (2.2)

where the sum is over distinct subsets containing p sites;
this is called a p-spin model (for the specified p). Thus
the EA Hamiltonian with A = 0 is a p = 2 model, and
p = 1 terms are random magnetic fields. Models that
contain terms for more than one, or possibly all finite, p,

H:—Z Jsz,

XeX(A)

(2.3)

where X'(A) is the set of all finite subsets of A [we set
X(Z%) = X, are called mixed p-spin models. The
X = 0 term cancels in the Gibbs weights, and so it
can be set to zero; also, we write J = (Jx)xex(n)

and J|xy = (Jx)xexy for A C A, For A finite,
the mixed p-spin Hamiltonians include all possible Ising
Hamiltonians, because {sx : X C A} forms a complete
set of functions of the spins, which is orthonormal with
respect to the inner product defined by summation over
all s € Sy with weight 2-1Al; from an arbitrary func-
tion H(s), its expression as — )y~ Jxsx (the Fourier-
Walsh expansion) can be obtained by using orthonormal-
ity. For mixed p-spin SG models, we again require the
joint distributions of J to be homogeneous, and there are
both finite- and infinite-range versions; in the infinite-
range SK-type versions, for |X| = p, the variance scales
as Var Jx oc N~P=1 [17]. If desired, here (and also for
the m-vector models that follow) we can allow the p =1
term to have nonzero mean (a uniform magnetic field),
with no effect on any of the later results.

For vector spins, we consider m-component unit vec-
tors s; (which we also call m-vector spins) for each i € A,
and the standard inner product on R™, with 2-spin inter-
action terms —J;;s;-s; that possess O(m) symmetry. The
space of spin configurations is now s € Sy = (S™~1)A,
where S~ is the unit sphere in R™. Summation over
the Ising variables is now replaced by integration over
Sa, using as measure the product of uniform [i.e. O(m)-
invariant] measures which are the same on each S™~1 fac-
tor. More generally, we could consider m-vector mixed
p-site models, and require the interactions to be O(m)
invariant, at least for p > 1; to be O(m) invariant, a
term for a set X of p sites must be a product of 2-spin
factors s; - s; (i # j), where for m > 1, sites ¢,j are al-
lowed to appear more than once in the product. Thus for
given p > 1 and m > 1 there is more than one way (in
fact, a countable infinity of ways) to construct distinct
such terms for each X (with |X| = p), and so the terms
in H would not be indexed solely by X. m > 1-vector
spin models with anisotropic interactions would be simi-
lar. For all these cases, in general the p > 1 terms would
have to be indexed using pairs (X, ) in place of X, where
X is again a set of sites, and x labels distinct interaction
types for each X; then the random bonds would become
J(x,z), the products sx become s(x ;) [constructed to
obey [s(x,z)| < 1 for all (X, z)] and sums would be taken
over (X,z) (we leave the trivial details of such changes
to the following results to the reader). [We note that
for the Fourier-Walsh expansion, for general m > 1, for
each ¢ the two basis functions, 1 and s;, in the Ising case
(m = 1) must be replaced by an infinite orthonormal set,
which could be taken to be constructed from products of
components of s;, i.e. the traceless symmetric tensors on
S™~! yielding infinite sums even for finite A.]

The case of general discrete-spin models, such as Potts
spins, is similar to the m-vector models. Such a spin
variable can be represented as a discrete set of vectors in
S™~1 for some m, and so will not be discussed further
here. In every case, we assume that the underlying mea-
sure for sums or integrals over s; for each i is uniform,
meaning that it is invariant under a transitive action of a
compact group of (measurable) symmetries, namely the



group O(m) for m-vector models, and the permutation
group S, for p-state discrete spin models such as p-state
Potts models. (This property will be used in Appendix
A). Note that this statement holds regardless of whether
the Hamiltonian is invariant under the group, though it
could be. Clearly this general setup can be extended to
spins that take values in other spaces, Sy say, with a
transitive action of a compact group as well. For discrete
cases, the existence of a uniform measure that can be
normalized as a probability distribution requires that Sy
be finite. For our purposes, the Ising (m = 1) and m-
vector (m > 1) models provide sufficiently representative
examples.

Next we will extend the class of disorder distributions
beyond Gaussians (readers can continue to think solely
of Gaussians if they prefer). We still require that the Jx
[or J(x )] are centered (except possibly for p = 1), have
finite variance, are independent, and have a homogeneous
joint distribution. It will be convenient to assume also
that the marginal distribution of Jx/v/VarJx [(Jx —
EJx)/+/Var Jx for p = 1] is the same for all X [or all
(X, )], though this will be rarely used, and can easily
be relaxed. A class of distributions that we could use is
that of sub-exponential random variables, for which the
probability density (relative to Lebesgue measure on the
line) decays like the exponential function in (a constant
times) |Jx| at large |Jx|, or faster (see e.g. Ref. [18]).
This condition ensures that the absolute moments of all
orders are finite. We would then require that

|EJ%| < nlk™(Var Jyx)"/? (2.4)
for all integers n > 0 and all X, where k is a constant, as
in Refs. [15, 19]. These conditions imply that Ee!/X con-
verges, and so is an analytic function of ¢, for sufficiently
small ¢ [see Ref. [19], eq. (2.13)], which then implies that
Jx is sub-exponential [18]. In practice, it will not be
necessary to use the sub-exponential assumption, or con-
ditions (2.4), in this paper; similarly to Refs. [13, 20],
the assumptions of independence, EJx = 0 for p > 1,
Var Jx < oo, homogeneity, and the same distribution of
Jx /+/Var Jx for all X (modified for p = 1 as above),
will be the only general conditions imposed on the dis-
tributions. (In Sec. IIIC4, we will drop most of these
conditions, except for independence and translation in-
variance, and impose a weaker condition in place of the
others.)

Now we complete the definitions of the finite- and
infinite-range SG models. (In fact, for vector spins it
is convenient to impose two additional restrictions, for
which see the following Section IITA1.) In both cases,
we would like to have a non-trivial thermodynamic limit
as |A] (or N) — oo through a suitable sequence of mod-
els, for both the usual thermodynamic functions, such
as the free energy, and also for the state, or distribution
functions for the spins (equivalently, for their correlation
functions). (For results for thermodynamics, see espe-
cially Refs. [13, 15, 19-21], Ref. [13] for a review, and also
Appendix C; for correlation functions and states in finite-

range models at high temperature, see Refs. [22,23].) We
will show that a sufficient condition (in addition to those
of the preceding paragraph) for these to exist is

m Y%

[A] =00 k
p>1 XCAneX,| X |=p

Var Jx < oo (2.5)

(which is independent of ), which we call the conver-
gence condition. (Here for Ising spins the p = 1 term
is irrelevant to the convergence of the sum, and can be
dropped, as its variance is finite. Technical aspects of
the definition and properties of such sequences of par-
tial sums are given in Appendix A.) This condition is
clearly equivalent to finiteness of the sums for each p,
together with convergence of the sum over p. For the
finite-range translation-invariant models, we prove in Ap-
pendix A that non-trivial limits for the states exist (in a
sense to be explained) at all nonzero temperatures and
are Gibbs states (see Sec. IIT A 1 below) when the conver-
gence condition holds (a different approach that leads to
a similar result but only at sufficiently high temperature
can be found in Ref. [23]). We note that the sufficient
condition for existence of a limit for thermodynamics in-
volves convergence of a similar but (when more than one
value of p > 1 occurs in the sum) different sum [13, 20];
the above condition implies that condition also (see Ap-
pendix C). Thus for the finite-range models, Var Jx can
be taken independent of |A|, but must fall off as the dis-
tances between the sites in X increase, such that the sum
converges.

The models we call infinite range necessarily involve
instead Var Jxs that depend explicitly on N = |A| (that
is, they tend to zero as N — 00), as already specified
for SK-type p-spin models, such that they obey the same
convergence condition (2.5), in which all terms contribute
in the limit. Then again the thermodynamic limit of
the free energy exists under a similar, though different,
condition which is implied by this one, plus a convexity
condition [13, 21]. The d = 1, p = 2 power-law model
defines a finite-range model for ¢ > 1/2, but for 0 < o <
1/2 Var J;; must scale as [A[** 7! (or 1/In|A| for o = 1/2)
in order to produce correct behavior of the limit in this
case; thus for those values of o this model is infinite-
range, but not strictly of SK type except when o = 0.
Finally, finite-range models, such as the EA model, in
which for each i there are nonzero (and |A|-independent)
terms in H for only a finite number of X with ¢ € X will
be called strictly short range [some might use the term
“finite” (i.e. bounded) range for those instead, but we
will not]. In the following Section we will also subdivide
finite-range models into long range and short range, with
strictly short range a subset of the short-range models.

IIT. COMPLEXITY BOUNDS FOR
FINITE-RANGE SPIN GLASSES

Now we focus on finite-range SGs. In Section III A, we
discuss Gibbs states and metastates in SGs from a some-



what informal point of view, including the cases of m-
vector spins or long-range interactions. In Section III B,
we explain some basic definitions and results from infor-
mation theory that will be used in the paper. Finally,
in Section III C, we combine the concepts to define com-
plexity as mutual information, introduce basic results,
and derive the upper bounds advertised in the Introduc-
tion. The basic methods used for the bounds in finite
size are quite elementary, and are similar to methods for
bounding surface free energies (see e.g. Ref. [13]). The
final (and essential) extension to results for infinite size
uses some results from the Appendices, especially in the
long-range case. Section III C ends with the extension to
more general disorder distributions, and further physical
discussion.

A. Gibbs states, pure states, and metastates
1. Gibbs states and short-range models

In a finite-size system, given a Hamiltonian H = H(s),
the Gibbs distribution on spin configurations s = (s;);ea
(A finite) at temperature 7' is given by the well-known
formula

pr(s) =e Ty e HIT, (3.1)

(In general, our convention is to treat the spins as discrete
variables, with evident generalizations to continuous vari-
ables such as m-vector spins.) This definition does not
work when the set A becomes infinite, due to the infi-
nite sum in H. Instead, the preliminary definition [1-4]
of an infinite-size Gibbs state is as a probability distri-
bution (also called a state) I'(s) on spin configurations
5 = (8;);eza such that for any finite subset A of Z¢, the
conditional probability distribution for spins s|p given
s|ae (for any A, A¢ = Z? — A is its complement) is

['(s[a | s[ac) = par(s]a), (3.2)

where

>

XeX:ANX#D

JIxsx, (3.3)

so H' [or H} (s))] contains all interactions entirely within
A, as well as all interaction terms involving at least one
spin in A and at least one of the fixed spins in A¢. (Note
that in our notation, py-(s|a) depends implicitly on s|ac
through H’, while the sum in eq. (3.1) is here over s|a
only.) As Z4 is infinite, the definition of conditional prob-
ability needs care; see Ref. [24, 25]. In general, T'(s) may
not be uniquely determined by this definition, and that
may lead to interesting physics, namely existence of many
pure states. We note that we will write the (conditional)
probabilities for a specific vector s value as we did here
[24, 25], but T is really a measure, and we will also write,

for example, I'(A) for the thermal probability of a set A
of values of s. We write E or (---) for the operation of
(possibly conditional) expectation over s in a finite- or
infinite-size Gibbs state. A state I' may be a Gibbs state
for a specific J, but we will not show that explicitly in
the notation.

The definition makes sense in the strictly short-range
Ising case, because the sum over X is finite, and further
the sum is finite for almost all J (i.e. with probability 1
with respect to v). For finite-range models more gener-
ally, there is an obvious convergence issue regarding the
sum over X in H’. In the remainder of this paragraph
we restrict ourselves to Ising spins, with simple modifi-
cations for more general discrete spins with Sy finite; we
return to vector spins afterwards. The definition contin-
ues to make sense if the limits of partial sums (for fixed

A),
lim
|A/| =00 Z
XCAANX#0

stx, (34)

exist and are finite for all s and all finite A (again, see
Appendix A for the precise definition of the limit). For
fixed A and J, convergence for all s is guaranteed if the
sum converges absolutely for some s. In general, the cor-
responding partial sums v /.y |/x| have a finite
limit as |A’| = oo for v-almost all .J if the sum of expec-

tations
> Bl
XCA:XNAHD

(3.5)

converges. (This follows from the monotone convergence
theorem, i.e. Ef,,(J) — Ef(J) for an increasing sequence
of non-negative functions 0 < f,  f as n — oo for
almost all J [24, 25], applied to the partial sums, together
with the fact that, for f > 0, Ef < co implies f < oo for
almost all J.) Under our conditions on the distribution
of Jx, that occurs if

lim Z

|A’|— 00
XCAANX£D

v/ Var Jx

(3.6)

is finite. This condition holds for all finite A if and only

if
lim E E
A7 |00 :
p>1 XCAHieX, | X|=p

v/ Var Jx < oo;

(3.7)

this is clearly equivalent to the sums for each p > 1 con-
verging, together with convergence of the sum over p,
and also implies that condition (2.5) holds. If a finite-
range model satisfies this condition, then we call it short
range; otherwise, it is long range [19]. (The interactions
in short-range models are also called regular or absolutely
summable [3]; those in the long-range models are also
called square summable.) In the long-range case, the
definition of a Gibbs state has to be modified somewhat,
as given in Section 2 of Ref. [12], and requires further dis-
cussion; see Appendix A, and also Ref. [23] for a related
treatment.



For m-vector spins, or other continuous spins, the sum
of [J(x,z)| over (X, x) could diverge even when the system
size or A’ is finite. To avoid this possibility, we consider
only finite-range models that obey, in addition to the
previous general conditions and condition (2.5), both (i)

> > VVarJix ) <o (3.8)
p>1 (X, 2): XCAieX,|X|=p
for all finite A’; and (ii), for the p = 1 terms,
> E|x]| (3.9)

(X,z): X={i}

converges (for all ). Then as before, when the limit
A" — oo of the sum in (i) is finite, we define that to be
the short-range case; if the A’ — oo limit is infinite, but
the corresponding sum of variances converges, we define
that to be the long-range case. In this way the names
remain apt, the interactions among any given finite set
A’ of spins s|ps (and also the p = 1 single-site terms)
are fairly well behaved, and only minimal changes are re-
quired for m-vector spins in the proofs of the results. We
impose the same condition for infinite-range continuous
spin models. The additional stipulations for continuous
spins will usually be left implicit from here on. More
general models than these are outside the scope of this
paper.

It may be helpful here to consider the example of the
2-spin power-law models in dimension d. Then we have
the well-known results that the models are finite range
when o > 1/2, with a well-defined limit for the thermo-
dynamic properties, and short range when o > 1. We
emphasize that the distinction that we use in this paper
between short range and long range models is important
technically, but its physical significance for general d is
less clear in general. A change in the behavior of our
complexity bounds at a value of ¢ that is different from
1 for d > 1 will follow from the later results. For the
d = 1 power-law 2-spin model [10], the critical value of &
at the short-long boundary is also the value above which
the transition at 7' > 0 disappears; this is a consequence
of being in one dimension. For analogous physical dis-
cussion of higher d, see Refs. [26, 27].

2. Pure states

Once Gibbs states for a given Hamiltonian H (thus,
for given J) are at hand, we notice that a convex combi-
nation (or mixture) of distinct Gibbs states for the same
H is again a Gibbs state; in general, a convex combina-
tion could involve an average taken using a probability
measure on Gibbs states. A Gibbs state that cannot be
expressed as such a combination of other Gibbs states is
called an extremal or pure state. Any Gibbs state can be
decomposed uniquely into a mixture of pure states [1-4],

in the form

T(s) = > wa(T)la(s), (3.10)

where I, are pure states, and the weights w, > 0 sum to
1. (Again, in practice the decomposition might be contin-
uous and require an integral over « using a measure w(«)
in place of the discrete weights w,, but we will usually
not show this explicitly.) The complexity of this decom-
position in a SG is one of the main topics investigated
here.

3. Metastates and metastate-average state

In general, there may be many Gibbs states for a given
H (especially at low temperature), and their relevance
physically may not be obvious. To obtain states of phys-
ical relevance, we can use some sort of limit of finite-size
systems; the metastate concept provides such a construc-
tion [7, 8, 11]. Here we will describe the operational
content of the construction [28], leaving more rigorous
discussion to Appendix A. The existence of a unique
Gibbs state that is the limit of finite-size states is far
from clear (again, particularly at low temperature), and
the metastate provides instead a probability distribution
on Gibbs states, for given .J. To describe the pioneering
Aizenman-Wehr (AW) construction [11], we first intro-
duce hypercubes such as Ay of side W, which is centered
at the origin in Z¢ (W is odd), and similar hypercubes
AR, Ap for odd R, L, where W < R < L. We start with
a finite-size system in A = A to produce a Gibbs state
T =pu(s|a, ), where

H=-— Z JXsX

X:XCApL

(3.11)

(one can use small variations on this choice of H at the
boundary of Ay to obtain other boundary conditions, in-
cluding the case of periodic boundary conditions). With
this we can calculate thermal averages of functions of the
spins s|a,, in Ay for the given J, or functions of such
averages; these depend on J in general. An average over
the finite-size analog of the metastate is now a disorder
average (expectation) using v(J|x(a,)-x(ag)), Where the
disorder is (at least partially) outside Agr (as the distri-
bution is a product, it can be viewed as conditioned on
Jlx(ag))- Finally, one can average (a function of) the
metastate average using v(J|x(a,)). We then take limits
as L — oo, then R — oo, if these exist. In the limit, the
final v(J|p,) is viewed (and written) as disorder aver-
age using v(J), while the average over the original outer
region is denoted as metastate average using the mea-
sure k, which is a probability distribution x(I") on Gibbs
states I' for given J (i.e. those J in what was formerly
the inner region A before R — 00). Likewise, the Gibbs
states obtained, written I'(s), are distributions on spin
configurations s, obtained as the limit as W — oo sub-
sequent to the prior limits. An AW metastate contains



information about the extent to which the Gibbs state
T (at given J) depends on the disorder asymptotically
far away. The technical question of existence of the lim-
its can be handled by using subsequences, at the cost of
possible non-uniqueness of the metastate, and the fact
that the infinite-size states are Gibbs states has to be
proved. k or kj depends on the bonds J through the
Gibbs states I', but we will leave that implicit. As in
the case of the pure states in the pure state decomposi-
tion, we usually treat I' as a discrete variable, though the
distribution £ may in fact be continuous.

In the NS metastate construction [7, 8], the use of the
disorder average over J|X(AL),X(AR) is replaced by an
empirical average over a range of sizes, say R = Ly <
Ly < -+ < Lg = L. Again taking L, R, and K to infinity
(possibly using a subsequence) produces the metastate
average. With a suitable choice of such a subsequence
of sizes, a NS metastate can be shown to be the same
as a corresponding AW metastate. The NS metastate
contains information about the extent to which, asymp-
totically, the Gibbs state I" (at given J) varies with sys-
tem size in the finite sizes from which it was constructed.
It too will be denoted k, as the following results apply
equally to either metastate. In either construction, the
question of uniqueness of the metastate in a SG remains
open.

Finally, there is one additional construction that will
be used. In either metastate construction, the Gibbs
states can be averaged using the metastate, to produce
the metastate-average state (MAS) or barycenter p(s)
[7, 8, 11], which is itself a Gibbs state (though a rather
special one), and it still depends on the sample of J.
That is, p(s) = [I'(s)]x, where the square bracket [-- -],
denotes metastate average. Then the MAS has pure state

decomposition
Z wa (I)a(s)

pl(s) = 3" k()
r
= Z tala(s

where the weights are jio = > £(I)wa(I'). The MAS
p can also be obtained more directly from finite size, by
taking the average of the finite-size Gibbs state I';, over
the disorder in the outer region using v/(J|x(a,)—x(Ag));
and then taking limits along the same subsequences as
before.

(3.12)

(3.13)

B. Information theory concepts
1. Mutual information and relative entropy

Next we define the concepts from information theory
that we will use (see e.g. Ref. [29]). First, we have
the mutual information of two random variables, pos-
sibly conditioned on a third. Suppose that A (B, C) is
a random variable, which takes values that we generi-
cally call a (respectively b, ¢). To lighten notation we

will treat the values as discrete, and denote the joint
probabilities p(a, b, ¢); notation such as p(a,b) will mean
the corresponding marginal probabilities for a, b alone—
that is, p(a,b) = > _p(a,b,c), and so on—and the condi-
tional probabilities are given implicitly by, for example,
p(a,c) = plalc)p(c). Then the mutual information be-
tween A and B, given C, is defined as

Zpabc ((|C

a,b,c

,ble) 14

B = wog
(The convention 0In0 = 0 is used.) The unconditional
mutual information I(A; B) is given by the same formula
with ¢ and conditioning on ¢ deleted everywhere, or one
may consider the case in which C is a constant; the same
applies to subsequent definitions also. Our random vari-
ables such as A do not have to be real-valued; they could

take other wvalues, including vectors. Conse-
quently, any of them could be interpreted as two or
more random variables, leading to the definitions of
I(Ay, ..., Ag; By, ..., B,|Cy, . . ., Cypy) similarly. The (con-
ditional) mutual information can be related to the (con-
ditional) Shannon entropy,

S(A|C) = Zp a,c)Inp(ale), (3.15)

by

I(A; B|IC) = S(AIC) — S(A|B,C). (3.16)

We also define the relative entropy (or Kullback-
Leibler divergence) of two (conditional) probability dis-
tributions, which will appear in calculations later. If
p(a, ), g(a,c) are two distributions for the same random
variables A, C, then the conditional relative entropy [i.e.
of p(alc) relative to q(alc), and using p(c) implicitly] is
defined as [29]

D [p(alc)llq(alc)] (3.17)

Zpacln ||§

(Here the left-hand side is a functional of the probability
distributions, not a function of a, b, ¢.) I(A;B|C) can
be obtained from D by replacing A by A, B, and taking
q(a,blc) = p(alc)p(blc), the product distribution formed
from the (conditional) marginals.

While we will continue to use the notation as for the
discrete case, we note here that for continuous variables,
the probabilities such as p(a) must be replaced by the
use of a probability measure P say, where the probabil-
ity that a is in a set A is P(A) (here A is an element
of a suitable o-algebra of measurable sets; in general,
in the main text we will not need to concern ourselves
with such issues), and expectation over a is expressed
as the integral constructed from the measure P. In or-
der to make use of definitions of I and D similar to the
preceding ones for the discrete case, we can proceed in
either of two equivalent ways. For the first, it may be



that the probability P(A) can, for all A, be expressed
in terms of a density p(a) (i.e. a measurable function of
a) with respect to some reference measure Py, such that
P(A) = [, p(a)Pylda], where the integral is taken over
the subset A in the set of all a values. If this can also
be done for another measure @ with density ¢ relative to
the same reference Py, for variables a, b, and ¢, then the
definition of D takes the same form as above except that
the sums are replaced with the corresponding integral
with respect to Pp; a similar statement holds for I [29].
We note that I and D are invariant under a change of
integration variable(s) of the form a — a'(a), b — V' (b),
¢ — c(c) or under a change of reference measure Py [both
types of change involve changing p and ¢ by a (common)
Jacobian factor so that the measures P(A), Q(A) of a set
A of a, b, ¢, ...are unchanged]|. The alternative, more
general, approach uses a partition of the space of a, b,
¢, ..., into a discrete set of disjoint subsets, for which
the definitions above in the discrete case can be used; D
or I can then be defined as the limit of such quantities
as the partition becomes arbitrarily fine [29, 30]. Either
approach gives well-defined results for those quantities.

As an aside, we note that for the Shannon entropy and
conditional entropy in the case of a continuous distribu-
tion, the two corresponding approaches are not equiva-
lent, and nor are they well defined. The (conditional) en-
tropy of a partition diverges as the partition becomes ar-
bitrarily fine, while the (conditional) differential entropy
using the density relative to Py differs from the former by
subtraction of a term that diverges in the limit [29], and
also is not independent of Py. (These effects cancel in I
and D.) This leads to additional difficulties for Palmer’s
definition of complexity as entropy [5], if the distribution
w (or ) of pure states is continuous.

An application of Jensen’s inequality shows that I and
D are both non-negative, including in the continuous
case; D is zero if and only if p(alc) = ¢(alc) for all a
(for all ¢ that have nonzero probability), and hence I is
zero if and only if A and B are (conditionally) indepen-
dent, that is p(a,blc) = p(a|c)p(ble) (for all ¢ that have
nonzero probability) [29]. Thus D is a (non-symmetric)
non-negative measure of the distance of the distribu-
tion p(a|c) from ¢(alc), averaged over ¢, and I is a non-
negative measure of how far p(a, b|c) is from the product
of (conditional) distributions. Hence mutual information
is a measure of how much information one gains about
the value of B from an observation of the value of A (or
vice versa), conditioned on the value of C, with again the
final ¢ average. I is also a good way to measure the cor-
relation between two subsystems, as it is independent of
a choice of some representative random variable for each
subsystem, as must be made in a conventional correlation
function. There is a remaining issue of whether I and D
are finite, i.e. non-diverging, to which we return later.

2. Chain rule and Markov property

An elementary calculation from the definitions leads to
the chain rule formula [29],

I(.A, 81,82|C) = I(.A, 81|C)+I(.A, BQ|81,C), (318)
and also the same with B, By interchanged. It can be
extended to various multiterm formulas when, for exam-
ple, By is replaced by Bs, ..., B,, by iterating the use
of the above formula. [There is a similar version of the
chain rule for (conditional) relative entropy.] Because the
terms on the right-hand side are non-negative, the chain
rule for mutual information immediately implies various
inequalities, such as

I(.A, Bl, BQ|C>
I(A; By, B2|C)

I(A; B1]C),

>
> I(A; B1|B3,C).

An important application, which will be used repeat-
edly in the following, arises when there are three ran-
dom variables, say A, B, C, that constitute a Markov
chain, say in the form ¢ — B — A [29]. By defini-
tion, this means that 4 and C are independent when the
value b of B is given, in other words conditionally on B:
p(a,clb) = p(a|b)p(c|b). (As the definition is symmetric,
the arrows could all be reversed, or replaced by double-
headed arrows.) Equivalently, p(alb,c) = p(a|b) for all ¢,
which is another standard definition of the Markov prop-
erty. Then the chain rule can be applied in two ways: in
general,

I(A;B,C) = I(A;C) + I(A; BIC)
— I(A; B) + I(A;C|B).

(3.21)
(3.22)

For the Markov chain C — B — A, in the last line
I(A;C|B) = 0, so we have

I(A; B) = I(A;C) + I(A; BIC). (3.23)

As each term is non-negative, this yields inequalities

I(A;C) < I(A;B), (3.24)
I(A; B|IC) < I(A;B). (3.25)

The first of these is known as the data-processing inequal-
ity [29] or as the pipeline inequality, the latter because
the information that can be transmitted to A from C can-
not be greater than that from B, because it must “come
through” B. The second says that, for the Markov chain,
conditioning on C reduces (or cannot increase) the mu-
tual information between A and B.

3. Infinite mutual information

Now we return to the question of whether the mutual
information or the relative entropy can be infinite. In for-
mal treatments, it is common to define the (conditional)



relative entropy only when p(alc) is absolutely continu-
ous with respect to ¢(alc). This condition requires that
if g(alc) is zero for some a and ¢, then p(alc) is zero
also. If this condition does not hold for some ¢ with
p(c) > 0, then one can see that D will be infinite, and
that is how we will regard it, rather than imposing the
condition of absolute continuity on p, ¢ as part of the
definition. (Here we have in mind the discrete case; we
discuss the continuous case afterwards.) For the mutual
information, p(alc) = >, p(a,b|c), and so, when a and
b are discrete, absolute continuity always holds relative
to the product distribution p(a|c)p(blc). The relative en-
tropy and mutual information could still diverge when
the final sum is over an infinite set.

For the continuous case, absolute continuity means
that if a set A of a values is given zero probability by
Q, then A is also given zero probability by P. When P
and @ are represented by functions (densities) relative
to Py, this simply puts conditions on the behavior of p
at the zeroes of ¢q. But the absolute continuity would
certainly be violated if, for example, ) were represented
by a genuine density ¢ (an ordinary function of a) rela-
tive to Py, but the so-called density p for P contained a
d-function of some coordinate, in which case of course p
would not really be a function. Then D would again be
regarded as infinite. For the mutual information I, the
previous argument (with the sum replaced by an inte-
gral) for absolute continuity of p relative to the product
distribution may now fail if p(a, b|c) contains a d-function
rather than being a function. The density for the prod-
uct distribution, p(a|c)p(b|c), may contain no §-function,
even though p(a, b|c) does, yielding infinite I, as we will
show with a physical example in a moment. Before that,
we state the general result, which is that, in all cases,
if the relative entropy of P relative to @ is finite, then
P is absolutely continuous with respect to @ [30]. The
converse does not hold in general.

For an example, we consider two unit m-vector spins
s1, 82, with m > 1 and ferromagnetic Hamiltonian
H = —Js1-s2 (J>0), at temperature T > 0. At T > 0,
the Gibbs distribution p(sy, s2) oc e #(51:52)/T i contin-
uous, and so are the marginal distributions p(s;) (i = 1,
2), obtained by integrating out the other spin. At zero
temperature, we have s; = so with probability one, which
means that the joint distribution contains a d-function in
the relative angle coordinates between the two spins on
the unit sphere. By symmetry, the marginal distributions
p(si) are uniform on the unit sphere for all 7' > 0. Hence
at zero temperature the mutual information I(Sy;S2) of
the two spins is infinite. This is quite physical; the mu-
tual information increases steadily as T — 0, due to the
increasing degree of correlation between the two spins [it
divergesas I ~ (m—1)In(J/T)as T — 0]. At T =0, the
infinite value of I reflects the fact that knowledge of one
spin gives knowledge of the other with infinite precision.
For the Ising case m = 1 with spin-flip symmetry, the
mutual information instead tends to In2 as T" — 0.

In SGs, when we examine the mutual information be-

tween two sets of spins (as discussed in Sec. IIT C below),
for vector spins in the absence of magnetic fields our mod-
els may have global O(m) rotation symmetry (for m = 1,
this reduces to Zs, the spin-flip symmetry of some of our
models). Then at T'= 0 for m > 1 the joint distribution
will include -functions in the relative angle coordinates
between one set and the other, though now these will be
coordinates on SO(m) rather than the unit sphere in R™.
Hence a similar divergence in the mutual information will
occur. This is clear for any Gibbs state in finite size, and
again is replaced by In2 for m =1 in the presence of Zy
symmetry. For all m > 1, it should be possible to factor
off this effect of symmetry to leave mutual information
that tends to zero as T'— 0 in any given O(m)-invariant
Gibbs state drawn from the metastate. For the MAS, it
may be that this is the only effect giving rise to such a
divergence. That is, if the global rotation of the ground-
state spin configuration were factored out, the remaining
distributions might give finite mutual information. For
SGs, it is a non-trivial question whether this will be true.

C. Complexity of Gibbs states and metastates
1. Complezity as mutual information

Next we apply mutual information to study the com-
plexity of Gibbs states and metastates. In Ref. [9], Holler
and the author introduced a definition of the complexity
of a Gibbs state as the mutual information between the
spin configuration and the pure states; it was motivated
by the earlier idea of a difference of entropies [6]. A Gibbs
state I' drawn from the metastate has a decomposition
as in eq. (3.10), with weights w, (T'). As the pure states
T’y are fixed for the given J, we can identify I' with the
set of wy (T'). The probability of T' is x(I"). Now let S, A,
G be random variables with values s, a, I' respectively;
then their joint distribution is

K(D)wa (T)Ta(s). (3.26)

k(T") is the marginal distribution for G, while the condi-
tional distribution for (A, S) given G =T is wo (I (s).

Even without mentioning a metastate, for a given I’
we can form the mutual information I(S;A)r [using
the joint distribution we (I')T'(s)] which quantifies the
amount of information obtained about which pure state
A the system is in from an observation of S, the spin
configuration of the whole system, for the given I'. If
S(8) is the entropy of the distribution I'(s), and S, (S)
is that of T'4(s), and we ignore the fact that both are
infinite in infinite size, then the mutual information is
I(S; A)r = S(S) = >, wa(I')Sa(S) [9]; cf. eq. (3.20) in
Ref. [6], where they use an additional assumption that
any spin configuration s determines a unique «, and see
HR for further discussion. If we average it over I' as
well, using the metastate, then we can identify the re-
sult as I(S; A|G); we call this the (metastate average of
the) complexity of a (typical) Gibbs state. As the MAS



p is itself a Gibbs state, we can similarly define its com-
plexity I(S;A), = I(S;A), where the probability used
is the marginal p,I'(s) for (S,.A) obtained by summing
over I'. As either of these mutual informations may di-
verge, a more conservative strategy is to replace S in the
definitions with Sy with values s|o = (s;)ien. We can
then examine how this quantity grows with the size of
A. This strategy can be viewed as calculating I using a
partition, indexed by s, of the space S, as discussed in
Sec. III B1. This is what was actually used in HR; it can
also be done in the following formulas of this subsection,
and will be used below, but we leave it implicit for now.

In addition, we can also define the complexity of the
metastate itself to be I(S;G), obtained by using the
marginal £(I")T'(s); this gives the amount of information
about the Gibbs state G obtained from an observation of
the spins S, ignoring the decomposition into pure states.
It vanishes for a trivial metastate (i.e. again, one sup-
ported on a single Gibbs state for given J). For the AW
metastate construction, it is an infinite-size limit of the
mutual information between the spins S (alternatively,
the spins in a finite window, Sy) and the disorder in the
outer region.

Summarizing these definitions, we introduce symbols
for the complexity Kt of a (typical) Gibbs state, K, of
a metastate, and K, of a MAS:

Kr = I(S; AG), (3.27)
K, =1(S;6), (3.28)
K, = I(S; A). (3.29)

All of these depend implicitly on J; the first two depend
on the metastate x from which a I' is drawn, while the
last depends only on the MAS p. For the versions with a
finite window A for the spins Sy, we write K1 (A) and so
on. In the case of discrete spins and strictly short range
interactions, and for T" > 0, a bound proportional to the
surface area of A, similar to that in HR, [9], applies to all
three of these, including the complexity of the metastate.

An important observation is that in general the three
random variables form a Markov chain,

G+ A=S. (3.30)

This is because the conditional distribution for G and S,
given A = «, is

(D) wa(T)
2p KN wa(I)

(using Y . T'a(s) = 1), which is a product of the
marginals conditioned on A = «. (Perhaps more sim-
ply, the conditional distribution of S given A = a and
G =T is T'y(s), which depends on a but is independent
of I'.) The general result for a Markov chain then gives
for the present case

I(S; A) = I(S; AIG) + 1(S; ).

La(s) (3.31)

(3.32)

This equation is among the main results of this paper.
It says that the complexity of the MAS results from (the
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metastate average of ) that of a Gibbs state, plus that of
the metastate itself: K, = Kr + K, an intuitively ap-
pealing statement (we emphasize that a k expectation is
included in the definition of each one). It should not be
confused with the simple chain rule; the Markov property
was crucial to reduce I(S; A, G) to I(S; A). It implies in-
equalities as before; of the three complexities, the largest
is that of the MAS, K,. Either or both of the terms on
the right could be zero, and both will be at high temper-
ature.

2. Monotonicity and bound by mutual information with
nearby spins

Now and for the remainder of the paper, we usually
consider the mutual information for Sy rather than for
S, and sometimes take the A — oo limit; A could be an
arbitrary finite set, but one may think of the example of
a hypercube Ay of side W, centered at the origin (we
take W odd), with sides parallel to the coordinate axes
of Z4.

For this case, we may first notice a general result in
the setting of Gibbs states and metastates. Suppose
that Ay € Ay. Then we can identify S, with the pair
(SA,sSA,—n,), and the general inequalities that result
from the chain rule imply, for example, that

I(Sa,; AlG) < I(Say; AlG) (3.33)
and similarly for the other complexities relativized to the
windows A7 C As. Hence the mutual information is a
monotonically increasing function of the window A.

We further notice that the random variables A and G
reflect dependence on spins or bonds far away, effectively
at infinity. We expect that the mutual information of Sy
with either of them must be mediated by the spins in-
between, due to the finite range of the interactions. That
is, we should have a refined Markov chain, in the form

G — A— Spe — Sp, (3.34)
or we could omit A or G. (The displayed form means
that any three successive terms form a Markov chain as
above.) Indeed, the Markov property does hold at She,
because for any Gibbs state (for the given J) the condi-
tional distribution of Sy given Sje is given by the fixed
formula eq. (3.2) independent of which Gibbs (or pure)
state is considered. [Eq. (3.2) is discussed further for the
long-range case in Appendix A.]

Consequently, for each complexity that we consider,
we have an inequality, for example

K,(A) < I(Sp;8h¢), (3.35)
that results directly from the pipeline inequality above
where, to be completely explicit, the right-hand side
is the mutual information in the MAS, I(Sp;Sac) =
I(Sa;S8A¢),. The same upper bound holds for the other



complexities K1(A), K(A) also. Hence it will be suffi-
cient to upper-bound the right-hand side of this expres-
sion, and we will do so for its disorder average over .J.

In a strictly short-range model, we can replace A¢ in
these formulas by As — A for a sufficiently large finite set
As, with A C A, such that the Markov property still
holds. For Ising or other discrete spins, this gives one
way to recover the bound on any of the complexities by
a (model-dependent) constant times the surface area of
A, thus generalizing the result of HR to the complexity
of the metastate in addition to the other two.

3. Bounds on expected mutual information of a partition

In light of the inequality (3.35), we will now consider
the mutual information between the spins in two parts
of our system. That is, we partition the sites into two
or more parts, and we will find upper bounds on the
expectation over J of the mutual information between
the spins in the two chosen parts. This can be done
straightforwardly for a finite system, and then we can
consider infinite size. We first consider three useful finite-
size examples.

We consider finite systems with sites in a finite set, say
A”. For an arbitrary Hamiltonian H” = H"(s|x~), say,
we will define the free energy for a sum over a subset
A’¢ C A” of the spin variables on which H” depends

(A/ — A — A/c)7

o~ Fun (sIa)/T _

S e H /T,

s|are

(3.36)

so the free energy Fp (s|as) will usually depend on s|a.
If A’ = 0, we write Fg» for Fy(0); often A” = A, the
full system, and then we write F' for Fy, where H is the
full Hamiltonian on A.

First, consider the simplest case of a system with two
parts, in which the two parts are Ay, As, with Aj UAs =
A, Ay N Ay = 0. We will write s = s|p as before, but
write s|a,, S|a, as s1, s2 for brevity (no confusion with
the strict notation that s; is the spin at a single site
should arise). We simplify the notation for finite-size
Gibbs distributions, as follows. For the two-part system,
we have

p(s1,s9) = e H/THE/T (3.37)
where H = H(s) is the Hamiltonian of the whole system,
and the marginal distribution p(s1) = >, p(s1, s2) is
p(s1) = e MTH R m ()T, (3.38)
and similarly for p(s2) by replacing 1 with 2. Here Hy =
Hi(s1) is the Hamiltonian H with all terms involving
spins in Ao omitted, or alternatively it can be thought
of as H projected into Ay by summing H over so, as
that annihilates the unwanted terms as in the Fourier-
Walsh expansion (recall that the constant term in the
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Hamiltonian is always set to zero). Then the mutual

information of the two parts is

I1(1;2) = Z p(sl,SQ)lnM

O

51,52

Now consider the same system with all terms that
involve spins in both A; and As set to zero, so the
parts are decoupled. Denote the corresponding Gibbs
distributions by p(®(s1,s9), p(@(s1), and p©@(ss), so
P (s1,52) = p©(s1)p® (s2). Multiplying and dividing
by the latter function inside the logarithm gives

I(1;2) = Dp(s1,52)|[p"” (51, 52)] — Dlp(s1)|[p'” (s1)]
— Dp(s2)||p(s2)] (3.40)
< D[p(s1, 52)||p"V (51, 52)] (3.41)

by non-negativity of relative entropy D. The right-hand
side is

Dip(s1, 52)|[p” (51, 82)] =
= _% Z p(s1,82)(H — Hy — Ha)

$1,82
+ F=Fu —Fn, (3.42)
T
Here Fy, is defined as above, and is independent of ss,
and similarly for Fy,; this allowed the sum over s1, sg in
the second term to be carried out already.

Next we take the expectation E of the preceding D
over J using the distribution v(J) which was specified
in Sec. II. In fact, we only need to take the expectation
E’ with respect to the terms that involve spins in both
parts 1 and 2, in other words X such that X N Ay # 0,
X N Ay # 0, as that will produce the desired bounds
which do not depend on the other bonds. The first term
in D contains H — Hy — Hs, which consists precisely of
all the terms that involve both parts. Its expectation is

1
e 2.

XCA:XNAL A0, XNA2#D

Jx<Sx> (343)

[the expectation is in the Gibbs state p(s1, s2)].

Here it will be useful to introduce a version of a tech-
nique (see e.g. Ref. [13]) that will be used repeatedly. For
given X, consider the modified Hamiltonian with —Jx sx
replaced by —AJxsx to form the interpolating Hamilto-
nian H — (A — 1)Jxsx, and examine what happens as A
changes from 0 to 1. We will write (- - - ) for the thermal
average in the interpolating finite-size Gibbs distribution
((-++) = (-++)a=1 will continue to mean the usual full
thermal average with H). Then we have

1
E/Jx<SX> = E/fo d/\i<8)(>)\, (344)

o dX

where the term from the lower limit A = 0 is zero be-
cause the Jxs are independent, which implies that the



thermal average (sx)a—o is independent of Jx, and cen-
tered. Then for Ising spins

1 1

E'Jx(sx) = TE’J%/ d\ (1—(sx)3) (3.45)
0

< %E’Jf( (3.46)

= %Var Jx. (3.47)

(For Gaussian bonds, this can also be obtained by in-
tegration by parts, without introducing A at this stage.
The same bound for m-vector spins with (X, z) in place
of X is obtained similarly. An alternative to this upper
bound is to use E' Jx (sx) < E’|Jx|, which still leads to
useful results in the short-range case; this variation can
also be made in the following calculations.)
Hence the first term in ED is bounded above by

1
7 by

XCA:XNAL A0, XNA2#£D

Var Jx. (3.48)

For m-vector spins we obtain similarly an upper bound
on the first term in D, which is the same except that the
sum over X becomes a sum over (X, x).

Under our current condition that all Jx are centered,
the second term in ED is in fact non-positive and can
be dropped to obtain the upper bound on ED and on
EI(1;2), as follows. It is the difference of the free energies
F, with bonds between 1 and 2 included, and Fp, +
Fp, with those bonds omitted (set to zero). For the
interpolating Hamiltonian H + (A—1)(H — Hy — H>), the
corresponding free energy F(\) = Fyi—1)(H—H,—H,)
obeys F(1) = F, F(0) = Fy, + Fp,, and is a concave
function of A (its second derivative with respect to X is
< 0). Note that F(1)—F(0) = fol dAdF(X)/d). The first
derivative of F'(\), taken at A = 0, is the thermal average
of H — Hy — H, in the Gibbs distribution p(®)(sy, s2) in
which the couplings between 1 and 2 are set to zero, so
again the E’ expectation of it is zero, as the Jx have
mean zero and are independent; then by concavity of
F(\) and hence of EF()), the first derivative of EF()\)
is non-positive for all A > 0. It follows that EF(\) <
EF(0) for all A > 0, so E(F — Fy, — F,) <0, which is
what we set out to prove. [If the Jxs are not centered,
then the preceding upper bound < 0 can be replaced by
< |EJx| < E|Jx|, summed over the X that involve spins
in both 1 and 2.

Thus we have proved that

1
EI(1;2) < >

XCA:XNA1#0,XNA2#£D

VarJx,  (3.49)

for the Ising case, with the usual change X — (X, z) for
more general models. This is another of the main results
of this paper, and similar formulas will be found more
generally, not just for the case considered here. Note
that, from the derivation, the upper bound was a bound
on (minus) the expectation of the “surface energy” (the
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thermal average of H — Hy — Hs), divided by T'; compare
Ref. [55]. We can already take A; = Ay for W fixed, and
let A increase to infinity, and then we expect the corre-
sponding limit of the upper bound on EI(Sa,, ; Sag,) to
hold for the limit; we will return to this later.

Next we consider the more general case of a partition
into three disjoint regions A1, As, Az, and bound the mu-
tual information between two of them, say regions 1 and
2. We choose to compare with the Gibbs distributions
in which all interactions involving spins in both A; and
Ao U Ag are set to zero; then we have again

I(1;2) < D[p(s1, 52)[[p” (1, 52)], (3.50)

where now, with p(® (s1, s9) = p(® (s51)p©)(s2),
p(51,52) 67H12/T7FHle2(51.,52)/T+F/T7 (351

)
pO(s1) = e /T T, (3.52)
p(O) (82) — e_HQ/T_FHQS*HQ (52)/T+FH23 /T (353)

Here H;j, for i, j € {1,2,3}, are H projected so that it
depends only on s;, s;, H; are H projected so it depends
on s; only, and the F's depend only on the spin variables
displayed. This gives

1
I(1;2) < T p(s1,82) [—(Hi2 — Hi — H>)
51,82
- (FH*H12 (Sla 52) - Fst*H2 (52))]
4 E =P~ Py FHlT_ P, (3.54)

Taking the expectation value, the first term is bounded
above by almost the same sum as when A3 was empty,
except that now X C A is replaced by X C A; U A5, and
the third term is again non-positive and can be dropped.

The second term contains

FH—H12 (81732) _FH23—H2(S2)7 (355)

which again is a free energy, this time with sq, so fixed,
minus the same quantity with the bonds that connect
1 to 3 removed, so 3, where the summation over s3 oc-
curs, is completely decoupled from 1. As this combina-
tion occurs with a negative overall sign, we cannot use
the same argument to drop its expectation, and must find
a bound on its expectation from the other side instead.
We can write this free energy difference as the integral of
the derivative of F()\) = FH7H12+()\71)(H7H127H23+H2)7
where dependence on s1, s, is implicit. The A-dependent
term of the interpolating Hamiltonian H — His + (A —
1)(H — H12 — Has + H2) contains only the interactions
that involve spins in both A; and Ajz, and possibly also
some in Ag. In writing those terms, we will use nota-
tion sx = sxymsx@sxm (for Ising spins) which shows
how sx, and X itself, is split between the three parts
(X =X NA; CA;); XP could be empty, and

sg = 1, of course.

The minor subtlety with finding the upper bound is
that the outer thermal average depends on the bonds



whose strength we vary in F'(\), though they do not vary
in the outer average. We have

_Lal (3.56)

~
Nl=

Jxsxm8x@ (SXx® ), gy
XCAX (D £0,X (3 £0

where the average (--+)s, s,,1 is taken using the condi-
tional Gibbs distribution for the interpolating Hamilto-
nian, with parameter A\, and s; and ss fixed, not summed
over, as indicated. Then in order to bound the E’ expec-
tation, in the X'th term in the X sum we must introduce
a second parameter \' into —Jx sy only, with an integral
from 0 to 1 of the A derivative, in both the outer ther-
mal average and the inner one; in the latter, this means
replacing A with A\ in the Xth term of the interpolating
Hamiltonian. This leads to

()
= %EZX:/J§ /01 dx {)\ (1 - <<Sx<3>>§1,52,x,x>x>

+ <5X(3) (sx@ >Sl)527>\),\,>)\/

— (sx) <SX(1)SX(2) <SX(3)>51’52’)"N>>«}(3'57>

1
<7 >

XCAX D £0, X3 £0

Var Jx [A + 2], (3.58)

where in the first line the sum ZIX is over the same X as
in the last line. Then integrating this bound from zero
to one, we obtain

1 5
—FE(F(1) = FO)) < 57 > Var Jx,
XCA:X M £0, X (3) £
(3.59)
so finally we have the desired bound
1
EI(1;2) < — > Var Jx

)(S;I\llJ/\z:)(fﬁ/\l;ém,)(fﬁl\2§£®

5
+ 572 >

XCA:XNA1#0,XNA3#0

Var Jx.(3.60)

Again, the same bound (with changes as before) is ob-
tained for m-vector spins. Essentially, the first term is
a sum of interactions between 1 and 2 only, while the
second is a sum of interactions that involve 1 and 3 and
possibly also 2 (the latter only for p > 3 interactions).

The preceding bound can be applied in more than one
way. If 1 and 2 are adjacent regions, while 3 is distant
from 1, then as the distance from 1 to 3 goes to infinity,
those interactions should go to zero to satisfy the con-
vergence condition, and it reduces to the same bound as
when there were only two parts. If instead 3 is close to
1, and 2 goes off to infinity, then the present bound is
weaker, so the other case gives a better bound.
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As a third example of a bound on mutual information,
we consider the conditional mutual information between
two parts 1 and 2, conditioned on 3, I(1;2|3). The ap-
plication we have in mind is to regions 1 and 2 far apart,
and separated by part 3, and we expect that 1 and 2
become conditionally independent in the limit. Thus we
consider

_ Ps1,s2lss)
p(s1]s3)p(s2|ss)

(3.61)
In this case we can compare with the Gibbs distribution
with the interaction terms that involve at least one spin
in each of 1 and 2 set to zero, because the correspond-
ing conditional probability factorizes, p(®)(sy,sa|s3) =
@ (51]53)p® (s2]s3). As before, we then have

I(1;213) = Z p(s1, 52, 83) In

51,582,853

I(1;2[3) < D[p(s1, s2|s3)|[p'” (s1, s2]s3)], (3.62)
where now
p(s1, 80]s3) = e HH)/T=Fr—ny(sa)/T (3 63)

*(H13*H3)/T+FH13*H3(53)/T, (3.64)

7(H23*H3)/T+FH23*H3(53)/T. (365)

PO (s1]s3) =€
PO (s2]s3) = e

The calculation of the upper bound on the expectation of
this D is similar to the previous example, and the result
is

3
EI(1;2[3) < = >

XCA:XNA1#£D, XNA2F#D

Var Jx. (3.66)

(In this case, a term that resembles the one that pro-
duced the 1/2 before now has the opposite sign, so gives
zero in the upper bound instead; the other terms com-
bine to give the factor 3.) Thus if the direct interactions
involving both 1 and 2 are weak, the conditional mutual
information is small, because for fixed spins in 3, the mu-
tual information or correlation arises only from the direct
interactions.

So far in this subsection, we have produced upper
bounds on mutual information in finite-size systems. We
still have to obtain bounds for infinite size, to make
contact with the previous discussion of complexity. If
we were concerned only with short-range systems, there
would not be much of a problem. In that case, if a Gibbs
state (say, the MAS p) that depends on the bonds J is
given in infinite size, then the preceding bounds continue
to hold, because the short-range condition ensures ab-
solute convergence of the relevant sums in infinite size,
and in particular allows the term-by-term use of bound
(3.47). (We discuss this further, though with different
motivation, and showing how to avoid reference to the
free energy of an infinite portion of the system during
the derivation, in Appendix B. Thus here we are not say-
ing “take the thermodynamic limit”, as the existence of a
limit of the finite-size Gibbs states is not clear even in the
strictly short-range case, and that is the reason for intro-
ducing metastates.) Then the same upper bound (3.49)



with Ay = A, Ay = A [or the limit Ay — A° of bound
(3.60)] applies to the expected mutual information of Sx
and Sae in p, that is to EI(Sa;Sac), = EI(SA;SAc). By
the Markov chain arguments, the same upper bound also
applies to the expected complexity of the MAS, giving

1
EK,(A) < = > Var Jx.

XeX: XNAAD, XNAED

(3.67)

As the complexity of the MAS is at least as large as either
of the other two complexities Kr(A), K, (A) by relation
(3.32), the same upper bound as in (3.67) applies to the
v-expectation of those also.

But in fact we wish to include the long-range cases,
and then we need to take some limits carefully (some
readers may prefer to skip the following more technical
discussion). Again, it is useful to consider the expected
complexity of the MAS. Even in finite size, if we average
the state over disorder Jx such that X has zero inter-
section with A UAs [in the notation of the bound (3.60)
above], additional effective interactions with the spins in
region 1 are generated (the effective Hamiltonian can be
obtained by applying Fourier-Walsh expansion to the log-
arithm of the average state), so a bound may not take
the same form as before. It would be better to remove
the interactions of region 1 with the outer region before
proceeding with the average and the infinite-size limit.
The most efficient way to do so is to use the truncated-
interaction metastate kext introduced in the course of the
proof of Proposition 3 in Appendix A. First, in finite size,

. . !
we consider Gibbs states I‘?A A where n’ refers

to a finite system on A/, (= Ay, say, for now) and A, A’/
are smaller finite sets of spins, with A C A’ C A/, (thus
we will now revert to the notation of the preceding sub-
sections). This is the Gibbs state for the usual Hamilto-
nian on A/, but with all terms that involve spins in both
A and A’ dropped. For Ag such that A’ C Ag C A/, we

now take the average of I‘?A Ay over disorder (partially)
outside A using V(J|X(A;,)_X(AR)) to obtain PUA AR
The average state p?[; AR CAn be expressed as a Gibbs
state for an effective Hamiltonian, and the latter can

be obtained by using the Fourier-Walsh expansion of
In p?A AR Due to the truncated interaction, the terms

in the effective Hamiltonian that involve the spins in A
are unaffected by the averaging; they are the same as in
H. Then we can bound the expected mutual information

’

between A and A’ — A in the state PlAANR exactly as in

the bound (3.60) above, where A and A’ — A replace A4
and Ay, and the term involving interactions with region
3 (i.e. A3 = A, —A’) drops out as those interactions are
Zero.

Next, as A, — oo, that is as n’ — oo, and then R —
oo (along the subsequences that produce the extended or

truncated-interaction metastate), p?j; AR tends to the

MAS pa,ary [7, 8, 11] in distribution [24, 25]; p(a a1y is the
average under the extended metastate of an infinite-size
state I'(x, o) with truncated interactions, drawn from the
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extended metastate. The upper bound is still finite when
n’ — 0o, o as in the proof of Proposition 2 in Appendix
A we have an upper bound on the expected mutual infor-
mation EI(Sx;8a/-A)p,, 4, in infinite size [where in this
paragraph E means expectation under v(J)]. In the proof
of Proposition 3, it was proved that in any given sample
of the indexed set of (I', (I'(z,a7)) (a,a7)) [that is, a state I'
without truncation, and the collection of states with in-
teractions truncated for all pairs (A, A’)] drawn (simulta-
neously) from the extended metastate, [a,ay — Tin the
strongest possible sense as A’ — oo (along a certain se-
quence A,,) for any A, vkexi-almost surely. It then follows
that also p(y Ay — p. Then again the same upper bound
applies to the expected mutual information of Sy and Sy
in p, and hence the same upper bound as in (3.67) applies
to the three complexities EKr(A), EK(A), EK,(A) in
all the finite-range models. These are the final forms of
the three inequalities, and are among the main results of
this paper.

4. Other distributions for disorder

So far in this paper, we have considered only random
variables Jx that are independent with mean zero (ex-
cept that we can allow nonzero mean when |X| = 1) and
which all have the same distribution when rescaled by
v/ Var Jx; the discussion also applies to J(x ;) for more
general models with the usual modifications. Here we will
briefly mention the extension to some other distributions.
(Elsewhere in the paper, we continue to use the models of
Sec. II.) An easy extension of the results is to the case of
Jx with a distribution that is a weighted mixture (i.e. a
convex combination) of, say, Gaussian distributions, in-
dependently for each X. For these, it can easily be seen
that the complexity upper bounds expressed in terms of
Var Jx are unchanged, because each such variance is just
the weighted sum of variances of the Gaussians in the
mixture.

In particular, the use of diluted bonds is popular in
simulations [31]. In these models, each Jx is either a
Gaussian random variable of mean zero and variance 1,
with weight (probability) px, or zero with probability
1 — px, and the Jxs for each X are independent. A 6-
function distribution at zero can be viewed as a Gaussian
with zero variance. Then for the d = 1 p = 2 power-law
model, one can take p;; = |i —j|727, so that Var J;; takes
its usual form ~ |i —j|~27. These models are expected to
be in the same universality class for the behavior at T' =
T. as the previous power-law model, and are expected
to exhibit similar behavior also more generally, for the
range 1/2 < ¢ < 1 (though not when 7= 0 and o > 1
[33]). Then as we said, the upper bounds on the expected
complexities take the same form as in the usual model
also.

We note, however, that in these diluted-bond models
the sums like Y  [Jxsx| = >y |Jx| converge if Y~  px
does, and the latter is the same as the corresponding



sum of variances. Hence the sums of interest (for e.g. the
existence of Gibbs states) converge absolutely whenever
the convergence condition (2.5) holds, and not only when
the more restrictive condition (3.7) holds. Consequently,
for the purposes of this paper the diluted models can be
handled with the easier methods that apply to the short-
range models, even in cases like the d = 1 p = 2 models
with 1/2 < o < 1 that for the models of Sec. II we earlier
classed as long-range. This illustrates again that, while
the condition (2.5) is the important one in general, the
technical distinction between short- and long-range cases,
which was based on absolute convergence properties of
sums, may not be so important physically.

More generally, if the scaling assumption on the distri-
butions is dropped, bounds based on sums of E|Jx|/T
in place of Var Jx /T? can be used, as mentioned in Sec.
III C 3 (for the diluted models, this gives the same result
just mentioned), and may be more effective, for example
for very broad distributions where Var Jx may be infinite
or its sum over X may be poorly convergent. This leads
to the following general form of disorder for which our
results on complexity and existence of Gibbs states hold:

the bond Jx for each X can be a sum Jx = J)((l) + J)(?),
where (J)((l))x, (J)(?))X are all independent, the joint
distribution is homogeneous (i.e. translation invariant),
the (J{)
condition for absolute convergence,

lim Z Z

|A/[ =00 _
p>1 XCAHEX | X|=p

are not necessarily centered but obey the

ElJ{| < o, (3.68)

while (J )((2)) are centered and obey the convergence
X

condition

lim Z Z

2
Var J)(() < 00.
A/ [—poo :

p>1 XCAHieX, | X|=p

(3.69)

(These forms of disorder resemble, but the conditions are
somewhat more restrictive than, those used in Ref. [20]
for thermodynamics, and are mentioned there; see also
Appendix C in this paper.) Then in the upper bounds
in the proofs of results, the corresponding form of bound
is applied to terms containing J )((1 ) or J)(?), respectively,
which results in simple modifications to the bounds on
complexity; they become

2
BE,M) <% Y
XeX: XNAAD, XNAED
1
] >

XeX: XNAH#D, XNAHD

E|7¢|
VarJ, (3.70)

and the same bound for the other complexities. We note
that this form applies even when bonds with p > 1 have
nonzero mean, so more generally than other results of this
paper, and includes models without disorder as special
cases. For m-vector models, we can also require that
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the Hamiltonian restricted to any finite set A of spins be
almost-surely finite for all s|,, as before.

There are also versions of Theorem 2 (see Appendix B)
for one-dimensional models with this more general form
of disorder. In place of a short-range model, we take
bonds with J)(?) = 0 for all X. Then we write J)((l) =

EJ)((l) + (J)((l) — EJ)((l))7 and now a similar argument as in
the proof of Theorem 2 shows that a sufficient condition
for the Gibbs state at 1" > 0 to be unique is that both

> EJY| < oo (3.71)
XeX: XNZ_#0,XNZ #0
and
3 Var J{ < o0 (3.72)

XeX: XNZ_#0,XNZ1#0

hold. The second of these is the same as the condition in
the original version of Theorem 2, while the first has the
same form as the condition in a non-random model [32],
which is thus a special case of this result. An alternative
sufficient condition is to replace that above by the single

condition that the same sum, but now of E|J§{1)|, be fi-

nite; this may be weaker if the distribution of each J ;{1 )
is very broad. There are also other valid conditions that
combine both forms.

5. Discussion

As basic examples, if we use the upper bound (3.67) for
A = Aw a hypercube of side W, for short-range models
the sum gives a result proportional to the surface area
Wd4=1/T? (for fixed T > 0 and for a strictly short-range
model, this is similar to Ref. [9]). For long-range models,
it can be viewed as a definition of surface area for these
cases, and generally grows faster than W91 /T? as W
increases. For the example of the one-dimensional 2-spin
power law model, which is long-range when 1/2 < o <1,
the sum behaves as W2729 /T2 (for o < 1), as stated in
the introduction. (The same sum playing the role of the
surface area of the window also arose in another distinct
bound in the Appendix of Ref. [33].) In these models, for
o > 1, the bound on any of the complexities is order one
as W — oo, indicative of low complexity, and consistent
with the absence of a spin glass phase at T' > 0 in these
models. We consider these cases further in Appendix B.

We also comment that the third bound (3.66), where
we take Az separating A; from Ao as that separation
becomes large, tells us that distant sets of spins are
conditionally independent, if we condition on the spins
in-between, when the model is in the finite-range class.
To some extent, this justifies the term finite-range, as it
means that direct interactions between distant spins re-
ally are negligible in their effect; indeed, the relative en-
tropy that we bounded above for this case represents the
distance from the state with those interactions dropped.



In a general Gibbs state, the same would not be true
if we did not condition on the spins in the region sep-
arating Ay from As, however, in a pure state it would
hold without the conditioning, because of the correlation
decay property that characterizes pure states (see e.g.
Georgii [1], Ch. 7). Hence in a Gibbs state I", the mutual
information I(Sa,;Sa,|A)r — 0 in the limit, and then
from a Markov chain argument like those above, applied
to A — Sae = Sp, for Ay € A’ both finite, and A’® far
distant from Aj, we find that

I(SA1;SA2)F — I(SAl;A)F (373)

in the limit Ao — A’® and A’ — oo. That is, the mutual
information in I between Sy, and the spins Sy, in a very
large region Ag very distant from Ay can serve as a proxy
for the complexity of I, and this extends immediately to
Kt and K,,.

There are long-standing controversies surrounding the
nature of the SG phase in classical SGs. It is our general
goal to shed light on these matters. To relate these to
complexity, it will be useful first to review briefly some
main results of NS [7, 8]. First, a metastate, which is
a probability distribution on Gibbs states that contains
information about behavior in finite size, can be either
trivial, that is it consists of a d-function on a single Gibbs
state, or nontrivial, meaning it is spread (or “dispersed”)
over more than one Gibbs state. Next, we again dis-
cuss the form of the pure state decomposition of a Gibbs
state drawn from a given metastate. If the Hamiltonian
has a global symmetry, say under O(m), as it can in the
m-vector models (including the Ising m = 1 case), for
example, then first we note that the metastate construc-
tions preserve the symmetry, and a Gibbs state drawn
from the metastate will possess the full symmetry of the
Hamiltonian.

If spontaneous symmetry breaking (SSB) occurs in a
low temperature phase, then the Gibbs state will have
a decomposition into pure states, at least some of which
will not be invariant under the symmetry, and those will
map to other pure states under the action of the sym-
metry, resulting in sets of pure states that each form an
orbit under the symmetry action. (An orbit is defined
by the property that the group acts transitively on it,
that is any point can be mapped to any other point by
a symmetry. If there is no global symmetry, a symmetry
orbit is of course a single point.) The invariance of the
Gibbs state is then preserved because its decomposition
is uniform on each of its symmetry orbits of pure states.
Note that for the Ising case, a nontrivial orbit has exactly
two pure states in it, while for SO(m) symmetry, m > 1,
a nontrivial orbit must be a continuum [and in a SG will
be a copy of SO(m)]. Thus the Gibbs state must have
a decomposition into more than one pure state if SSB
occurs. But this consequence of SSB is not so interesting
for our purposes. Hence we will consider a Gibbs state
to be trivial if it consists of a single orbit under the sym-
metry action, that is it decomposes into either a single
invariant pure state, or into a single orbit consisting of
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more than one pure state; otherwise it is nontrivial.

Then as both the metastate, and a typical Gibbs state
drawn from it, can be either trivial or nontrivial, there
are in principle four possible combinations of cases (in
this discussion we assume that all the Gibbs states have
the same character in this sense, as seems plausible). A
further distinction that arises in NS’s work is that the
cardinality of the set of Gibbs states that may be ob-
tained as a sample drawn from the metastate, and of
the set of symmetry orbits of pure states that occur in
the pure state decomposition of a Gibbs state, not only
could be either one or greater than one, but also could be
either countable (i.e. either finite or countably infinite),
or uncountable. (Again, we assume that the answer to
the last question for the pure state decomposition does
not depend on the Gibbs state.) NS [34] proved a the-
orem that states that, when the Gibbs states are non-
trivial and their decomposition is finite or countable, the
metastate must be supported on an uncountable num-
ber of Gibbs states, and in particular must be nontriv-
ial. NS later showed [35] that in fact, almost surely, a
Gibbs state drawn from the metastate is either trivial or
consists of infinitely many symmetry orbits, eliminating
the finite case just mentioned (see also Ref. [36]). We
should note that the results mentioned here involve the
use of translation-invariance, obtained by using periodic
boundary conditions in finite size.

The complexities we have defined are useful as a way
to further quantify the degree of dispersal of the metas-
tate and the number of pure states in the decomposi-
tion of a Gibbs state. The v-expectation of the average
mutual information between the spins in a window and
the pure state in a Gibbs state, EI(Sp,, ;A|G) (where
“average” refers to the average over the Gibbs state), is
the (expected) complexity EKT(Aw ) of a typical Gibbs
state T', relativized to the window Ay ; we will denote
this more simply as EKp (W), and similarly for the oth-
ers. Likewise, the v-expectation of the mutual informa-
tion between the spins in a window and the Gibbs state,
EI(SA,,;G), is the (expected) complexity EK, (W) of
the metastate s, relativized to the window Ay. [We re-
call that the complexity of the MAS p is the sum of these
two complexities, EK,(W) = EKp(W) + EK.(W). We
will leave the v-expectation implicit in the remainder of
this discussion.] We have seen in Sec. IIIC2 that each
of the complexities increases monotonically with W, so
we can consider how fast they grow as W — oo. Typ-
ical forms that we may expect are growth as a power
law in W, as a logarithm (or more generally perhaps a
power of a logarithm), or bounded and tending to a non-
negative constant (possibly zero). As we have seen, the
upper bounds generally take a power-law form, so they
place upper bounds on the exponent of the power (in one
dimension, the bound may instead be constant, ruling
out any form of unbounded growth). A complexity that
grows as a power of W should correspond to uncount-
able cardinality, while logarithmic or similar growth may
correspond to a countable infinity. Of course, finite car-



dinality implies bounded complexity, tending to a con-
stant, but not conversely. In applying these remarks to
the questions of pure-state decomposition, it would be
necessary to remove the contribution to the complexity
from SSB, which we have seen implies that the cardinality
is that of the continuum in the case of breaking a contin-
uous symmetry. We have not considered how to do that.
[Such an infinity was discussed at T'= 0 in Sec. IIIB 3.
At nonzero temperature, SSB would imply uncountable
cardinality, and infinite complexity as W — oo, but for
finite W thermal fluctuations would render the complex-
ity finite.]

In many systems, even some with disorder, one does
not expect to find infinite complexity or an uncountable
number of pure or Gibbs states in a physical (e.g. a metas-
tate) construction, other than when there is breaking of
continuous symmetry. Hence the main applications of
these ideas and results may be in SG theory. We can
illustrate these applications by using various scenarios or
models of SGs with Ising spins. First, in the scaling-
droplet (SD) theory [27, 37, 38], the metastate and the
Gibbs state were assumed (implicitly or explicitly) to be
trivial, and so the complexities are zero (after subtracting
the In2 due to SSB).

Replica symmetry breaking (RSB), in its (now) stan-
dard interpretation and its presumed application to
finite-range Gibbs state [39-41], involves nontrivial Gibbs
states, and also a nontrivial metastate [7, 28, 34]. Al-
though in RSB the number of pure states in a given
Gibbs state is countably infinite, the complexity of the
Gibbs states is finite (as shown explicitly in Ref. [42]),
and so this is a case in which, as W — oo, EKp (W) tends
to a positive finite limit, which is the expected entropy
of {wy} [9]. The complexity of the metastate EK, (V)
should then grow as a power law. We note that the ex-
ponent for the growth of complexity of the MAS is the
maximum of the exponents for the other two. In Ref.
[9], the complexity of the MAS was used to define an
exponent ¢’ by

EK, (W) ~ W< (3.74)
as W — oo, for some constant ¢. (The notation ¢’ ref-
erences another exponent ¢ that was defined [28] using
a correlation function in the MAS, and argued there to
equal ¢'. In RSB, ¢ = 4 at zero magnetic field for d > 6
[28].) We have the bound ¢’ > 1 in short-range models,
and ¢’ > 20 — 1 for the one-dimensional p = 2 power-law
model when o < 1, and these are valid for 7" > 0, and
for m-vector as well as Ising models. (This bound was
mentioned recently in Ref. [43].) Hence in this case d—(’
describes the growth of complexity of the metastate.

Another scenario, introduced by NS [7, 8] for spin-flip
invariant Hamiltonians, is called chaotic pairs. In this
case the Gibbs states are trivial (a flip-related pair of
pure states), while the metastate is nontrivial. The anal-
ogous case without spin-flip symmetry has been called
chaotic singles [28]. In any of these cases the metas-
tate might not contain an uncountable number of Gibbs
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states, or might even be finite. The random-field Ising
ferromagnet [11] exhibits chaotic singles behavior, appar-
ently with just two pure states (“up” and “down”). A
number of short-range SG models with spin-flip symme-
try, which differ somewhat from those considered in this
paper, were constructed by White and Fisher [44], and
appear to possess chaotic-pairs SG phases, with power-
law growth of EK, (W).

The remaining member of the set of four classes of
combinations of trivial and nontrivial would be a phase
in which the metastate is trivial, and the (single) Gibbs
state is nontrivial (with an uncountable pure state de-
composition). A similar phase arose in infinite-range
SG models, and was associated with a transition into a
dynamically-frozen phase (breaking ergodicity) [45]. The
complexity EKp (W) of the Gibbs state appeared to be
extensive, and the metastate appears to be trivial. It
was then argued [46, 47] that in a short-range analog,
those states are instead “metastable” states, not pure,
and the actual state is a “mosaic” of regions of those
states, resulting in a single pure Gibbs state in place of
the dynamically-frozen phase (the state is thus not dis-
tinct from the high temperature phase). As stated previ-
ously [9], it is not clear to us why such effects must lead
to a single pure state, rather than to a distinct phase
in which there is a single Gibbs state with subextensive
EKr (W) with growth exponent d — (' and 1 < ¢’ < d;
the latter phase would then be an example of the final
class.

Clearly the use of quantitative complexities and their
rates of growth sharpens the discussion of the univer-
sal properties of the phases beyond simply the trivial-
nontrivial and countable-uncountable distinctions. At
present, we know of no further rigorous results that would
eliminate any of the possible behaviors discussed above.
Future work might produce stronger upper bounds on
complexity than those found here, which could eliminate
some possibilities. Of course lower bounds would be of
great interest also.

IV. CONCLUSION

Let us begin by summarizing some highlights of this
paper. For finite-range models (see Sec. II), we defined
three complexities (3.27), (3.28), and (3.29), which are
respectively the complexity of a (typical) Gibbs state, of
a metastate, and of the MAS. The last of these is the
sum of the first two by eq. (3.32). Each of the com-
plexities can be relativized to a finite window Ay, of size
W, giving finite quantities Kt (W), K,.(W), and K,(W)
that increase monotonically with W; these obey the same
relation Kp(W) + K.(W) = K,(W). A Markov chain
argument showed that each of the relativized complexi-
ties is bounded by the mutual information between the
spins in Ay and those in its complement Afj,, inequal-
ity (3.35). From this point of view, what is important is
that each complexity involves mutual information with



random variables effectively at spatial infinity, and the
locality of the finite-range models [expressed as the DLR
definition of a Gibbs state, see eq. (3.2)] implies that the
information must be transmitted through the spins in

fv; this gives a bound that does not depend on the na-
ture of the variables at infinity. With this, for 7" > 0, we
obtained bounds (3.67) or more generally (3.70) on the
expectation value of each complexity, which have been
discussed further in Sections I and ITTC5. In order to do
this rigorously for the general finite-range models it was
necessary to provide proofs of the existence and nature of
Gibbs states for the long-range cases, which was done in
Appendix A. A crucial (and non-elementary) step there
was the use of the joint lower semicontinuity of the rela-
tive entropy, (A17), to transport bounds from finite size
to the infinite-size limit.

A number of issues remain open for further study. The
bounds on the expected complexity give us no sense of
how large the statistical fluctuations of each complex-
ity may be; as the complexities are not proportional to
the volume of the window, the size of fluctuations is not
obvious (though square root of the surface area is a possi-
ble bound in the short-range cases). Finally, the growth
exponent for each complexity is presumably a universal
property, independent of most details of the model, and
independent of T" at least for T" > 0 and within a given
phase. There are very few circumstances in which we
can calculate explicitly the expected complexity, or its
growth exponent, in a SG model; the exceptions are sce-
narios and certain special models [see Sec. IITC5]. This
question, which is a more quantitative form of the basic
question of whether or not there are many pure states
or Gibbs states, gets to the heart of the SG problem in
finite-range models.
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Appendix A: Gibbs states, metastates, and pure
states for long-range models

Here we give, for the finite-range models, a somewhat
detailed account of Gibbs [i.e. Dobrushin-Lanford-Ruelle
(DLR)] states, which will be defined more stringently
here, and discuss metastates also. Some of the discus-
sion will be more technical than that in the main text.
We discuss an extension of the DLR definition of a Gibbs
state for long-range mixed p-spin models, and show that,
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within a metastate construction, the states produced sat-
isfy that definition. We focus on Ising spins, but for m-
vector spins we make some parenthetical side remarks
when the necessary changes are more than merely nota-
tion. Some of the constructions (in particular, part of
the proof of Proposition 3) will be utilized in the main
text also (without circularity).

1. Partial sums and infinite-size limits

The definition of a Gibbs state was begun in Sec.
IITA 1. The discussion frequently involves partial sums
like

Z . (A1)

|A|—o00

where - - - is a function of X and there may be additional
stipulations ... on the X included in the sum (sometimes
it appears as X C A’ instead of A). These will be ap-
pear throughout the discussion in this Appendix, and are
defined as follows: we evaluate the sum for A = A,, (or
A = A,,), where (A,,), is a cofinal sequence of finite sub-
sets of Z?, that is for any X, there is an n such that
X CA,, and A, C A,41 (strictly increasing); then the
limit is just n — oo. (It may be unconventional to in-
clude strictness of increasingness in the definition, but it
will be convenient.) These conditions ensure that eventu-
ally all X (or all X satisfying additional conditions) are
included in the sum. In the short-range case of the sum
(3.4), convergence is absolute, and so does not depend
on the choice of the cofinal sequence (A,,),, for A’, which
appears there. Indeed, the set X of finite subsets of Z¢
is countable, so here we could use any enumeration of X
to define the sum, and by absolute convergence it always
gives the same sum. In the sums in the following, in prin-
ciple we must specify the cofinal sequence (A,,), in the
notation whenever some terms in the sum could be neg-
ative; if not, or when we have reason to believe that the
choice of cofinal sequence makes no difference, we write
simply A or A’ — oo to show the use of an unspecified
cofinal sequence. [For m-vector or other models, there
may be sums over interaction types x as well as over X.
When the sums over x are infinite for some X, we would
need a cofinal sequence of finite sets of (X, ). Under
the additional condition imposed in Sec. ITT A 1, this will
not be necessary in practice.] When discussing the ex-
istence of the thermodynamic limit for thermodynamics,
it is necessary to specify more precisely how a cofinal se-
quence A,, — Z<; for those we will stipulate (without
further comment) convergence “in the sense of Fisher”
[13, 19], which holds when (A,,), is a cofinal sequence of
hypercubes, for example.



2. Gibbs states

For the finite-range models in general, the limit of a
sum of the form (3.4), which we reproduce here and which
is involved in the definition of a Gibbs state as in eq. (3.2),

Jim Y

XCAn:ANX#0D

Jsz, (AQ)

may not exist at all, and if it does, it could depend on the
cofinal sequence A,, that is used. Before addressing that
issue, we make further progress by noticing an equivalent
form of the definition of a Gibbs state [1-3], in which the
normalizing factor in pgs in eq. (3.2) is removed. This
is done simply by taking ratios for distinct s|a, for given
S | Ac-

pr(s'|a)/pr (s]a) = exp(—(H'(s") —

where s'|xe = s|ac and H' = H)(s) was defined in eq.
(3.3). (This applies for T > 0; for T' = 0, it can be viewed
as defined by the limit 7" — 0T, and the exponential may
have to be interpreted as 0 or oo, even in a finite-size
system.) Here one sees that this ratio is independent of
A, provided A is finite and contains {i : s} # s;} as a
subset. Hence it is sufficient to consider A as small as
possible, that is, the case A = {i : s, # s;}, in which s;
is changed, s; — —s; = s, for all i in A, and s} = s; for
1 € A% we then have (formally, because we have not yet
discussed convergence of the infinite sum)

H'(s))/T); (A3)

H'(s') = H'(s) = H(s') = H(s) (44)
= Z (—Jxs'y +Jxsx) (A5)

X:XNAAD
= 2ha(s) (A6)

(of course, s’y = [],;c x 5;), which defines the formal sum
ha(s) up to the convergence issue. [For m-vector spins,
we must consider s differing from s; by an arbitrary
rotation for each i € A, not simply reversal, so ha(s)
is also a function of those rotations; for later use, the
rotations should be constants, independent of s|x.] In
this form, the DLR definition of a Gibbs state says that

L(sh | slac)

T(sh | slac) exp[—2ha(s)/T]

(A7)

for I'-almost every s and for all A. Given the ratios for all
A C A’ (A finite), the general conditional probabilities
T(sas | s|ase) can be recovered (which involves finding the
normalizing factor). This then gives the full alternate
version of the preliminary definition of Gibbs states, if
the values of hy(s) are known.

In this form, for 7" > 0 it might be that, for some s,
ha(s) should be viewed as taking one of the values +oo,
which would mean that one of the two conditional prob-
abilities is zero for this s. (In fact, we will soon see that
—oo cannot occur.) This means that, on a set of s of
nonzero I'-probability, s’ cannot occur: the spins in A
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cannot all be reversed, and at least one is “locked”, or
not reversible, when starting from s. In the short-range
case, hp(s) converges absolutely for all s (and so is fi-
nite, |ha(s)] < o0), with v-probability 1; hence in this
Appendix we mostly focus on the long-range case (most
statements also apply to short-range, some with trivial
proofs). Thus we arrive at the question for long-range
models: do locked spins occur in the Gibbs states when
T > 0?7 Gandolfi, Newman, and Stein (GNS) [12] showed
that in long-range models, there exist distributions for
the spins (i.e. states) in which some spins are locked,
however those constructions are, by their own account,
unphysical as they involve J-dependent boundary condi-
tions. They gave a modified definition of Gibbs states in
which locked spins (in the above sense) do not occur. (A
related construction of Gibbs states in Ref. [23] is more
closely related to the specification and DLR equations
in Sec. A5 below; the results show that, when T is suf-
ficiently high, the thermodynamic limit from finite size
exists, and locked spins do not occur.)

The idea contained in the definition of a Gibbs state
that appears in the work of GNS is that spin configu-
rations s that produce difficulties with the sums hy(s)
occur with I-probability zero (we will extend their defi-
nitions from p = 2 to general mixed p-spin models). We
will need a definition for the meaning of the infinite sum.
GNS took it to be defined using partial sums along a co-
final sequence (A,), (fixed independently of s, A, and
J) as follows: retaining the same notation as above, we
define, for A’ another finite set,

2hp(s|ar) = Z Ix(=sx +sx), (A8)
XCA:XNAZD
and then define hp by
ha(s) = lim ha(s|a,) (A9)

n—oo

for finite sets A and configurations s if this limit exists as
an extended real number, that is either real or £oo. (It is
not obvious that this is the most appropriate procedure.)
Thus, at this stage we could allow the possibility hy =
+o00.

We can also define a version of ha(s) when T > 0
directly from eq. (AT7):

_ D(/]a | slac)
2h =-TIn—">7-———"—~
a(8) = =T £ T30

(A10)
provided the right-hand side exists. (Alternatively, we
can rewrite this as a formula for hx(s)/T, and then it
is valid at T' = 0 also). In these terms, we would want
to show (and eventually, we will show) both that h(s)
exists and that it equals 7LA(S) for I'-almost all s. Here,
however, as the idea is to consider hx(s) as a random
variable that depends on s, and s is drawn from some
distribution I'(s), ha(s) = —oo would imply that, condi-
tionally on s|c, the spins are locked in configuration s,



and s is forbidden. But, just as for elementary proba-
bility theory of discrete variables, p(a|c) does not vanish
unless also p(a,¢) = 0, so in general the T-probability of
the set of s such that T'(s|p | $|ac) = 0 must be zero.
Thus with T-probability 1, ﬁA(s) cannot be —oo, when
it exists. _

ha(s) [and h(s)] is a generalization of a local effective
magnetic field h;(s): by taking A = {i}, we define h;(s)
by hy;y(s) = hi(s)s;. For p = 2 p-spin interaction models,
h; was used by GNS, and in that case, for general A,
ha(s) = > ien hi(s)si =232, jen Jijsisj, where the last
sum is finite. In this case, for fixed s, existence of hy (s)
for all finite A is equivalent to existence of h;(s) for all i.
(Here we assumed that, when hy(s) exists, it cannot be
—00.)

Now, using the GNS definition of hx (s) as the limit of
partial sums, following GNS we define the allowed con-
figurations as those s for which hy (s) exists, and is finite,
for all finite A (with the given J). (Configurations that
are not allowed will be called non-allowed. Also, for m-
vector models, we must say “for all s’|5” as well as “for
all finite A”.) Finally, again following GNS, we make
Definition 1: a Gibbs state at 7" > 0 is a probability
distribution I" on S, for given J, with the following two
properties:

1) the distribution is supported on allowed configurations
only, that is T'({allowed s}) = 1;

2) for all finite subsets A, the conditional probabilities
are given by the Gibbs form

L(s[a | s|ac) = prr(s]a) (A11)

[or alternatively by the formula for the ratios, so that

ha(s) = ha(s)], for T-almost every s as before.
We comment that: a) the evaluation of the right-hand
side in 2) is well-defined as a consequence of property 1);
b) this characterization of a given I' as a Gibbs state obvi-
ously depends on the definition of Ay, and might depend
on the choice of the sequence (A, ), when partial sums
are used; ¢) for ' > 0, vanishing conditional probabilities
(i.e. ha(s) = 400) for s’ given s|pe do not occur, so there
are no locked spins. While this certainly holds in the
short-range models of this paper and in other short-range
models, the motivation in general for this part of the def-
inition may not be obvious at this stage. We will see that
it is satisfied in the finite-range models considered here;
d) the definition makes sense at T'= 0 as well as T > 0,
by taking " — 0% as above. In this case, 2) implies
that conditionally on s, for any finite set of sites, revers-
ing those spins does not decrease the energy: ha(s) >0
for all A, and 1) implies that this energy change is well
defined and finite. We call an allowed configuration s
a ground state if ha(s) > 0 for all A; then the defini-
tion implies that, for T'= 0, I'({ground states}) = 1 (i.e.
all configurations that occur are ground states). This is
clear physically.

We note that at 7' = 0, for non-degenerate J a
Gibbs state might be supported on a unique ground state
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(which would be a pure state), or if spin-flip symmetry
is present, on the flip-invariant mixture of a pair of flip-
related ground states (each of which is pure). A Gibbs
state could also be a more general mixture of such states,
implying non-uniqueness of ground states (or of ground
state pairs). For degenerate Js, as is well known (for ex-
ample, for p = 2 interactions only, with J;; = £1 for all
{i,7} € &, the set of nearest neighbor pairs), there could
be extensive entropy at T" = 0, and individual spin con-
figurations drawn from such a Gibbs state would still be
ground states, but pure states would not be supported
on a single allowed configuration, because a single con-
figuration would not be a Gibbs state. Thus it would be
a mistake to think that the general such Gibbs state nec-
essarily possesses an extensive complexity of pure states
(cf. Ref. [5]).

If ha(s) is defined in the manner of GNS as the limit
of partial sums, then the allowed configurations are de-
fined without reference to temperature. We note that
whether or not a series (with given coefficients Jx) con-
verges is a tail event in s, that is, the convergence (or
not) of hp(s) is unaffected if s; is changed on a finite set
of 4. (It is also a tail event in J, similarly.) For similar
reasons, the allowed configurations form a dense set in S
in the product topology, and so do the non-allowed (in
the long-range case), because a base of open sets for S
is given by the collection of sets that are a product of
open sets for a finite collection of 4, times a copy of Sy
for all other sites [24, 25, 50, 51], and so any non-empty
open set contains both allowed and non-allowed config-
urations (in the long-range case). Turning to measure-
theoretic properties, a T' = oo Gibbs state would be the
uniform distribution on s. That suggests that under that
distribution, almost every configuration is allowed: for a
configuration drawn from the uniform distribution, the
sum ha(s) would converge (in the sense of partial sums
along a cofinal sequence) with probability one. This is
reminiscent of the textbook “random signs” problem of a
series with independent uniformly random +1 factors in
each term [24, 25], and indeed, for p = 2, h;(s) reduces
to exactly that form. In that case the series converges
almost surely if and only > j ij converges, which holds
v-almost surely when the convergence condition holds.
We may expect similar results for the more general mixed
p-spin case for the uniform distribution on s. For general
T < oo, a state will not be absolutely continuous with
respect to the uniform 7 = oo state, and so it is not
ruled out that it is not a Gibbs state under the above
definition. Nonetheless, one would expect that cancella-
tions between terms, due to spins far apart being almost
independent, could make the series converge for typical
configurations drawn from the state, and that is the type
of result at which we are aiming. (See also Refs. [22, 23]
for results at high T'.)

Of course, so far we have only made a definition; the
question now is whether the physically-relevant states of
finite-range SGs are Gibbs states in the sense of Defi-
nition 1. To address this, we will examine the states



produced by the metastate construction.

3. Metastates

For the metastate construction, we follow AW [11] and
NS, Ref. [48] or [49] (see also Ref. [3]), and sketch the
main steps. First, we consider finite-size models on fi-
nite A/, for a cofinal sequence A/, C Z? indexed by n/
[not necessarily the sequence (A,), that might be used
in defining allowed configurations|. Given J, we con-

struct a finite-size Gibbs state I = PH,, (slaz,), where

Hy =Y ycpJxsx forany A € X, and T > 0. T™ is
a probability distribution on s[5/ , and depends only on
J in J|x(ar ;5 it can be viewed as a consistent system of

marginal distributions T = (F"I(5|A))(A7S‘A) for s|a, for
all finite subsets A C A/,. Then for the joint distribution
of the bonds and the state [that is, for the distribution of
the pair (J,T')], by tightness and sequential compactness
arguments [24, 25, 50], there is a subsequence nj, of n’
such that all the final-dimensional marginal distributions
for (J]x (), ') have k — oo limits that form a consis-
"k

tent family of marginals; these define a joint probability
distribution & on (J,T'), where I'(s) (or I';(s) to show
its dependence on J) is a probability distribution for s in

infinite size [50]. [That is, (J| X(A,,),rnﬁc> — (J,T) as
"k

k — oo in the sense of convergence in distribution, also
known as convergence in law, or as vague or (in func-
tional analysis) weak™ convergence of the joint probabil-
ity distributions for these random variables. The defi-
nition of weak™ convergence for probability distributions
pn(y), p(y) on aspace Y is that p,, — p in the weak* sense
as n — oo if for all bounded continuous functions f(y),
Jy fon = [y fp. In the present case there is no need
for a proof of tightness, because the space of probability
distributions T'(s) on S is compact, while the marginal
v(J) for the bonds is certainly tight.] The marginal dis-
tribution for J is the original v(J), and the conditional
distribution on I" given .J is the AW metastate x (or ks
to show its dependence on J), or x(I") if we (probably
inaccurately) imagine that it can be described by a prob-
ability density on states I'. In other words, we can draw
from the metastate x a (random) distribution or state
T'(s) for the spins s.

In this step, for the case of the finite-range mixed p-
spin models there is almost no change in the argument,
compared with the references; we note that the set X
of all finite subsets of Z¢, which indexes J, is count-
able, so that the spaces involved remain separable as
n' — oo, allowing the argument to go through. As men-
tioned already, x' and x may not be unique: in addition
to the choice of the sequence (Al,), of finite sizes, a
choice of a subsequence may have been required in or-
der to obtain a limit. For notation, we will write for-
mally k' = vk, which when the distributions can be
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represented by densities can be interpreted literally as
kT(J,T) = v(J)ks (L), and similarly when we also use
I' to take expectations over s we write x'T" which (for
densities) means x!(J,T)I'(s) = v(J)ks(T';)Ts(s). Con-
ditioning that on J gives x;(I';)T"s(s), which summed
over I' gives by definition p;(s), the metastate-average
state (MAS). This completes the construction of a metas-
tate.

4. Proof that the states are Gibbs states

Next, we want to argue that the states I' (and not only
the finite-size I'"™) drawn from a metastate are Gibbs
states in the sense of Definition 1; this is where, in com-
parison with Refs. [11, 48, 49], additional work is re-
quired. We recall that a cofinal sequence (A,), will be
used; its form, which will depend on the distribution v/(.J)
(and is arbitrary for the short-range case) but will be in-
dependent of J, T, and s, and of the construction of '
[i.e. it is not necessarily the same as (A],),s used in the
construction of xf], will be determined in the course of
the proof.

Theorem 1: In the finite-range mixed p-spin models
with a translation-invariant distribution (as defined in
Sections II and IITA 1), for T > 0 a state ' drawn from
a metastate x is a Gibbs state (as in Definition 1), -
almost surely.

Proof: The proof of Theorem 1 will take the remain-
der of this subsection, and follows immediately from the
forthcoming Propositions 1, 2, and 3; in those propo-
sitions, the hypotheses of Theorem 1 remain in force.

QED.
Proposition 1: For each finite A, the limit
limar oo D(s[a | slar—a) = T(s|a | s|ac) exists &T-

almost surely.

Proof: (The proof is essentially standard [11, 48, 49],
but included for completeness.) First, for T > 0, we con-
sider the conditional probabilities T'(s|a | $|ar—a) where
A, A’ are both finite, and A C A’. [Strictly, one should
say the conditional probabilities I'(s|p | Far—a), where
Far—p is the o-algebra generated by s|ar—a.] We note
that, like any conditional probabilities, these are viewed
as random variables, due to their dependence on s|e,
with distribution induced from T'(s). We fix A and let
A’ increase along any cofinal sequence (A,,),; then define
P, = (T'(s|a | 8[a,—a))s|s, Which is a sequence of ran-
dom vectors, where each vector has components indexed
by s|a. (For m-vector models, this is better viewed as a
regular conditional probability distribution on s| [25].)
Then the standard properties of conditional expectation
[24, 25] imply that we have

E (Pn+l | S|An—A) = Pn;

in other words, taking the I' average over the spins in
A1 — Ay, just produces the conditional probability con-
ditioned on s|a, —a. This means the conditional probabil-
ities P, form a martingale. (More formally, letting F,, =

(A12)



FA, —A, the o-algebras form a filtration F,, C F,41, used
to define the martingale; as n — oo, F,, — Foo, the o-
algebra generated by s|pe [24, 25].) The martingale con-
vergence theorem [24, 25] then tells us that, as n — oo,
the conditional probabilities P, tend I'-almost surely to
a limit P = (I'(s|a | 8[ac))s|,- As the notation suggests,
the limit is independent of the sequence (A, ), (or filtra-
tion F,,) that was used in this part of the construction.
This concludes the proof of Proposition 1. QED.

By Proposition 1, the conditional probabilities have
limits as A’ — oo, and hence hy(s)/T is well-defined as
an extended real number, and in fact for T > 0 ha(s) >
—o0 kiT-almost surely, as explained already.

Next we will prove
Proposition 2: For 7' > 0 and with s T-probability 1,
ha(s) < .

Proof: First take the average

I'(s)
I(s")

of the logarithm of the ratio of probability distributions,
or of corresponding conditional probabilities, which give
the same result when conditioned on s|pe. (Here and in
similar expressions below we abuse notation slightly on
the left-hand side; it is an average over, not a function of,
s, §', just as the right-hand side is.) We have identified
this with a relative entropy, as follows. If we consider
the transformation s — s’, where s; and s differ only
in the finite set A, and express it as s’ = 05 s where 6,
stands for the operation of reversing all spins in A (or
more general rotations for m-vector models and so on),
we can instead consider this as a change in the state from
I'(s) to Ty, (s) = T(s'). (If ' is a Gibbs state, then T'y,
is a Gibbs state in which H has been transformed to
Hy,(s) = H(Ops). This uses the symmetry property of
the uniform reference measure on Sy at each site that was
mentioned in Sec. IT; no symmetry of H is assumed. The
symmetry also implies that the following marginals are
equal, namely Ty, (s|ac) = ['(s|ac), and hence it makes
no difference whether we use the relative entropy of the
distributions or of their conditionals on s[5, or a sub-
set thereof.) Then the above E expectation is indeed, as
displayed, the relative entropy of I' relative to I'g,, with
expectation using ' over the states I' and bonds J. This
shows at once that Eh(s)/T > 0, including for the case
T = 0. Further, it can be shown [30] that, in the thermal
average E In[['(s)/Tg, (s)], the contribution of the nega-
tive part of In[T'(s)/T'g, (s)] is > —oo, which in particular

E En =E_ i D[[(s)||Tg, ()] (A13)

again implies that ha(s)/T > —oo xiT-almost surely.
To arrive at an upper bound, we first recall the results
for relative entropy of the Soviet authors, who included
Gelfand, Kolmogorov, Yaglom, Perez, Dobrushin, and
Pinsker, as described in Pinsker’s book [30]. The rel-
ative entropy can be defined in general by partitioning
configuration space S into regions, finding the probabil-
ity assigned to each region by each of the two proba-
bility distributions, and calculating the relative entropy
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for a partition using the formulas for discrete probabil-
ities; then the relative entropy is the supremum, over
partitions, of the relative entropy for a partition. In the
present case we can define partitions by assigning each
s to the corresponding s|as, which indexes the regions,
giving the relative entropies E In[I'(s|a/)/Tg, (s]a+)]. (For
continuous spins, the latter relative entropies must them-
selves be defined as the supremum over partitions of Sy
into a discrete set.) As A’ — oo, the relative entropy
associated to such a partition tends to the one we need.
In fact, for all A’, E In[I"(s|a+)/Tg, (s|as)] is non-negative
and increases monotonically to the limit [30]. (The mono-
tonicity for relative entropy follows from the chain rule,
similarly to the argument in Section IITC2.) These facts
allow the use of the monotone convergence theorem [51],
so the limit can instead be taken after the ' expectation.
Thus we have

E. El—) g, Jim_ B n -G Ay
L, (s) Lo, (slar)
. L'(sar)

= lim EE In oA/ Al5

A —o00 ! F@A(3|A/) ( )

Here the first equality is from Ref. [30], and the second
is from the monotone convergence theorem.

Now, using the second line, the expectation of the rel-
ative entropy for finite A’ can be upper bounded, using
finite-size systems. For fixed A’, the thermal E average is
a continuous function of I', and the s expectation of that
function calculated in finite size (i.e. its disorder average)
tends to the infinite size version (k! average) by defini-
tion of convergence in distribution. In a finite system on
Al,, where A C A" C Al,, we have, using notation from

n

Section IITC 3 and this Appendix (here E" is thermal
expectation in I'™"),

oo T (s|a)
EE" In——=
v (s'|a)
1
:TEE” [ (FH H, (s |A')—FH7HA/(5/|A'))
+ 2h(s|a0)] (A16)

The free energy difference would be zero if all interactions
that involve spins in both A and A’® were set to zero.
Then by methods similar to those for finite-size bounds in
Sec. ITIT C 3, in particular the bound (3.60), we can obtain
an upper bound at given n’, which under the convergence
condition (2.5) is finite, including for n’ — oo.

Next we wish to pass to the n’ — oo limit, in which
the marginal states I (s|a/), I™ (s'|/) converge in dis-
tribution (weak* convergence) to limits I'(s|a/), T'(s'|a/),
and we would like the n’ — oo limit of the bound to still
hold for the expected relative entropy of I'(s|a+), T'(s"|a/)-
Such a limit of relative entropy under weak™ convergence
may not even exist, even when the probabilities are dis-
crete as for the case of Ising spins. However, we can
always use the following general result [52]: on a fixed
complete separable metric space, the relative entropy of



probability distributions is “jointly lower semicontinu-
ous” under weak* convergence, that is, if as n’ — oo,
P, — P, Q, — @ in the sense of weak® convergence,
then the relative entropy obeys

DIP||Q] < liminf D[P, [|Qn] (A17)
n'—oo

(see Ref. [51] for liminf and for semicontinuity). Con-
sequently, an n/-independent upper bound on the mem-
bers of the sequence on the right-hand side is also an
upper bound on the left-hand side, and the same is
true for an expectation over other variables (using Fa-
tou’s lemma: Eliminf < liminf E when applied to a se-
quence of non-negative functions [51]), which gives the
desired upper bound for our situation. Then taking
the A’ — oo limit, the expression is bounded above
by CoT 2 ZX:XﬂA;ﬁ(B Var Jx for a constant Cy > 0 (the
terms in the bound involving sites in both A, A’® go to
zero in this limit), which for 7" > 0 is finite. We conclude
that E+Eha(s) < .

As Eh(s) > 0, the fact that E Ehy(s) is finite im-
plies that E h(s) < oo kf-almost surely. (This result can
also be viewed as saying that I' is absolutely continuous
with respect to I'g, , #f-almost surely, and also holds wice
versa similarly.) Then as the contribution of the nega-
tive part of In[I'(s)/Ty,(s)] is > —oo, the contribution
of the positive part must be < +o0, and so, for T' > 0,
ha(s) < 0o, kiT-almost surely. This concludes the proof
of Proposition 2. QED.

In the proof of the following Proposition 3, we will use
the notion of an extended metastate. The meaning of
extending a metastate is as follows. It is sometimes de-
sirable to carry additional information, other than the
J and the state I, from finite size systems through to
the limit of infinite size. From the probability distri-
butions in finite size, this is carried out as convergence
in distribution starting from finite-dimensional marginal
distributions, exactly as for the basic construction of st
(in either AW or NS versions). If some s is already
given, then a (sub-) sequence (n})r was used, and (as-
suming tightness holds for the distributions of the addi-
tional data) one can find a subsequence of (n}); along
which the distribution on the higher-dimensional data,
as well as on J, I, converges, to obtain an extended dis-
tribution Iilxt, which conditioned on .J gives an extended
metastate kexi. As the sequence of finite sizes used is a
subsequence of that used to obtain x, the marginal dis-
tribution of the extended metastate on only the states I'
is the original metastate k. It is in this sense that Kext
is an extension of « (or similarly for s/, and x!). Our
use of extended metastates is inspired by the excitation
metastate used by NS, and also by the “natural” metas-
tate used in Ref. [33] to handle problems similar to the
present ones. The form of the extended metastate that
we use here will be explained during the proof, but we
emphasize that the statement of the Proposition does not
involve the extension.

Proposition 3: There is a cofinal sequence (A, ), such
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that, for T > 0, for all finite A, and for xT-almost every

5

ha(s) = lim ha(sla,). (A18)

Proof: The basic idea behind the proof is to compare
InT(s|a | s|ac) with the same quantity evaluated for a
corresponding state I'(5 A,) in a system in which the in-
teractions that connect spins in A with those in AS, are
set to zero. In the long-range cases, that is an infinite set
of bonds, and in trying to bound the effect of that change
by the methods of this paper, which involve expectation
over those bonds, sooner or later one reaches an expec-
tation of an infinite sum of terms corresponding to those
bonds, and the use of bound (3.47) would be the next
step. However, in general it is not clear if the expecta-
tion can be taken term by term. In order to render the
series a finite sum, we can consider a finite size system
(as was done in the proof of Proposition 2). Then we
can use the metastate construction to take the limit, so
that I'(s) is drawn from the metastate. However, it is not
clear if the basic metastate construction implies that the
state I'(p,4,) with truncated interactions also exists in
the limit. To deal with that, we introduce the truncated-
interaction metastate, an extension of the metastate «,
as follows.

In finite size A, we construct for given J the state F"/,

and also the states I‘?[/\ A for pairs of finite sets A and

A, A C A, in which all terms in the Hamiltonian that
connect A and A’¢ are dropped. Clearly, it is sufficient to
do this for A and A’ C A/,,. It would be sufficient to use
for A’ only the members of the eventual cofinal sequence
A, (which will be characterized later), but use of all A’/
(eventually without restriction, except A C A’) would
work just as well. We then take the limit in distribution
as n’ — oo of the joint distribution of J|X(A/n,), ' and

the array (I‘?A A’))(A-,A/) in the same way as was done

to obtain &', by choosing a subsequence of the sequence
(n})1 used there, and call the resulting distribution & _,.
As the finite subsets of Z¢ are countable, the space of all
these variables is again separable, allowing the procedure
to work. We denote the resulting truncated-interaction
metastate by Kext.

Then in finite size, we define

NG
F( A, A/)(s)
(s = s|ar,) which, being a relative entropy, is non-
negative. In the same way as before, we can derive
bounds
C3
EA < > Var Jx, (A20)

XeX: XNAAD, XNAC,#£)

in which we took n’ — oo on the right-hand side, and
C3 > 0 is a constant. As these bounds are finite under



the convergence condition (2.5), and independent of n’,
they also apply to the limit, and so hold for the nixt ex-
pectation of the relative entropy of the states in infinite
size, which are denoted I', I'(z o). To be more careful
here, we can instead begin with the relative entropy of
the two marginal distributions for s|a» for A” C A/, in
finite size, which is less than that above as discussed in
the proof of Proposition 2, so obeys the same bound. Let
n' — oo with A” fixed (the lower semicontinuity property
must be used again here; see the proof of Proposition 2),
and then A” — oo which, again as discussed in the proof
of Proposition 2, gives the (k! , expectation of the) de-
sired relative entropy of I, I' s sy, and the upper bound
again still holds. A similar bound applies when the ther-
mal average is taken in I'(5 A+), and also for the relative
entropy of I'g,, I'(A,aryg, - The finite upper bound implies

that, /ilxt—almost surely, the two states are mutually ab-
solutely continuous for any pair A C A’. (We can do
the same for the relative entropy of I'(y a/) relative to
['(a,a7y, so any such pair are also mutually absolutely
continuous.)

Call the right-hand side of the upper bound V’. We

notice that
veyy
€A

(A21)

where V/ is V' for A = {i}. Hence V' — 0 as A’ — oo
(through some cofinal sequence) for all A if and only if the
convergence condition (2.5) holds. As relative entropy is
non-negative, this implies that the L' (k! )-norm of the
relative entropy tends to zero, and hence the latter also
tends to zero in probability.

Next we will show that there is a sequence of sets A’
along which the relative entropy tends to zero nixt—almost
surely. This subsequence is what we will take for A,,. We
will describe such a sequence in detail to show that its
properties are independent of A. We use hypercubes Ap,
of side L, L an odd integer, centered at the same point
in Z? for all L; this sequence is clearly cofinal. Here we
will take the center of all the cubes to be ¢ = 0, the origin
(xp = 0). Consider the sequences of V/ = V/(L) for each
i, where A’ = A, indexed by L increasing through the
odd integers; each sequence (V;/(L))r decreases to zero.
We intend to use Vj to define the sequence (A,,),. We
need to show that [V/(L) — Vj(L)]/Vy — 0 as L — .
This is straightforward, using the invariance of Var Jx
under translations of X. We can show that |V/(L) —
Vo (L)| < Vy(L—|x;]) = Vg (L+|x;|), and as A is fixed, |x;]
is fixed and bounded for all i € A. From basic calculus
the last difference is eventually much smaller than V{j(L).
Then V' is less than of order |A|Vy, or we can say that
for any ¢ > 0, V/(L) < (1 + ¢)|A|Vy(L) for sufficiently
large L (which depends on A and ).

Now we use (the simplest form of) Chebyshev’s in-
equality, that is, if X is a non-negative random variable
and ¢t > 0, then P[X > t] < E[X]/t; we apply this to the
probability P, . in the truncated-interaction metastate.
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From this we obtain that, for any ¢ > 0, for sufficiently
large L

P;-;T [A(L) > t] < LM'

' n (A22)

Now, for each n, define L,, to be the smallest L such that
Vy(L) <1/n? for all L > L, and A,, = A, . Then

(L+e)AY, 7=
t

D P [A(Ly) 2] < (A23)

(at least for the tail of the sum at large n on both sides),
and the sum converges, so

> P [A(Ln) > ] < oc. (A24)

Hence for any A, by the Borel-Cantelli lemma (see Ref.
[24], p. 77), the x|_,-probability that A(L,) > t for in-

ext
finitely many n > 0 is zero, and as t > 0 is arbitrary it
follows that A(Ly,) — 0 as n — 0o, k! ,-almost surely.
Relative entropy that tends to zero implies that
['a,a,) — T'asn — oo in a sense we now describe. Rela-
tive entropy obeys the Csiszar-Kullback-Kemperman in-
equality for two probability distributions Py, Ps (defined
on the same c-algebra on the same space S),
dry(Py, P2)? < 2D[Py| P, (A25)
where the total variation (or L!-) distance (i.e. metric)
between any two signed measures P;, P is defined as

dov (P, Py) = / APy — dPy| (A26)
S

(see e.g. Ref. [29] for a simple proof; some authors define
the total variation distance to be half of ours). The to-
tal variation drvy (P,0) is the norm on the space of finite
signed measures P that arises when that space is viewed
as the dual of the space C'(S) of bounded continuous func-
tions on the compact configuration space S. It defines a
topology on the space of probability measures on S that
is (much) stronger than the weak* topology. Convergence
in dpy implies that the probability distributions become
equal in the limit. Thus we have I'(4 ,) — [ in total
variation distance (and hence also in the weak* topology,
so that correlation functions also converge), nixt—almost
surely.

Then, from Proposition 2 and its analog for I'(z as), we
have mutual absolute continuity of all the probability dis-
tributions I', 'z Ay, Tox» [ (a,a,)0, for all n, nixt-almost
surely. We note that, while absolute continuity is not
a symmetric relation, mutual absolute continuity is an
equivalence relation, and distributions that are mutually
absolutely continuous have exactly the same null sets;
therefore, we can here say simply filxtI‘—almost surely,
regardless of which of these distributions we are using.
Then we can take the Radon-Nikodym (RN) derivative



[51], for example dI"'/dTy, of T with respect to 'y, , which
is a function of s that, because of absolute continuity, ex-
ists mlxtl"-almost surely; this is the true meaning of the
ratio T'(s) /Ty, (s) in the definition of the relative entropy,
when the two distributions are mutually absolutely con-
tinuous [30]. We do the same with I'(5 »,) with respect
to I'(a,a,.)6, - For a collection of mutually absolutely con-
tinuous measures, the RN derivatives of one with respect
to another enjoy properties similar to those of derivatives
of a collection of functions with respect to one another,
in particular the chain rule [51]. As I'(y o,y — T' and
['a,a.)05 — Lo, as probability measures, the RN deriva-

tives tend to the n — oo limit filxtl"—almost surely, for

example dI'(x A,)/dl" — 1. Taking logarithms, we have

In = 2ha(s|a,)/T. (A27)
AL (A7)0
and from the definition above,
dar ~
In = 2hu(s)/T. (A28)
dlg,

It follows that A (s|a, ) — ha(s) asn — oo, k! D-almost
surely and for all A. As the final statement does not refer
to I'(a,a,.), it in fact holds xT-almost surely; the proof
is complete. QED.

We note that, once a metastate x has been obtained, a
T'(s) drawn from it is well defined as a (random) state (a
distribution on S). Only the characterization of the al-
lowed configurations, and of I' as a Gibbs state, involved
the sequence (A;,),. The proof of Proposition 3 shows
that there is considerable leeway in the choice of the se-
quence, for example the choice of the common center for
the hypercubes is arbitrary, or the hypercubes could be
replaced by other compact shapes, and so on. A config-
uration s that is allowed under the definition using one
sequence will, with I'-probability one, also be allowed un-
der the definition using any other sequence such that the
steps in the proof can be carried through.

5. Reformulation and pure state decomposition

The GNS definition of a Gibbs state seems acceptable,
but if we also wish to use some notion of pure Gibbs
states, which preferably should possess the same proper-
ties as in the short-range cases, then some reformulation
is required. The usual description of a Gibbs state

[1-3] begins from the notion of a family of so-called
specifications, which normally correspond to the same
family of conditional probabilities I'(s|s | s|ac) (for A
finite) with which we began here. The specifications
v = (ya(A | $|ac))a should for each A be defined for
all values of s|pc; here in most general form, these are
probability kernels, so they are both a probability distri-
bution on sets A of s, and a measurable function of s|ae,
and are assumed to be proper (see Ref. [1], Chapter 1).
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They are defined a priori, meaning without specifying
an unconditional I" first; they are independent of such T.
They can be defined abstractly as possessing the proper-
ties of conditional probabilities, and to be Gibbsian they
should be related to the Hamiltonian H) (s). (Somewhat
similar probability kernels, but conditioned on s, also
arise as the transition probabilities for the dynamics of
our systems [4].) Then the conventional definition is
Definition 2: A Gibbs state admitted by a specification
v is a probability distribution on S whose conditional
probabilities for each finite A are:

L(A ] s|ac) = va(A | s|ac)

T-almost surely.

By properties of conditional probabilities, this also im-
plies that a Gibbs state is mapped to itself by each of a
family (indexed by A) of linear maps of measures defined
by the specifications (the DLR equations) [1-3]:

(A29)

D) = [oald [shl(s)ds  (A30)
for all A and A. (In dynamics, corresponding conditions
involving the transition probabilities say that I' is a sta-
tionary state [4].) Now to handle the long-range case, we
only have to define the specifications to be used. Our
proposal is to use the (generalized) specification, which
in spirit is Gibbsian, defined for all finite A and all s by

pur(s|a) if s is allowed,

(s sl = { B O e b slowed: (g
We use the term “generalized” here (but will drop it here-
after) because if s is not allowed, 4 is not in fact a prob-
ability; it gives zero for any set of s[x! However, the set
on which it is zero is a tail event. Thus, rather than mod-
ifying the definition of a Gibbs state, we have extended
the definition of what can serve as a specification. We
remark that a) once again, the definition makes sense be-
cause of the definition of allowed s; b) this definition is
consistent with the conditional probabilities of the Gibbs
states under part 2) of Definition 1, because for any set of
configurations that has zero probability, the conditional
can be defined arbitrarily; ¢) conversely, by eqs. (A30),
Gibbs states under the current definition assign proba-
bility 1 to the set of allowed s, as required by part 1) of
Definition 1. Hence, for these specifications, Definition 2
is equivalent to Definition 1.

A conventional route to proving the existence of a de-
composition of any Gibbs state into a mixture of pure (i.e.
extremal) states involves showing that the Gibbs states
admitted by the specification v form a set G(v), which
as a subset of the space of probability measures on S
(with, say, the weak* topology) is clearly convex, and
also closed. Closure is guaranteed if the maps of mea-
sures defined by the specification are continuous. That
then gives a compact convex set of probability measures,
and the Choquet theory of such sets [53] leads to the
desired results. In the present case, for the long-range



models, continuity of the above v is not obvious. [Nor
is it “quasilocal”; see remark (2.22) in Ref. [1].] How-
ever, Georgii’s book [1], in particular sections 7.1 and
7.3, leading up to Theorem 7.26, characterizes the pure
states and gives results of Dynkin and Follmer that es-
tablish that any Gibbs state has a unique decomposition
into pure states, without the use of any such topological
properties of . That decomposition is then the starting
point for the analysis of the complexity of Gibbs states
discussed in this paper. In the present case, there are
some s for which ~ fails to be a probability distribution,
but one can verify that the proofs of the main results
from Chapter 7 of Georgii [1] still go through in this case
with only minor modifications (in particular, formulas
involving v that hold I'-almost surely for Gibbs states I"
are unaffected).

Finally, we should note that Ref. [23] uses a specifi-
cation defined on the set of the allowed configurations s
only, and shows for any 7" > 0 that any state obtained as
a limit from finite size (with boundary conditions) must
satisfy the DLR equations (A30) (however, a proof there
that the state puts measure 1 on the set of allowed s
holds only at sufficiently large T'). This does not seem to
be sufficient for our purposes.

Appendix B: Uniqueness of Gibbs states at 7' > 0 in
short-range case in one dimension

In this Appendix we provide a short and fairly sim-
ple proof that at T' > 0 there is a unique Gibbs state
(a pure state) in any short-range mixed p-spin SG model
in dimension d = 1 that satisfies one simple condition.
(Under the same conditions, this rules out a non-trivial
metastate, and also rules out any phase transition that
would imply a change in the number of pure states.) For
the p = 2 power-law model of Ising spins, arguments for
similar results were given in earlier work [10, 54-56] (see
also Ref. [57] for a similar result in the case of short-range
m-vector models with O(m) symmetry and d < 2). Ref.
[54] gives a complete proof for o > 3/2. Following the
proposal of Kotliar et al. that there would be no transi-
tion at 7' > 0 for o > 1 [10], van Enter and van Hemmen
[55] employed a simple approach based on relative en-
tropy to show the absence of spontaneous breaking of
spin-flip symmetry in that region, but their paper and
Ref. [57] were criticized for some technical issues in Ref.
[56]. The latter [56] employs a very different approach
and arrives at a full proof for ¢ > 1 in a set-up using
fixed-spin boundary conditions, but the proof is rather
long and some may find it difficult. We note that sim-
ilar results for short-range non-disordered spin systems,
such as Ising ferromagnets, are well-known folklore (and
for strictly short-range cases can be proved easily using a
transfer matrix), and were proved rigorously in Ref. [32];
see also Ref. [2] (p. 303) and references therein for a sim-
pler proof. The strategy of our proof is to show that the
relative entropy of two distinct pure states is bounded,
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which gives a contradiction; this is similar to that of Ref.
[55], but we implement it in a form that avoids some tech-
nical questions, using an upper bound exactly like those
elsewhere in this paper. The statement in the Theorem
is more general than in Refs. [54-56]; in particular, other
than existence of the first two absolute moments, we do
not use a condition on the tail of the distribution of Jx.
The statement is

Theorem 2: Consider a short-range SG model (as de-
fined in Sections IT and IITA1) in d = 1, with sites
x; =1 € Z, and T > 0. If the bonds satisfy

Z Var Jx < oo
XeX: XNZ_#0,XNZ#0

(where Z_ = {i < 0} and Zy = {i > 0}), then there
is at most one pure Gibbs state, v-almost surely. (For
m-~vector models with m > 1, or other non-Ising cases,
the sum ranges over z as well as X, with no additional
conditions on z.)

Before starting the proof, we discuss some general
points. First, as we consider only short-range cases, most
of the technicalities of Appendix A will not be needed
here; in particular, as we begin simply from pure states,
the metastate construction is not required, though it is
useful in that it establishes that some Gibbs states actu-
ally exist.

Second, the fact that the Gibbs states considered in the
proof are pure is not used until the end of the proof. We
will need the fact that distinct pure states are supported
on disjoint sets of spin configurations [1], and so are mu-
tually singular. (This may be physically obvious if the
supports of the distinct pure states are viewed as sets of
configurations that are mutually inaccessible in dynam-
ics, i.e. as ergodic components.) This behavior is the
extreme opposite of absolute continuity, and implies that
the relative entropy of either with respect to the other
must be infinite. If we examine the relative entropy of
one with respect to the other for the marginal distribu-
tions in a finite region (window), then (for Gibbs states)
the result will be finite, but it will increase monotonically
(see proof of Proposition 2 in Appendix A) to infinity as
the size of the region expands until it eventually includes
all the sites (i.e. along a cofinal sequence). That is, for
any choice of a bound M, the relative entropy must even-
tually be greater than M for all sufficiently large window
sizes. Of course, in our case, the relative entropy will
be a random variable, and the statements must be made
probabilistically. We will also use in the next paragraph
the fact that, in a pure state, connected thermal correla-
tions of functions of spins in well-separated regions tend
to zero as the separation goes to infinity (see Refs. [1-3]
for the precise statement).

Third (some readers may prefer to skip this on a first
reading), we will be interested in an expectation of a
relative entropy, which is a thermal average, here in a
pure state. The expectation involves two pure states as
(some, at least, of) the Js are varied, and the question
may arise whether we can do this here: can we be sure

(B1)



that we obtain the “same” two pure states as some of
the Jx are changed? (This is related to the concerns in
Ref. [56], that construction of pure states might require
J-dependent boundary conditions, preventing naive ma-
nipulations of an expectation over all J.) In the present
case, we will be interested in the expectation E’ over only
the bonds Jx such that X has non-empty intersection
with a finite interval, say

AW:{_(W_]‘)/27_(W_1)/2+177(W_1)/2}

(B2)
(W > 0 0dd); call that expectation E{;,. Here, we discuss
this question in general, for any dimension d. If we begin
with a given Gibbs state, say I', for some given J, we can
actually construct a corresponding Gibbs state IV with
other values of some of the Jxs, as follows. For a change
in Hamiltonian AH, the Gibbsian formulation suggests
a definition of a perturbed state, such that expectation
of any function of s in I is related to that in T" by

<. .o efAH/T>F
(e=AH/TY L

(o = (53)

where (- )/ ( (--+)r) denotes expectation in I (respec-
tively, I'). If AH = =3 AJxsx has the form of a
general mixed p-spin Hamiltonian, but includes nonzero
terms for only a finite set of X, then the perturbed ex-
pectation can be expanded out in terms of averages in I'
(with coefficients based on those in AH) and the change
in its value is finite. This fact extends to the case of AH
containing an infinite number of terms, if AH also satis-
fies the absolute convergence condition for a short-range
Hamiltonian like that which precedes eq. (3.7). Namely,

if we define
171 = x|
X

[the I! norm on J; in models other than Ising, the sum
must range over the pairs (X, z) as before|, then using
|AH| < ||AJ|]; a sufficient condition is that ||AJ||; be
finite. In that case, the infinite sum converges because
the terms in its tail decrease sufficiently rapidly, and their
effect on thermal averages converges also, by use of an
easily-proved inequality such as

(f(s)e 2/ T)p
S RET

(B4)

— (f()r] < (0T~ 1)sup |£(s)

(B5)
where f is any function of s [cf. eq. (A.1.6) of AW [11];
this topic forms part of their discussion of properties of
metastates]. This means that (in models of the general
form defined in Sec. IT), Gibbs states (in the weak* topol-
ogy) are continuous functions of J (in the topology deter-
mined by the norm ||---||;) [11]. Further, if T is a pure
state, the asymptotic behavior of thermal averages is un-
affected by such a change in the Hamiltonian, so I is also
pure. This is not difficult to show if AH contains only
a finite number of terms, by using the asymptotic decay
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of connected correlations in T' [1], and it extends to all
cases in which [|AJ|[; < oo by a simple approximation
argument. In effect, the change in the Hamiltonian is
only a local one, without detrimental long-range effects.
In the case of interest, AH oc H) _(s) — Hay (s), and
[|AJ]|; is finite v-almost surely for a short-range model.
We will now adopt the corresponding perturbations of
the original two pure states with which we began, and so
view them as functions of the bonds in question.

Proof of Theorem 2: Suppose that there are two dis-
tinct pure Gibbs states I', and I'g. We will bound their
expected relative entropy. Consider their marginal dis-
tributions on, without loss of generality, Ay . Form the
relative entropy

To(slay)
Dopw = Bq In =22
’ T (slaw)

of T'o(s|a, ) with respect to I'g(s|a, ), and take the
Ej, expectation (for which, see the discussion before
this proof). It can be bounded by the method that by
now should be familiar, using the (formal) interpolating
Hamiltonian H + (A — 1)(H} = — Ha,, ) where A runs
from zero to one, and the perturbation of the states pro-
portional to A — 1 can be handled as explained before

this proof; we call the resulting pure states 1"9), l"g‘).

We note that, at A = 0, lnI‘&O)(s|AW)/1"gO)(s|AW) =0,

as Ay is decoupled from the rest of the system. Hence

InT4(s|aw )/Ts(8|aw ) is equal to the integral fol d\ of
d

1
ﬁlnl—‘g\)(‘s'/\w) = _T (<H;\W - HAW>

(B6)

a8 Ay A

- <H;\W - HAW>a,>\) ’

minus the similar expression with § in place of a. [The
notation here is similar to that in Sec. III C 3, though the
(conditional) thermal expectations are taken using N
as indicated.] We have to be careful about taking the
expectation (doing integrals) term by term on the sum,
because the method of returning to a finite-size system is
not available here. There are in fact up to three integrals
or expectations (namely those implied by Ef;,, E,, and

(B7)

fol d)), and also the sum. If we replace each term Jxsx
(or in some places a conditional E, or Eg average of
such a term) by its absolute value, then the short-range
condition (3.7) implies that the sum converges, and so by
part of the Fubini-Tonelli Theorem [51] it is legitimate
to carry out the integrals and sum in any order, and the
result is finite. That proves that the integrand-summand
is integrable, and so the other part of Fubini-Tonelli tells
us that the integrals and sum of the original series can
be carried out in any order also. Then we obtain:

1
E%,VDQ@W < Cﬁ Z
X:XNAw#0, XNAG, #0

Var JX (BS)

where C' > 0 is a constant, and of course also the same
with a and § interchanged. (The m-vector models in-
volve summation over z as well as X.) The upper bound



increases with W. As W — oo, it is finite if and only if
the hypothesis (B1), which arises from the contribution
of each of the two ends of the interval, holds.

Going back to W finite, the same bound applies for
each W if we take the conditional expectation over a
larger set of bonds than those involved in Ej;,, say those
for X intersecting some finite A,,, Ay C A,. As we take
such a set larger and larger (i.e. A,, — oo along a cofinal
sequence), effectively removing the conditioning on more
and more bonds, because of the upper bound (and pos-
itivity of the relative entropy) the backward martingale
convergence theorem [24, 25] tells us that, for each W,
the limit of the conditional expectation exists as a ran-
dom variable that is measurable with respect to the tail
o-algebra of J, and that it obeys the same bound above.
We now work in this limit, where expectations are the full
E, and similarly for the distribution v (strictly speaking,
they are still conditioned on the tail o-algebra of J).

If we consider the infinite sequence of relative entropies
Dopg,w for all finite odd W > 0, and if the hypothesis
(B1) holds, then using Chebyshev’s inequality the fam-
ily, indexed by W, of distributions (induced from v) of
Dog.w for finite W is tight: no weight goes off to infinity
as W — oo. Because D,g,w is an increasing function
of W, it tends either to a finite limit or to infinity as
W — oo, so the preceding result shows that, v-almost
surely, it tends to a finite limit: the probability that the
two states are mutually singular is zero. As the Gibbs
states were assumed to be pure and distinct, this contra-
diction shows that any two pure states are in fact identi-
cal, so there is a unique pure state, and a unique Gibbs
state. That concludes the proof. QED.

We comment that in the p = 2 d = 1 power-law models
both the short-range condition and condition (B1) imply
that o > 1. In general, a comparison of the two condi-
tions involves the dependence of Var Jx on both | X|=p
and diam X > 0 (in one dimension, we can define the
diameter of X as diam X = max{i:i € X} —min{i:i €
X1}).

An information-theoretic interpretation of the proof of
Theorem 2 is that the short-range interactions in d = 1
are not strong enough to convey to a finite window Ay
sufficient information concerning in which pure state the
system is supposed to be; for pure states, that informa-
tion (the relative entropy) would have to tend to infinity
with W.

An alternative, slightly weaker, statement of the result
is that, for any two pure states in the decompositions
of two respective MASs, they must be equal, implying
the triviality and uniqueness of the metastate and of the
Gibbs states drawn from it. In this case the proof can use
the expectation E, (., u, xxsw,) OVer pairs of pure states
in the decompositions of respective Gibbs states drawn
from respective metastates k1 and ko (where for 7 = 1,
2, wy = wa(T';) denotes the decomposition of a Gibbs
state I';, say, drawn from k., into pure states I',, for the
given J), and over bonds.

We emphasize that the proof holds for pure states in
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any m-vector model, not only those produced by applying
O(m) symmetry with an O(m)-invariant Hamiltonian,
but also those produced by non-O(m)-invariant Hamil-
tonians. If we wish only to show the nonexistence of
T > 0 pure states that spontaneously break the global
spin-flip symmetry [O(1) = Zs] in the Ising case, for a
flip-invariant Hamiltonian that contains terms with even
p only, then we can consider a pure state I', and the
state obtained by flipping all spins in Ay, as in Propo-
sition 2 above, and closer to Ref. [55]. The argument is
similar to before, and involves marginalizing to a region
A’ containing Ay, and taking A’ — oo, so essentially we
bound EE,hp,, (s) (see Appendix A), then finally take
W — oo. In the resulting bound, the domain wall sum in
condition (B1) is modified to include only terms indexed
by X such | XNZ_| and | X NZ| are both odd, and there
is no symmetry breaking if that sum is finite (thus when
terms with p > 2 are present, this condition is slightly
less restrictive than the direct application of that found
above to the present models). The same sum is also found
if we extend to mixed even-p-spin models the proof for
d = 1 of an upper bound [33] that leads to a bound on the
exponent 6 in the scaling-droplet theory [27]; when the
sum is finite, the scaling-droplet arguments predict that
there is no transition that spontaneously breaks spin-flip
symmetry at T > 0.

Very similar proofs as for Theorem 2 and for the ab-
sence of symmetry breaking at 7" > 0 hold for the case of
non-random p-spin interactions [32] (without the need for
any disorder average, of course), and reproduce the well-
known classic result for only p = 2 interactions, which
has |Jx| in place of Var Jx in the domain-wall sum, and
which is then indeed a bound on the energy of a domain
wall in the ground state. For the case of proving the ab-
sence of spontaneous breaking of continuous symmetry
in short-range SGs in d < 2, an upper bound on the rel-
ative entropy stronger than one like that used above is
required; see Ref. [57]. For that case, there are also other
arguments [58] in the style of the Bogoliubov inequality
approach, and we will not pursue it here.

Appendix C: Thermodynamic limit, convergence
conditions, and infinite-range models

In this Appendix we briefly discuss some questions of
the existence of the thermodynamic limit for thermody-
namic properties, such as the free (and ground state) en-
ergy density, and some other convergence conditions re-
lated to these; we also add some comments about infinite-
range models. In this Appendix, we do not assume all
of the conditions of Sections II and IITA 1 on the dis-
tributions until later; instead, we generally assume only
that the bonds Jx are independent and (for simplicity)
centered for all X.

The proof of the existence for v-almost every J of the
thermodynamic limit of the free energy per spin at 7' > 0
in a finite-range model is in principle analogous to that



of the strong law of large numbers [24, 25], if the free
energy is roughly the sum of almost independent free en-
ergies of distinct regions of the system. A proof, following
Ref. [13, 19], is based on two ingredients, from which the
result follows by a subadditive ergodic theorem. The in-
gredients are the subadditivity of the free energy when
two or more disjoint finite parts are coupled together, and
a lower bound on the expected free energy per spin that
is uniform in the system size. For the case of indepen-
dent, centered Jys, subadditivity is straightforward to
show for the expectation of the free energy [13], while the
proof of the lower bound [19] has been extended to this
case in Ref. [13] (and references therein). We will show
briefly how the latter proof can be improved and simpli-
fied using methods from the body of this paper. We note
that Ref. [20] directly proves almost-sure existence of the
limit under the same conditions that we discuss below.

First consider a finite system of sites in a set A. Us-
ing the Gibbs distribution, we consider In}"_ e #()/T =
—F/T, introduce a factor A by replacing H = Hy by AH,
and then consider the integral from 0 to 1 of the deriva-
tive with respect to A. This gives (for Ising spins) the
identity

1 1t
—F = A2+ T/ dx > Jx(sx)r,  (C1)
0 X:XCA
and then clearly this is bounded above by
1
< A2+ > x| (C2)

X:XCA

for any J = (Jx)x. This upper bound on (minus)
the free energy F (divided by T') can be obtained di-
rectly: the first term is the maximum entropy, and the
second is (minus) a lower bound on the internal energy
— > x Jx(sx) (divided by T'), which would be attained
if every bond were satisfied (usually that is not possible).
Then for independent, centered bonds, a sufficient con-
dition for the existence of the thermodynamic limit for
the expected free energy per spin for 7' > 0 is

> Elx| <o (C3)

lim —
a|A
Az |Al X:XCA
For homogeneous distributions, we can also express this
as

. 1
RSP

E|Jx| < o0
p>1 p XCAneX | X|=p

(C4)

for any 7. For the models we defined in Sec. II, if the set
of p that contribute to the sum is finite, this is equivalent
to the condition (3.7) for the model to be short range,
but not when the set of p is infinite; in that case the
present condition is weaker.

If we return to the identity (C1) and take its E expec-
tation, then for independent, centered Jx, we can use
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inequality (3.47), applied to each E Jx(sx)x, to obtain

1 1
X:XCA

(C5)

[As in Sec. IITC 3, for Gaussian bonds the same bound
can be obtained by integration by parts, or otherwise [13];
for distributions that are not necessarily Gaussian, these
bounds (C2) and (C5) are stronger than the correspond-
ing ones in Sec. 3.4 of Ref. [13]. We also note that the
variance of the Hamiltonian is given by the same sum,

EH; = ) VarJx.
XCA

(C6)

This is for the Ising case; for m-vector models, the equal-
ity should be replaced by <, and as usual the sum should
range over z as well as X ]

If we now divide the bound (C5) by |A|, then the con-
dition that the right-hand side be finite as |[A| — oo is
another sufficient condition for the existence of the ther-
modynamic limit for the expected free energy density
when 7" > 0 [13, 20]. For homogeneous distributions,
it reduces to

. 1
REDDEEEDD

p>1 ° XCAueX,|X|=p

Var Jx < oo. (C7)

For the models we defined in Sec. II, if the set of p that
contribute to the sum is finite, this is equivalent to the
convergence condition (2.5) for the model. If the set of
p is infinite, then the convergence condition implies this
one, but not conversely. Hence we see that one can con-
struct models on Z¢ in which the free energy density pos-
sesses a thermodynamic limit, but in which Gibbs states
presumably do not exist, and there may be locked spins
(cf. Appendix A). These models are not finite-range, and
neither are they infinite range in the sense defined in Sec.
II. They exist even when the number of terms (indexed
by X)) for which i € X and |X| = p is finite for all p, sim-
ply because of a divergence of the sum over p in (2.5).
The case of the infinite-range models runs parallel to
the long-range models. Although they never have Gibbs
states in a strict (DLR) sense, the same condition (2.5),
where now Var Jx for p > 1 depends on |A|, implies that
the molecular field on a given spin is finite including when
T — 0, as one can see heuristically, for example by us-
ing a replica symmetric ansatz [16, 42]; a related function
involving the overlaps arises in the Parisi formula for SK-
type models (see e.g. Ref. [59], where again it is assumed
that the sum in the convergence condition converges suf-
ficiently rapidly). Hence there are also SK-type models
that have a limit for the free energy density [13, 21],
but not for the molecular field, and which are thus more
singular than what we called infinite-range models. An
example of this phenomenon is Derrida’s random-energy
model, when it is viewed as the p — oo limit of the pure
p-spin models [17]. The scaling of Var Jx is such that the
thermodynamic limit of the free energy per spin exists,



which implies that the (p times larger) convergence con-
dition sum tends to infinity. Hence it is not surprising
that in the thermodynamic limit of the random-energy or
p — o0 p-spin model there is a low-temperature region
in which the entropy per spin is zero [17], implying that
the spins are (in effect) locked into a small number of
configurations. We expect similar locking phenomena in
other models that satisfy the weaker condition above but
not the stronger condition (2.5), including in the models
on Z? that we mentioned in the preceding paragraph.

Except in the case of short-range models, the bounds so
far on the free energy per site are not effective at 7' = 0.
However, the variance of the Hamiltonian per site enters
a general lower bound on the expectation of the ground
state energy Fo(A) = ming H(s) in a finite system A
(and hence also of the internal energy at 7' > 0) for any
SG of Ising spins in which the variance of Hp is inde-
pendent of s = s[5, such as the mixed p-spin models in
this paper; the bound does not seem well known in the
physics literature. Here we assume the Jxs are indepen-
dent, centered, and Gaussian. The bound is (see e.g. Ref.
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[60])

EEo(A) > —\/EH2\/2[A[In2,

so the expected ground state energy per spin has a fi-
nite limit if the variance per spin does. (If EH3 is not
independent of s, it can be replaced by its maximum
to obtain the bound. Of course a similar bound applies
to Emaxg Hp(s).) This bound can be used to simplify
an argument in Ref. [33] (see Proposition 6 there) that
locked spins do not occur in the p = 2 model at T' = 0;
that argument can be generalized to give the same state-
ment for any finite-range pure p-spin model at "= 0.
The methods here and in Ref. [13] suffice to prove the
existence of a limit for the expected free (or ground state)
energy per spin under the conditions stated. A proof
of almost sure convergence of the free (or ground state)
energy per spin as in Refs. [13, 19] can be obtained if
one can prove either the subadditivity of the free energy
without taking the expectation [19], or else that the free
energy per spin concentrates at its expectation as the
limit is taken [13]. For either of these, some additional
conditions may be necessary, but that lies outside the
scope of this paper. Ref. [20] proves almost-sure existence
of the limit for 7' > 0 without such additional conditions.
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