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Abstract 

Physical properties of liquids and glasses are controlled not only by the short-range order 

(SRO) in the nearest neighbor atoms but also by the medium-range order (MRO) observed for 

atoms beyond the nearest neighbors.  In this article the nature of the MRO as the descriptor of 

point-to-set atomic correlation is discussed focusing on simple liquids, such as metallic liquids.  

Through the results of x-ray diffraction and simulation with classical potentials we show that the 

third peak of the pair-distribution function, which describes the MRO, shows a distinct change in 

temperature dependence at the glass transition, whereas the first peak, which represents the SRO, 

changes smoothly through the glass transition.  The result suggests that the glass transition is 

induced by the freezing of the MRO rather than that of the SRO, implying a major role of the MRO 

on the viscosity of supercooled liquid.       
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I.  Introduction 

The atomic structure of a crystalline solid is uniquely specified by the crystal symmetry, 

lattice constants, and several atomic position parameters within the unit cell, which can be 

determined through the Bragg diffraction by x-rays, neutrons and electrons.  In contrast, liquids 

and glasses have no periodicity in the atomic structure, and accurate and meaningful description 

of their structures is a challenging task.  Diffraction experiments provide only the information on 

two-body correlations, such as the pair-distribution function (PDF) [1 – 3], whereas often many-

body correlations control their properties [4, 5].  This gap in knowledge has been a focus of intense 

research [6 – 9].  The goal of this work is to examine the possibility that certain features of the 

many-body correlations may be detected in the PDF, even though it depicts only the two-body 

correlations, and these features are related to critical properties, such as the glass transition.  Our 

focus is limited to simple metallic liquids for which the PDF can be determined by experiment to 

distance much beyond the nearest neighbors.  

The PDF, g(r), is defined as,  

   2
,0

1

4 i j

g r r
N r


 

   i j
r r ,      (1) 

where ri is the atomic position of the i-th atom, N is the number of atoms in the system, ρ0 is the 

average number density of atoms, and <….> denotes thermal and ensemble average.  The PDF 

depicts the distribution of distances between two atoms.  It can be determined by diffraction 

measurement through the Fourier-transformation of the structure function, S(Q), where Q is the 

momentum transfer of scattering [1 – 3].  The PDF shows many peaks indicating multiple shell-

like structures around each atom.  The first peak describes the short-range order (SRO) in the 

nearest neighbor shell, whereas the peaks beyond the first peak depict the medium-range order 

(MRO). 

Ornstein and Zernike were the first to propose a scheme to connect the SRO to the MRO 

through a self-consistency equation [10].  Slightly different approaches were suggested later by 

others [2, 3, 11, 12], but all these approaches are based on the idea that the MRO is directly tied to 

the SRO.  However, there are important differences in nature between the SRO and the MRO [13 

- 15].  The fundamental difference is that the SRO depicts the atom-atom correlations, whereas the 

MRO characterizes the correlations between an atom and a group of atoms.  In other words, the 
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SRO represents the point-to-point correlations, whereas the MRO characterizes the point-to-set 

correlations [9].  Even though they are related, they are sufficiently distinct so that the behavior of 

the MRO cannot be readily predicted from the SRO alone, particularly in supercooled liquid.  In 

this article we describe this difference based upon the results by x-ray diffraction and by molecular 

dynamics (MD) simulation on simple liquids with spherical interatomic potentials, and discuss the 

implications.  We show that the temperature dependence of the MRO is distinct from that of the 

SRO, and the glass transition is defined by the freezing of the MRO, not that of the SRO.   

 

II.  Short- and medium-range order in liquid and glass 

A.  Point-to-point vs. point-to-set correlations 

The first peak of the PDF describes the distribution of the nearest neighbor distances from 

the central atom.  In liquids and glasses the number of neighboring atoms for each atom, the local 

coordination number, fluctuates from site to site.  The average coordination number, �̅�𝐶, is given 

by the integration over the first peak of the PDF, 
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For simple liquids with dense-random-packed (DRP) structure, such as metallic liquids, the value 

of �̅�𝐶 is 12 – 14 [16, 17].  At longer distances the PDF oscillates around unity, and its amplitude, 

  1g r  , decays exponentially with distance as, 

  
 exp

1
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g r
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  ,        (3) 

where s is the structural coherence length which characterizes the MRO.  This form was suggested 

by Ornstein and Zernike through their self-consistency equation [10].  However, it is possible to 

arrive at this form from a more general point of view.   

 Because the SRO describes the atom-atom correlations, it reflects the atomic sizes of the 

constituent elements and the nature of chemical bonding among them.  On the other hand, the 

width of the higher-order peaks in g(r) which describe the MRO is significantly wider, of the order 
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of 1 Å, than that of the first peak.  Each peak represents hundreds of atomic distances of which 

PDF peaks are overlapping to form a broad peak.  Thus, the MRO peaks do not represent individual 

atomic distances, but instead they describe the point-to-set correlations between an atom and more 

coarse-grained local density fluctuations [7].  Therefore, even though the PDF represents just the 

two-body correlations it is possible that some features of the MRO reflect many-body correlations.  

For instance, the derivative of the PDF depends on the correlation among three-bodies, two atoms 

separated by r and the third atom at r + dr. 

 For crystalline materials it has been shown that the reduced PDF,    04 1G r r g r     , 

has persistent oscillations with similar amplitudes up to macroscopic distances [18].  The argument 

for this behavior is as follows.  At short distances the peak height and the width of the PDF are 

determined by the phonon amplitudes which increase with temperature.  However, at large 

distances the PDF peaks overlap heavily even for crystals, so that each peak in g(r) does not 

represent a single crystallographic distance any longer.  Instead, it represents the number of atoms 

in the shell from r to r + dr, measured from the central atom, which is N(r)dr, where dr is the 

intrinsic peak width due to phonons.  At large r, N(r) = 40r
2, so the fluctuation, dN(r), is equal 

to 2√0
𝑟.  That is why G(r) fluctuates with a fixed norm.   

This argument applies equally well to liquids and glasses.  Starting from an imaginary state 

with long-range density correlation, G(r) should decay because of randomness in the structure of 

liquid as, 
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s
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,        (4) 

reproducing eq. (3), even without the Ornstein-Zernike theory.  Here G0(r) describes the state with 

the limit of s  , the structurally coherent ideal glass state with long-range density correlation, 

and it has persistent oscillations in G(r).  Interestingly we were able to create a model with such a 

feature for Pd42.5Ni7.5Cu30P20 alloy liquid [19] with the Reverse Monte-Carlo (RMC) method [20], 

using the experimentally determined G(r) as a starting point.   

B.   Variations of SRO and MRO with temperature 
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 The difference in the nature between the SRO and the MRO is clearly seen in their 

variations with temperature.  As shown in Fig. 1 the G(r) of Pd42.5Ni7.5Cu30P20 liquid and glass 

determined by x-ray diffraction varies with temperature, with decreasing amplitudes of oscillations 

as temperature increases.  The experimental details of this measurement are given in Ref. 19.  The 

temperature dependences of the PDF peak heights are not uniform, and the first peak and the third 

peak show distinct behaviors.  Fig. 2 shows the variation in the PDF peak height, 𝑔(𝑟𝑛, 𝑇) − 1, 

with temperature, where rn is the peak position of the n-th PDF peak, for the first three peaks (n = 

1 – 3), for the experimental data for Pd42.5Ni7.5Cu30P20 and the simulation data for various alloy 

liquids studied in Ref. 19.  The data are normalized by 𝑔(𝑟𝑛, 𝑇𝑔) − 1 , where Tg is the glass 

transition temperature, and plotted against T/Tg.  For clarity the data are shifted down vertically by 

0.2 for n = 2 and 0.4 for n = 3.  The statistical error, ∆𝑔 [𝑔(𝑟𝑛, 𝑇𝑔) − 1]⁄ , for the experimental data 

for Pd42.5Ni7.5Cu30P20 is 0.01 for the first peak and 0.015 for the third peak.  Other systematic 

errors affect the data evenly, and will have no or little effect on the normalized data.  It is clear that 

the third peak shows a pronounced change in slope at Tg.  In contrast, the first peak shows 

continuous variation without a noticeable change in slope at Tg for most liquid/glass.  The data for 

the first peak of Pd42.5Ni7.5Cu30P20 show small change below Tg (~ 0.85 Tg), but not at Tg.  The data 

for Zr80Pt20 are the only exception for the rule, for which the first peak shows a break in the slope, 

whereas the second peak smoothly changes through Tg.  The continuous change in the height of 

the first peak through Tg was observed also by the previous x-ray diffraction study of Zr50Cu40Al10 

[21].  The second peak shows weaker, but notable changes at Tg, except for Zr80Pt20.  To summarize, 

the ratio, [𝑔(𝑟3, 𝑇) − 1] [𝑔(𝑟1, 𝑇) − 1]⁄ , is shown in Fig. 3 for all liquids we examined.  It is clear 

that there is a distinct change in slope in the data at or near Tg, suggesting that the relationship 

between the SRO and the MRO is different above and below Tg.  

The PDF peak height reflects phonon vibrations as well as the configurational changes.  

Because the density of states for phonons hardly changes through Tg [22], the increased slope in 

the temperature dependence of the height of the third peak above Tg must indicate that the MRO 

is largely frozen below Tg, but changes with temperature above Tg as expected for the structure of 

liquid [2, 3].  On the other hand, the continuous behavior of the first peak height suggests that the 

configurational change through the glass transition has virtually no effect on the SRO.   

The PDF beyond the first peak which describes the MRO is approximately given by, 
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where a is the nearest neighbor distance defined by the first maximum in the PDF, MRO is the 

phase factor, and rcutoff is the position of the first minimum of the PDF beyond the first peak.  

Because the first peak of S(Q) primarily depends on the MRO [14, 17], QMRO is very close to the 

position of the first peak of S(Q), Q1.  Various arguments have been advanced proposing the SRO 

cluster as a building block and creating the MRO by stacking them [23 – 25].  In such a case the 

relevant length-scale is the cluster-cluster distance, which is a few times longer than the atomic 

distance.  However, the periodicity of the MRO oscillations is slightly less than the interatomic 

distance.  Therefore, the MRO discussed here cannot be explained in terms of the building of the 

SRO clusters.   

The structural coherence length, s, varies with temperature, and obeys the Curie-Weiss 

law [15, 19].  The s(T) shows a clear sign of change in slope around Tg [15, 19], and this is 

reflected to the behavior of the third peak of the PDF.  This indicates that the MRO characterized 

by s freezes at Tg.  In contrast, the height of the first peak of the PDF, g(r1), which describes the 

SRO, varies smoothly through Tg without freezing.  The MRO amplitude, AMRO, and the phase 

shift, MRO, vary only weakly with temperature as shown in Figs. 4 and 5 for the experimental 

result on liquid Pd42.5Ni7.5Cu30P20 and for the simulation results for various liquid alloys studied in 

Ref. 19.  These values are determined by fitting the eq. (5) to G(r).  The AMRO and MRO show 

small or no change in slope at Tg.  Thus, the variation in the height of the third peak of the PDF 

largely reflects the change in s(T) with temperature, with a pronounced slope change at Tg.  

C.   Dynamics of SRO and MRO 

The disparate natures of the SRO and MRO manifest themselves also in the dynamic two-

body correlation of atoms.  The PDF is defined by the positions of two atoms at the same time; it 

is a thermal and ensemble average of the snapshots.  However, the atomic correlations evolve with 

time, as described by the Van Hove function (VHF), G(r, t), which is defined by the position of an 

atom at t = 0, ri(0), and that of another atom at t, rj(t) [26], 
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The VHF can be obtained through the double-Fourier-transformation of the dynamic structure 

factor, S(Q, ), measured by inelastic x-ray or neutron scattering [27, 28].  If the MRO is merely 

the extension of the SRO its dynamics must be just the convolution of the PDF with the self-part 

of the VHF which describes the motion of the central atom, and the VHF should decay with time 

uniformly with a single decay function [29].  However, de Gennes suggested that it might not be 

the case [30].  His prediction was then proven by the inelastic neutron scattering measurement by 

Brockhouse [27], and it is now known as de Gennes narrowing.   

Whereas de Gennes narrowing is often regarded as the consequence of near neighbor 

dynamic interaction [31], recently we found a different explanation of this effect which ties it 

closely to the nature of the MRO as density fluctuations [32].  The argument to relate de Gennes 

narrowing to the near neighbor correlation [31] is based on the widely used assumption that the 

behavior of the first peak of S(Q) at Q = Q1 correspond to the behavior of the PDF at the distance 

R1 = 2/Q1.  However, this assumption is flawed because upon the Fourier-transformation the first 

peak of S(Q) produces the higher-order peaks of g(r) beyond the first peak, or the MRO, and not 

tied to the SRO [14, 17].  For instance, a delta-function in S(Q) at Q1, 

    0 1S Q Q Q ,         (7) 

produces a slowly decaying PDF, 
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Q rQ
g r
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When an exponential decay is added we obtain the form of eq. (3), and the first peak of S(Q) 

becomes a Lorentzian [19].  Therefore, de Gennes narrowing reflects the dynamics of the MRO 

rather than that of the SRO. 

Through molecular dynamics (MD) simulation it was found that the decay time of the VHF 

is linearly dependent on r in liquid at high temperatures [32].  The dependence varies with spatial 

dimensions, D, as,  
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where χ = (D-1)/2 and r1 is the nearest neighbor distance.  This observation can be explained by 

the same argument used for explaining eq. (3) as discussed above.  Because the higher-order peaks 

in G(r, t) represent the coarse-grained density fluctuations their decay time is proportional to the 

number fluctuations, dN(r) ~ r, where χ = (D1)/2, with χ = 1 for three dimensions [32].  This 

linear dependence of (r) on r indicates that de Gennes narrowing is a general property of any 

liquid, and is not indicative of collective dynamics of the atomic cage around an atom.  It is quite 

pronounced even for high-temperature liquid in which atomic dynamics are largely uncorrelated 

[32].  It also shows that the MRO is not a mere consequence of the SRO, but it is a quantity with 

properties considerably distinct from those of the SRO.  De Gennes narrowing characterizes the 

dynamics of the MRO, which is different from that of the SRO.  It represents the dynamics of 

collective groups of atoms, not the individual atomic dynamics.  For this reason, the MRO in the 

PDF and VHF describes the features of groups of atoms, beyond the pure two-body correlations.    

 

III.  Discussion 

The contrast between the temperature dependence of the height of the third peak of the 

PDF, which characterizes the MRO, and that of the first peak of the PDF, which characterizes the 

SRO, demonstrates the important difference in the natures of the two.  The result shows that the 

MRO freezes and goes out of equilibrium at Tg, whereas the SRO shows no sign of freezing.  This 

implies that the MRO, not the SRO, reflects the change in viscosity.  Indeed, the study on 

Pd42.5Ni7.5Cu30P20 liquid just above Tg [19] shows that the activation energy for viscosity, Ea(T), 

defined by 
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Although this relationship needs to be confirmed for various liquids, it appears that the MRO is 

directly related to the viscosity of liquid.  Furthermore, liquid fragility [33], defined by 

  
 

 
log

g
g

T T

d T
m

d T T





 ,         (12) 

where (T) is viscosity, is directly related to the structural coherence length at Tg by 

     
3

0c g s g
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m
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   ,        (13) 

where  𝑚𝑛 = 10.7 ± 1.1 for metallic liquids, 𝑚𝑛 = 7.4 ± 0.4 for organic liquids, and 7.3 ± 1.2 for 

network liquids [34].  Because nc is the number of atoms in the coherence volume, 𝑉𝑐 = (
𝑠
(𝑇))

3

, 

this implies that the extent of cooperativity in the local deformation event determines fragility.   

The observation that the MRO controls viscosity and fragility is in line with the argument 

by Bouchaud and Biroli [6] that the activation energy for viscosity is proportional to the volume 

defined by the cooperative regions.  Montanari and Semerjian [7] generalized the argument from 

a broader perspective of dynamics in heterogeneous matter, and arrived at the same conclusion as 

an extreme case.  Simulation studies [9, 35] show the presence of the point-to-set correlation length 

which is directly related to viscosity.  Whether these length-scales are the same as s(T) or not 

remains to be proven, but these results point to the possibility that viscosity is controlled by 

correlations at a medium-range length-scale, rather than the structure in the immediate 

neighborhood of an atom.  Because the glass transition is defined by viscosity, it is reasonable to 

observe the MRO to freeze at Tg.  In contrast, in a deeply supercooled liquid in which s(T) is 

longer than the atomic distance, a, and strong dynamic heterogeneity is observed [4, 36 – 38] the 

medium surrounding the SRO is already nearly frozen in the timescale of the SRO fluctuations.  

Therefore, it is reasonable that the glass transition has no effect on the local dynamics of the SRO.    

 Furthermore, it is possible to justify this view from an even larger perspective [39].  Some 

time ago through simulation Rosenfeld proposed an idea that the transport properties of liquid was 

controlled by configurational entropy [40], expanding the entropy theory of Adam and Gibbs [41].  

He chose the particle density as the parameter because he used the hard-sphere model.  However, 
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the MRO is also related to the configurational entropy through the PDF [42 – 44].  The idea that 

liquid viscosity is determined by the MRO thus follows these preceding ideas.   

On the other hand, this idea is at odds with the traditional view that viscosity is determined 

by structural defects [41, 45 – 47].  In crystalline solids defects are defined in terms of the 

anomalies in the topology of periodic atomic connectivity.  When they move their identity does 

not change because they are topologically protected.  However, in liquid and glass defects are not 

topologically protected, and change their structures upon motion.  In particular, defects lose the 

memory of their thermal history at the saddle point of the potential energy landscape (PEL) [48], 

because they configurationally melt for a short time (~ 1 ps) [49].  Therefore, defects may indeed 

initiate local atomic rearrangement by breaking the atomic cage, but when the system reaches the 

saddle point it does not matter where atomic rearrangements started.  The trajectory beyond the 

saddle point in the PEL is independent of thermal history [48], and unrelated to the defects which 

initiated atomic rearrangement.  In other words, local atomic rearrangement may start from a defect, 

but it will be resisted by the MRO, and the final outcome is likely to be determined by the resistance 

by the MRO, rather than by the initiation of local atomic rearrangement.  However, at the moment 

this scenario remains to be a plausible conjecture, and needs further examination. 

Because s is linearly related to S(Q1) [14], S(Q1)  1 also follows the Curie-Weiss law 

[19].  The Curie-Weiss behavior of S(Q1) was predicted by the Ornstein-Zernike (OZ) theory at a 

high-temperature limit [50].  However, in this case the Curie temperature is positive for a system 

with an attractive potential, whereas our results show it is negative for all metallic liquids studied 

[19].  The apparent failure of the OZ theory is partly because the high-temperature approximation 

does not work for supercooled liquid.  Also, the validity of the mean-field approximation in the 

OZ theory is questionable for supercooled liquid in which atoms are dynamically strongly 

correlated.  Indeed, the difference between the temperature dependence for the SRO and that of 

the MRO is inconsistent with the OZ theory.  According to the OZ theory, the structure function, 

ℎ(𝑸) = 𝑆(𝑸) − 1, is given by, 
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where 0 is particle density, and c(Q) describes the SRO [3, 10].  Therefore, a continuous variation 

of c(Q) with temperature cannot produce the sharp changes in the slope of S(Q1)  1 and s(T) at 

Tg.  Thus, the observed Curie-Weiss behavior with a negative Curie temperature and the difference 

in the temperature dependence between the MRO and the SRO cannot be explained by the OZ 

theory.  Furthermore, according to the eq. (14) h(Q) and c(Q) should have a peak at the same Q, 

and the phase shift, s, should be small or zero.  However, it is significant for many alloys as shown 

in Fig. 3, suggesting that the MRO may not be directly linked to the SRO.        

For a long time, the data on the structure of simple liquid were mostly limited to those for 

equilibrium liquids above the melting temperature [51], and there was dearth of data for 

supercooled liquids.  Also because of the lack of precision in the PDF data the nature of the MRO 

has not been carefully examined.  For this reason, the existing theories on liquid structure are 

oblivious to the difference in the nature between the SRO and the MRO for supercooled liquid.  

The perspective presented here based upon the data for deeply supercooled liquid through the glass 

transition present challenges to the existing theories on liquid structure.     

 

IV.  Conclusion  

The medium-range order (MRO) in liquid and glass, defined by the atomic correlations 

beyond the nearest neighbors, has been considered to be directly tied to the short-range order 

(SRO) in the nearest neighbor atoms.  Consequently, many research efforts focused on relating the 

properties of liquid and glass directly to the interatomic potential and the SRO [2, 3].  However, 

mounting evidence suggests that the MRO is distinct in nature from the SRO, and the relationship 

between them is indirect.  Whereas the SRO describes the point-to-point correlation between atoms, 

the MRO depicts the point-to-set correlation between an atom and a group of atoms.  Therefore, 

even though the PDF is a two-body correlation function, its oscillations in the medium-range 

catches more collective behavior of groups of atoms.  In this article we discuss the differences 

between the temperature dependence of the SRO and that of the MRO in the experimental and 

simulation results, focusing on simple liquids, such as metallic liquids.  We show that the 

temperature dependence of the MRO is distinct from that of the SRO.  The glass transition is 

defined by the freezing of the MRO, not that of the SRO, implying that viscosity of supercooled 
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liquid is controlled by the MRO, rather than the SRO.  The results provide an important piece of 

the puzzle on the origin of the glass transition, at least for simple liquids, such as metallic liquids.  

The extension to more complex liquids, including covalent liquids, is left for future work.     
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Fig. 1   The reduced PDF, G(r), for Pd42.5Ni7.5Cu30P20 liquid and glass at various temperatures 

from 461K to 1093K, determined by x-ray diffraction with electrostatic levitation.  The glass 

transition temperature is 573K. 
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Fig. 2.   The height of the first three peaks of the PDF as a function of T/Tg for (a) experimental 

result on liquid Pd42.5Ni7.5Cu30P20 and (b) for simulation results on various liquid alloys.  The 

data are vertically shifted by 0.2 for n = 2 and 0.4 for n = 3 to avoid overlaps. 

  

 

 

Fig. 3.   The ratio, [𝑔(𝑟3, 𝑇) − 1] [𝑔(𝑟1, 𝑇) − 1]⁄ , for all liquids shown in Fig. 2.  
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Fig. 4.   Temperature dependence of the MRO amplitude, AMRO(T), as a function of T/Tg for 

the experimental result on liquid Pd42.5Ni7.5Cu30P20 and for the simulation results for various 

liquid alloys.  
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Fig. 5.   Temperature dependence of the MRO phase shift, MRO(T), as a function of T/Tg for 

the experimental result on liquid Pd42.5Ni7.5Cu30P20 and for the simulation results for various 

liquid alloys.  


