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#### Abstract

In this work we analytically derive the exact closed dynamical equations for a liquid with shortranged interactions in large spatial dimensions using the same statistical mechanics tools employed to analyze Brownian motion. Our derivation greatly simplifies the original path-integral-based route to these equations and provides new insight into the physical features associated with highdimensional liquids and glass formation. Most importantly, our construction provides a route to the exact dynamical analysis of important related dynamical problems, as well as a means to devise cluster generalizations of the exact solution in infinite dimensions. This latter fact opens the door to the construction of increasingly accurate theories of vitrification in three-dimensional liquids.


## I. INTRODUCTION

The motion of interacting particles in a liquid is so complex that a complete, microscopic description of liquid state dynamics generally requires in silico experiments that directly integrate the equations of motion one particle at a time. However, these simulations are impossible to perform close to the glass transition, as the drastic slowing of dynamics precludes modern-day processors from describing long-time relaxation via this painstaking technique. Instead, one generally relies on approximate microscopic and coarse-grained theories to gain an understanding of the long time dynamical behavior of complex processes such as vitrification.

The main difficulty in developing such theories is that glassy slowing down is a strongly interacting problem which eludes perturbative treatments [1]. One important aspect of the glass transition is that the dramatic growth of the relaxation time is accompanied by a very modest growth of the length scale $l_{\text {coop }}$ characterizing the spatial extent over which cooperative motion takes place $[1,2]$. A theory able to accurately describe dynamics over the scale $l_{\text {coop }}$ would therefore provide a complete description of the phenomenon. In the case of strongly correlated electrons, a problem that shares similar technical challenges, following the path paved by this intuition has paid off handsomely via the creation of a dynamical mean-field theory (DMFT) able to describe the physics at the shortest scale[3], and then cluster extensions able to capture non-perturbative physics below and at scale $l_{\text {cooop }}[4,5]$. Developing an analogous approach for glassy liquids is of tremendous importance. In this work we fo-
cus on the very first step, which is development of DMFT for liquids. The recent exact solution of glassy liquids in the limit of infinite dimensions $d$ was a complete breakthrough in this respect. Using two independent routes, a super-symmetric path-integral treatment and an approximate cavity approach, DMFT for the dynamics of interacting particle systems was derived in the $d \rightarrow \infty$ limit [6-8] [9]. These two tools, however, cannot easily be generalized to develop cluster methods since the former is somewhat cumbersome whereas the latter is based on approximations whose validity is unclear. The aim of this work is to present a general approach to obtain a liquidstate DMFT that is direct, versatile and physically transparent, hence suitable to be generalized to more complex cases and in particular to cluster methods.

As a remarkable byproduct, our approach bridges the gap between the theoretical methods behind the ModeCoupling Theory (MCT) of the glass transition[10, 11] and the techniques at the basis of the Random First Order Transition (RFOT) theory[12-14]. While it was believed that MCT is exact in the $d \rightarrow \infty \operatorname{limit}[15]$, it was later demonstrated that MCT is actually increasingly less accurate as the spatial dimension increases[16, 17]. Such behavior is unexpected for a mean-field theory, and this failure of MCT temporarily clouded the connection between statics and dynamics that lies at the heart of foundational theories of the glass transition such as the Random First-Order Theory (RFOT)[14]. As mentioned above, the original derivation of DMFT uses highly complex path-integral techniques, which are very different from the projection operators used to derive MCT, and thus does not establish a direct connection. In this work,
by properly identifying the correct tagged degree of freedom, which allows to treat the rest of the system as a self-consistent thermal bath, we derive DMFT by the projection operator method. We thus unify seemingly disparate routes to dynamics in $d \rightarrow \infty$ and show how to modify the MCT derivation to obtain the correct infinite dimensional limit. This unification enables the exact, physically clear description of the dynamical behavior of Newtonian and Brownian fluids for $d \rightarrow \infty$, opens a simple route to the exact solution of distinct models of slow dynamics (e.g. the Lorentz gas), and sets the stage for the extension of DMFT to lower space dimensions via the introduction of a "cluster" dynamical mean-field approach. We describe all of these facets in this work.

Our derivation applies to an equilibrium system composed of a large number $N$ of identical particles interacting through a pairwise, short-ranged potential $v(r)$ with the dynamics

$$
\begin{equation*}
m \ddot{\boldsymbol{R}}_{i}+\zeta \dot{\boldsymbol{R}}_{i}=-\sum_{j(\neq i)} \nabla v\left(\boldsymbol{R}_{i j}\right)+\boldsymbol{\xi}_{i} \tag{1}
\end{equation*}
$$

where $\boldsymbol{R}_{i j} \hat{=} \boldsymbol{R}_{i}-\boldsymbol{R}_{j}$, and the thermal noise satisfies $\left\langle\xi_{\mu}(t) \xi_{\nu}(s)\right\rangle_{\xi}=2 T \zeta \delta_{\mu \nu} \delta(t-s)$. The particles are labeled by $i=0,1,2, \ldots, N$ and the Euclidean components by $\mu, \nu \in\{1,2, \ldots, d\}$. In order to obtain a well-defined large- $d$ limit one has to assume that the interaction potential depends on the dimension as $v(r)=\bar{v}(d(r / \ell-1))$ [6], where the interaction range $\ell \equiv 1$, and $\bar{v}$ is a function independent of $d$ (see Appx.A for details). Thus the n-th derivative $v^{(n)}$ is of order $\mathcal{O}\left(d^{n}\right)$. Furthermore, to describe correlated dynamics, which determines long-time transport properties and transient localization upon approaching the glass transition, it is enough to focus on the evolution of the mean squared displacement of individual particles on a scale $1 / d$, i.e. $\boldsymbol{u}_{i}^{2} \sim d^{-1}$ with $\boldsymbol{u}_{i} \hat{=} \boldsymbol{R}_{i}(t)-\boldsymbol{R}_{i}(0)$, and accordingly on a scale $1 / d$ for a given component, i.e. $u_{i, \mu} \sim d^{-1}$. This scaling of a given component is crucial, as we will see below. For consistency, we must also take the following scaling relations $\zeta \sim d^{2}, m \sim d^{2}, \xi_{i, \mu} \sim d$ for all $i, \mu[7]$.

As we have already stressed, the key concept is to identify the correct tagged degree of freedom. Using the large- $d$ scaling one finds that for times $t \sim \mathcal{O}\left(d^{0}\right)$ the force between a pair of particles $i$ and $j$ is only non negligible along the initial relative direction, i.e. $\nabla v\left(\boldsymbol{R}_{i j}\right) \approx \hat{\boldsymbol{R}}_{i j}(0) v^{\prime}\left(R_{i j}\right)$. This allows us to write the equation of motion for particle $i$ along direction $\alpha$ as

$$
\begin{equation*}
m \ddot{u}_{i, \alpha}+\zeta \dot{u}_{i, \alpha}=-\sum_{j(\neq i)} \hat{R}_{i j, \alpha}(0) v^{\prime}\left(R_{i j}\right)+\xi_{i, \alpha} . \tag{2}
\end{equation*}
$$

where all terms are of order $\mathcal{O}(d)$ and hence lead to a well defined equation in $d \rightarrow \infty$ (details in Appx.A). Remarkably, the interaction term resembles that of mean-field spin glasses, where the role of the disordered quenched magnetic coupling $J_{i j}$ is now played by $\hat{R}_{i j, \alpha}(0)$. This suggests that the correct degree of freedom to develop DMFT is the component of the displacement of a tagged
particle (say particle 0 ) along a fixed direction $\alpha$ uncorrelated with the interparticle directions $\hat{\mathbf{R}}_{i j}(0)$. The main physical requirement is that this degree of freedom must act as a small perturbation for the rest of the system, and that this perturbation can be accounted by a linear response. This naturally leads to a feedback from the rest of the system which is akin to a thermal bath. The theoretical frameworks we develop below show that this is indeed the case for the displacement of particle $i$ along direction $\alpha$, and that other choices of the tagged (or "cavity") variable, such as the full displacement vector of a given particle, do not lead to a closed self-consistent dynamical process.

We now present our general derivation of the DMFT equations. Our paper is organized as follows. First, we discuss the key steps of the projection operator-based analysis of the Newtonian case (Sec.II \& Sec.III), where the friction term and the noise are absent in Eq.(1). We then show how such procedure can be generalized to the full form of Eq.(1) (Sec.IV \& Sec.V), discuss an alternative derivation based on the cavity method (Sec.VI \& Sec.VII), and relate the two methods through a general argument showing only diagonal terms occur in force correlations (Sec.VIII). Remaining details may be found in Appx.E. The final self-consistent equations are presented in Sec.IX. Some important remarks are made in Sec.X before presenting an application of our method on the random Lorentz gas [18] in Sec.XI. A cluster extension of DMFT is sketched in Sec.XII

## II. NEWTONIAN PROJECTION OPERATOR FORMALISM

The first method we employ is one that has been used to derive the exact Langevin equation for a heavy particle in a bath of light particles. Following Mazur and Oppenheim[19], we derive a Langevin equation for the tagged particle momentum along a fixed direction $\alpha$ that is exact in any dimension, then we show how this equation simplifies in the $d \rightarrow \infty$ limit.

We define the full and unperturbed Liouvillians explicitly as

$$
\begin{equation*}
i L=\frac{p_{0, \alpha}}{m} \nabla_{0, \alpha}+F_{0, \alpha} \nabla_{p_{0, \alpha}}+i L_{0} \tag{3}
\end{equation*}
$$

where $L$ is the Liouville operator that encodes the Newtonian dynamics, namely $i L A=\{A, H\}$, and $i L_{0}$ is the Liouville operator that corresponds to the dynamics with the $\alpha$ coordinate of the tagged particle being blocked. Explicitly,

$$
\begin{align*}
i L_{0} & =\sum_{j>0} \nabla_{\mathbf{p}_{j}} H_{0} \cdot \nabla_{\mathbf{R}_{j}}-\sum_{j>0} \nabla_{\mathbf{R}_{j}} H_{0} \cdot \nabla_{\mathbf{p}_{j}} \\
& +\sum_{\nu \neq \alpha}\left[\frac{p_{0, \nu}}{m} \nabla_{0, \nu}+F_{0, \nu} \nabla_{0, \nu}\right] \tag{4}
\end{align*}
$$

where $H_{0}=\sum_{\nu \neq \alpha} \frac{m}{2} \dot{u}_{0, \nu}^{2}+\sum_{j>0} \sum_{\nu=1}^{d} \frac{m}{2} \dot{u}_{j, \nu}^{2}+$
$\sum_{i>j>0} v\left(\mathbf{R}_{i j}\right)+\sum_{j>0} v\left(\mathbf{R}_{0 j}\right)$ and $F_{0, \nu}$ is the $\nu^{t h}$ component of the force on the tagged particle. The projection operator is defined as

$$
\begin{align*}
\mathcal{P} A & =\frac{1}{Z_{0}} \int d \boldsymbol{R}_{0, \alpha}^{\perp} d \mathbf{p}_{0, \alpha}^{\perp} \prod_{i=1}^{N} d \mathbf{R}_{i} \prod_{i=1}^{N} d \mathbf{p}_{i} A \exp \left(-\beta H_{0}\right) \\
& =\langle A\rangle_{0} \tag{5}
\end{align*}
$$

where $\quad d \mathbf{p}_{0, \alpha}^{\perp}=\quad \prod_{\nu \neq \alpha} d p_{0, \nu}, \quad Z_{0} \quad=$ $\int \prod_{i=1}^{N} d \mathbf{R}_{i} \prod_{i=1}^{N} d \mathbf{p}_{i} d \boldsymbol{R}_{0, \alpha}^{\perp} d \mathbf{p}_{0, \alpha}^{\perp} \exp \left(-\beta H_{0}\right) . \quad$ Using the exact operator relationship

$$
\begin{equation*}
e^{(A+B) t}=e^{A t}+\int_{0}^{t} e^{A(t-\tau)} B e^{(A+B) \tau} d \tau \tag{6}
\end{equation*}
$$

and applying this operator identity to the $\alpha^{\text {th }}$ component of the tagged particle's force at $t=0$ with the choices $A=i L$ and $B=-i \mathcal{P} L$, we find

$$
\begin{align*}
& \dot{p}_{0, \alpha}(t)=F_{\alpha}^{\dagger}(t) \\
& +\int_{0}^{t} d \tau e^{i L(t-\tau)}\left(\nabla_{p_{0, \alpha}}-\frac{p_{0, \alpha}}{m k_{b} T}\right)\left\langle F_{\alpha} F_{\alpha}^{\dagger}(\tau)\right\rangle_{0} \tag{7}
\end{align*}
$$

where $F_{\alpha}^{\dagger}(t)=e^{i(1-\mathcal{P}) L t} F_{0, \alpha}(0)$ and $F_{\alpha} \equiv F_{\alpha}^{\dagger}(0)$. This is the exact starting point derived by Mazur and Oppenheim[19]. Note that the Langevin equation derived above is deceptive because it is non-linear and does not have the typical form of a Langevin equation. In particular, the factors $e^{i L(t-\tau)}$ and $\nabla_{p_{0, \alpha}}$ act completely on all terms to the right. Only if the force-force term does not depend on the system variables $u_{0, \alpha}$ and $p_{0, \alpha}$ will the equation result in a standard Langevin form. Below we show how this simplification occurs exactly in the $d \rightarrow \infty$ case.

We first show how the fluctuating force simplifies for $d \rightarrow \infty$. We expand the generator of time evolution to lowest non-trivial order as

$$
\begin{align*}
& F_{\alpha}^{\dagger}(t) \sim\left(e^{i L_{0} t}\right. \\
& \left.+\int_{0}^{t} d \tau e^{i L_{0}(t-\tau)}(1-\mathcal{P})\left(O_{P}+O_{F}\right) e^{i L_{0} \tau}\right) F_{0, \alpha}(0) \tag{8}
\end{align*}
$$

where $O_{P}=\frac{p_{0, \alpha}}{m} \nabla_{0, \alpha}$ and $O_{F}=F_{0, \alpha} \nabla_{p_{0, \alpha}}$.
This leads simply to

$$
\begin{equation*}
F_{\alpha}^{\dagger}(t) \sim \tilde{F}_{0, \alpha}(t)-t \frac{p_{0, \alpha}(0)}{m}\left(\tilde{k}_{\alpha}(t)-\left\langle\tilde{k}_{\alpha}(t)\right\rangle_{0}\right) \tag{9}
\end{equation*}
$$

where $k_{\alpha}(0)=\sum_{j>0} \nabla_{\alpha} \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(0)\right)$ and the notation $\tilde{A}$ denotes that the time dependence occurs with the motion along the $\alpha$ direction blocked, namely it is generated by $L_{0}$, in particular $\tilde{F}_{0, \alpha}(t)=e^{i L_{0} t} F_{0, \alpha}(0)$. Aside from the factor of $t$, the correction to the bare force term scales as $\frac{1}{d} \cdot d^{3 / 2} \sim d^{1 / 2}$ (see discussion following Eq.(66)) which is smaller than the $\mathcal{O}(d)$ bare force by a factor of $d^{1 / 2}$. It is not difficult to show that it is true that the expansion leads, order by order, to terms that are smaller than the leading term in $d$. The secular aspect of the correction
term suggests that the limit $d \rightarrow \infty$ must be taken before $t \rightarrow \infty$.

The expansion of the force-force term is that of a direct Dyson series. In particular

$$
\begin{equation*}
\left\langle F_{\alpha} F_{\alpha}^{\dagger}(t)\right\rangle_{0}=\left\langle F_{0, \alpha} e^{i L_{0} t} F_{0, \alpha}\right\rangle_{0}+I_{2}+I_{4}+\ldots \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{2}=\int_{0}^{t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} G_{2}\left(t, \tau_{1}, \tau_{2}\right) \tag{11}
\end{equation*}
$$

$$
\begin{align*}
& G_{2}\left(t, \tau_{1}, \tau_{2}\right) \\
& =\left\langle F_{0, \alpha} e^{i L_{0}\left(t-\tau_{1}\right)}(1-\mathcal{P})\left(O_{P}+O_{F}\right) e^{i L_{0}\left(\tau_{1}-\tau_{2}\right)}\right. \\
& \left.\times(1-\mathcal{P})\left(O_{P}+O_{F}\right) e^{i L_{0} \tau_{2}} F_{0, \alpha}\right\rangle_{0} \tag{12}
\end{align*}
$$

We will only look at $I_{2}$ for now. Since the bare forceforce correlation function is $\mathcal{O}\left(d^{2}\right)$, we need $I_{2 n}$ to be $o\left(d^{2}\right)$. Each factor of $e^{i L_{0} \tau} F_{0, \alpha}$ imparts a time dependence only to coordinates $\mathbf{u}_{j>0}$ and the set $\mathbf{u}_{0, \alpha}^{\perp}$ (the coordinates of particle 0 orthogonal to the $\alpha$ direction) with no $p_{0, \alpha}$ dependence. Thus $O_{F} e^{i L_{0} \tau_{2}} F_{0, \alpha}=0$ and $O_{P} e^{i L_{0} \tau_{2}} F_{0, \alpha}=-\frac{p_{0, \alpha}(0)}{m} \tilde{k}_{\alpha}\left(\tau_{2}\right)$. One can continue this procedure (ignoring the future action of $\nabla_{0, \alpha}$ on $\tilde{k}_{\alpha}$ as subleading and assuming $\left\langle F_{0, \alpha}\right\rangle_{0}=0$ ), yielding

$$
\begin{equation*}
G_{2}=-\frac{1}{m}\left\langle\tilde{F}_{0, \alpha}(0) \tilde{F}_{0, \alpha}\left(t-\tau_{1}\right)\left[\tilde{k}_{\alpha}(t)-\left\langle\tilde{k}_{\alpha}(t)\right\rangle_{0}\right]\right\rangle_{0} \tag{13}
\end{equation*}
$$

This term is $\mathcal{O}\left(d^{3 / 2}\right)$. A proof that all $I_{2 n}$ are subleading follows from considering the additional factors of $F_{\alpha}^{\alpha}$ that pair with factors of $\frac{1}{m}$ to bound the $d$-dependence, yielding a scaling $G_{n} \sim d^{(2-n / 4)}$ for $n$ even and 0 for $n$ odd.

By translational invariance, and the fact that no $I_{2 n}$ terms survive and thus no explicit $p_{0, \alpha}$ dependence survives, then the simple expression

$$
\begin{equation*}
m \ddot{u}_{0, \alpha}(t)=\tilde{F}_{0, \alpha}(t)-\frac{1}{k_{b} T} \int_{0}^{t} d \tau \mathcal{M}(\tau) \dot{u}_{0, \alpha}(t-\tau) \tag{14}
\end{equation*}
$$

where $\mathcal{M}(\tau)=\left\langle\tilde{F}_{0, \alpha}(0) \tilde{F}_{0, \alpha}(\tau)\right\rangle_{0}$, holds exactly with time evolution of the random force given by the unperturbed dynamics as long as $d \rightarrow \infty$. It is amusing to compare this with the three dimensional case treated by Mazur and Oppenheim of a heavy particle immersed in a bath of light particles. In their case, the projected dynamics conspires to produce corrections to a frictional memory term (the clamped particle bare force-force correlator) that vanishes only at long times if the mass ratio of the tagged particle to that of the bath particles is large. In our case we also recover a simple generalized Langevin equation (GLE) of the same form (with a slightly different definition of the special coordinate) where the corrections vanish for any mass ratio for all times if $d \rightarrow \infty$.

Note that if we take as the tagged variable the full displacement $\mathbf{u}_{0}(t)$ instead of the displacement component $u_{0, \alpha}(t)$, then the expansion of the memory kernel
would lead to terms that are not subleading with $d$. To see this, one can reconsider the calculation of $G_{2}\left(t, \tau_{1}, \tau_{2}\right)$ with the vector force on the tagged particle. The calculation is similar, but an extra unconstrained summation over particle direction renders the leading correction of order $d^{5 / 2}$ instead of $d^{3 / 2}$, and thus non-negligible in the $d \rightarrow \infty$ limit. This fact clearly illustrates the importance of choosing the correct variable in the derivation of the closed equations for the infinite dimensional fluid.

Since the direction $\alpha$ is arbitrary, by isotropy, Eq.(14) is valid for any direction and thus can be seen as one component of a vector equation. To proceed further, we will first focus our analysis on a direction $\alpha$ which is fixed and uncorrelated from the interparticle directions $\hat{\mathbf{R}}_{i j}(0)$. In the large $d$ limit, the kernel $\mathcal{M}(\tau)=\left\langle\tilde{F}_{0, \alpha}(0) \tilde{F}_{0, \alpha}(\tau)\right\rangle_{0}$ reads

$$
\begin{equation*}
\left\langle\sum_{j, k} \hat{R}_{0 j, \alpha}(0) \hat{R}_{0 k, \alpha}(0) v^{\prime}\left(\tilde{R}_{0 j}(\tau)\right) v^{\prime}\left(\tilde{R}_{0 k}(0)\right)\right\rangle_{0} \tag{15}
\end{equation*}
$$

with the distance $\tilde{R}_{0 j}(\tau)$ written as

$$
\begin{equation*}
\tilde{R}_{0 j}(\tau)=R_{0 j}(0)+\tilde{y}_{0 j}(\tau)+\Delta_{u}(\tau) / 2 R_{0 j}(0) \tag{16}
\end{equation*}
$$

where $\tilde{y}_{0 j}(\tau)=\hat{\mathbf{R}}_{0 j}(0) \cdot\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}(\tau)-\tilde{\boldsymbol{u}}_{j}(\tau)\right)$ and $\Delta_{u}(\tau)=$ $\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}(\tau)-\tilde{\boldsymbol{u}}_{j}(\tau)\right)^{2}$. Eq. (16) is correct to order $1 / d$, which is all that is required to evaluate the interaction potential $v(r)=\bar{v}(d(r / \ell-1))$. Note that the second term in the right-hand side of Eq.(16) is fluctuating in magnitude $\mathcal{O}\left(d^{-1}\right)$, whereas the last term concentrates on its average with sub-leading $\mathcal{O}\left(d^{-3 / 2}\right)$ fluctuations (see Appx.A for details). The sum over off-diagonal, $j \neq k$, contributions to the memory kernel in Eq.(15) can be neglected since it contains terms with random uncorrelated signs which, as illustrated in Sec.VIII and detailed in Appx.E, give a subleading contribution [20]. Finally for the diagonal contributions in Eq.(15): (i) the restricted average $\langle\cdot\rangle_{0}$ is replaced by the full average $\langle\cdot\rangle$ and (ii) $\tilde{R}_{0 j}(t)$ is replaced with $R_{0 j}(t)$. We show in (the second part of) Appx.E that the differences between these replacements and the original expressions are subleading in the large $d$ limit[21]. In conclusion, the final expression of the memory kernel is

$$
\begin{equation*}
\mathcal{M}(\tau)=\frac{1}{d} \sum_{j}\left\langle v^{\prime}\left(R_{0 j}(\tau)\right) v^{\prime}\left(R_{0 j}(0)\right)\right\rangle \tag{17}
\end{equation*}
$$

Note that the same reasoning also proves that the fluctuating force $\tilde{F}_{0, \alpha}$ is Gaussian as $\tilde{F}_{0, \alpha}$ sums up a large number $\mathcal{O}(d)$ of independent terms. In fact, by analyzing the higher-order averages of $\tilde{F}_{0, \alpha}(t)$ one can show that the leading contribution is obtained by pairing the particle indices in distinct couples. This effectively leads to Wick's theorem and Gaussian moments in $d \rightarrow \infty$.


FIG. 1. Illustration of two particle dynamics and interactions which manifest in $d=\infty$.

## III. NEWTONIAN TWO-PARTICLE PROCESS

In order to evaluate the memory kernel (17), we must determine the time dependence of the the distance between a pair of particles. To this end, in this section we generalize the analysis of a single particle dynamics presented in Sec. II to a pair of particles. For concreteness of notation, we label the two particles under consideration as 0 and 1 . We follow the analysis of Deutch and Oppenheim [22]. This analysis needs to be modified because in our case we must define the projection operator as

$$
\begin{gather*}
\mathcal{P}_{2} A=\frac{1}{Z_{2}} \int\left(\prod_{i=2}^{N} d \mathbf{R}_{i} \prod_{i=2}^{N} d \mathbf{p}_{i}\right) d \mathbf{p}_{0, \alpha}^{\perp} d \mathbf{p}_{1, \alpha}^{\perp} \\
\cdot d \mathbf{R}_{0, \alpha}^{\perp} d \mathbf{R}_{1, \alpha}^{\perp} A \exp \left(-\beta H_{0}\right)=\langle A\rangle_{2}, \tag{18}
\end{gather*}
$$

where $d \mathbf{p}_{i, \alpha}^{\perp}=\prod_{\nu \neq \alpha} d p_{i, \nu}, d \mathbf{R}_{i, \alpha}^{\perp}=\prod_{\nu \neq \alpha} d R_{i, \nu}, Z_{2}$ is defined, as usual, as the integral above with $A=1$, and $H_{2}=\sum_{i>j} v\left(R_{i j}\right)+\sum_{j>1} \frac{\boldsymbol{p}_{j}^{2}}{2 m}+\sum_{\nu \neq \alpha} \frac{p_{0, \nu}^{2}+p_{1, \nu}^{2}}{2 m}$. Note that this differs from the projector defined by Deutch and Oppenheim because all components of the coordinated of the two "tagged" particles 0 and 1 are averaged over aside from one arbitrary direction $\alpha$, whereas in the standard approach the averaging completely excludes the coordinates and momenta of the chosen pair of particles. This difference necessitates a small but crucial modification of the approach as outlined below, as well as a careful comparison of the final averaging with the standard configurational averaging, as discussed in Appx.D. Consider the Newtonian equation of motion

$$
\begin{equation*}
\dot{p}_{0, \alpha}=F_{01, \alpha}\left(\mathbf{R}_{01}(t)\right)+\sum_{j>1} F_{0 j, \alpha}\left(\mathbf{R}_{0 j}(t)\right) \tag{19}
\end{equation*}
$$

with $F_{0 i, \alpha}=-\nabla_{\alpha} v\left(\boldsymbol{R}_{0 i}(t)\right)$ for all $i$. Within the standard approach to the dynamics of a pair of tagged particles, there is no need to separate the force on a tagged particle into its contribution from the other tagged particle and the remaining particles. Here, this splitting is necessary as otherwise, given the form of our projection operator, the treatment of the direct dynamics becomes unduly complicated. We use the same identity as used in the previous section, namely $e^{(A+B) t}=$ $e^{A t}+\int_{0}^{t} e^{A(t-\tau)} B e^{(A+B) \tau} d \tau$ with $A=i L, B=\mathcal{P}_{2} i L$,
$L=\frac{p_{0, \alpha}}{m} \nabla_{0, \alpha}+\frac{p_{1, \alpha}}{m} \nabla_{1, \alpha}+F_{0, \alpha} \nabla_{p_{0, \alpha}}+F_{1, \alpha} \nabla_{p_{1, \alpha}}+i L_{2}$, and $i L_{2}$ defined from $H_{2}$ as given above, but we apply this identity only to the term $\sum_{j>1} F_{0 j, \alpha}\left(\mathbf{R}_{0 j}(t)\right)$, while the term $F_{01, \alpha}\left(\mathbf{R}_{01}(t)\right)$ evolves completely with the standard Newtonian dynamics generated by $\exp (i L t)$. Making use of the fact that $\mathcal{P}_{2} i L_{2} B=0$ for any $B$, and defining the fluctuating force term for tagged particle $n K_{n, \alpha}^{\dagger}(t)=\exp \left(i\left(1-\mathcal{P}_{2}\right) L t\right) \sum_{j>1} F_{n j, \alpha}\left(\mathbf{R}_{0 j}(0)\right)$ along with the definition $\hat{\Delta}_{n}=\left[\nabla_{p_{n, \alpha}}-\frac{\beta}{m} p_{n, \alpha}\right]$, we find the coupled equations

$$
\begin{align*}
\dot{p}_{0, \alpha}(t) & =F_{01, \alpha}(t)+K_{0, \alpha}^{\dagger}(t) \\
& +\int_{0}^{t} d \tau e^{i L(t-\tau)} \hat{\Delta}_{0}\left\langle F_{0, \alpha} K_{0, \alpha}^{\dagger}(\tau)\right\rangle_{2} \\
& +\int_{0}^{t} d \tau e^{i L(t-\tau)} \hat{\Delta}_{1}\left\langle F_{1, \alpha} K_{0, \alpha}^{\dagger}(\tau)\right\rangle_{2}  \tag{20}\\
\dot{p}_{1, \alpha}(t) & =F_{10, \alpha}(t)+K_{1, \alpha}^{\dagger}(t) \\
& +\int_{0}^{t} d \tau e^{i L(t-\tau)} \hat{\Delta}_{0}\left\langle F_{1, \alpha} K_{0, \alpha}^{\dagger}(\tau)\right\rangle_{2} \\
& +\int_{0}^{t} d \tau e^{i L(t-\tau)} \hat{\Delta}_{1}\left\langle F_{1, \alpha} K_{1, \alpha}^{\dagger}(\tau)\right\rangle_{2} \tag{21}
\end{align*}
$$

Note that $\left\langle K_{n, \alpha}^{\dagger}(0)\right\rangle_{2}=0$. In addition, note that the memory term is unbalanced; the correlations involve the total force on a tagged particle, e.g. $F_{0, \alpha}=F_{01, \alpha}\left(\boldsymbol{R}_{01}\right)+$ $\sum_{j>1} F_{0 j, \alpha}\left(\mathbf{R}_{0 j}\right)$ and the fluctuating force $K_{n, \alpha}^{\dagger}(t)$ which excludes the interactions between the two tagged particles (0 and 1). Lastly, note that these equations appear to be coupled through a friction (memory) matrix. The latter two aspects greatly simplify in $d=\infty$. Other simplifications occur in a manner outlined in the previous section on the one-particle process.

As mentioned earlier, in infinite dimensions all offdiagonal terms in the frictional memory functions may be dropped because they involve correlations between pairs of particles that are distinct and thus uncorrelated (details may be found in Appx.E). This means that we may remove the off-diagonal terms in the memory matrix as subleading, and, in addition, ignore $\left\langle F_{1, \alpha} K_{0, \alpha}^{\dagger}(\tau)\right\rangle_{2}$ and $\left\langle F_{0, \alpha} K_{1, \alpha}^{\dagger}(\tau)\right\rangle_{2}$ since both contain only either terms of off-diagonal nature or terms of even weaker correlation. Finally, following the same procedure outlined for the one particle case, for $d \rightarrow \infty$ an expansion in orders of powers of $d$ shows that to leading order one can drop the projected dynamics in both the fluctuating force and memory tensor. The leading order terms that now appear in the fluctuating force and memory terms are functions of $\tilde{\boldsymbol{R}}_{i j}$, where motion along $\alpha$ is blocked for the tagged particles.

Thus we arrive at the equations

$$
\begin{align*}
m \ddot{u}_{0, \alpha}(t)= & -v^{\prime}\left(R_{01}(t)\right) \delta_{\alpha, \gamma}+\tilde{F}_{0, \alpha}(t) \\
& -\beta \int_{0}^{t}\left\langle\tilde{F}_{0, \alpha}(0) \tilde{F}_{0, \alpha}(\tau)\right\rangle_{2} \dot{u}_{0}(t-\tau), \tag{22a}
\end{align*}
$$

$$
\begin{align*}
m \ddot{u}_{1, \alpha}(t)= & v^{\prime}\left(R_{01}(t)\right) \delta_{\alpha, \gamma}+\tilde{F}_{1, \alpha}(t) \\
& -\beta \int_{0}^{t}\left\langle\tilde{F}_{1, \alpha}(0) \tilde{F}_{1, \alpha}(\tau)\right\rangle_{2} \dot{u}_{1}(t-\tau), \tag{22~b}
\end{align*}
$$

where we have converted our notation for the fluctuating force from $K^{\dagger}$ to $\tilde{F}_{0, \alpha}$ as there is no potential confusion between the total force on a tagged particle and the fluctuating force. Note as well, that the equations above are valid for a general direction $\alpha$, however if $\alpha$ is chosen along a direction other than the initial inter-particle one between the tagged pair, namely the direction labeled $\gamma$ defined as $\hat{\boldsymbol{e}}_{\gamma} \equiv \hat{\boldsymbol{R}}_{01}(0)=\frac{\mathbf{R}_{0}(0)-\mathbf{R}_{1}(0)}{\left|\mathbf{R}_{0}(0)-\mathbf{R}_{1}(0)\right|}$, then the leading direct force terms vanish in $d=\infty$. To arrive at the final closed theory, the same arguments concerning the restoration of the motion along the $\alpha$ direction put forward in the discussion of the 1-particle case may be made, which imply $\tilde{\boldsymbol{R}}_{i j}(t) \rightarrow \boldsymbol{R}_{i j}(t)$. Then, as justified in Appx.D, applying either $\langle\cdot\rangle_{2}$ or $\langle\cdot\rangle_{0}$ in Eq. (22) makes a sub-leading difference, which allows the replacement $\langle\cdot\rangle_{2} \rightarrow\langle\cdot\rangle_{0}$. In order to obtain the full, closed DMFT equations, we must determine the equations for the relative displacement between a pair of particles for computing the memory kernel Eq.(17). Similarly to Eq.(16), one can decompose $R_{01}(\tau)$ as

$$
\begin{equation*}
R_{01}(\tau)=R_{01}(0)+w_{01}(\tau)+\Delta_{w}(\tau) / 2 R_{01}(0) \tag{23}
\end{equation*}
$$

where $w_{01}(\tau)=\hat{\mathbf{R}}_{01}(0) \cdot\left(\boldsymbol{u}_{0}(\tau)-\boldsymbol{u}_{1}(\tau)\right)$ and $\Delta_{w}(\tau)=$ $\left(\boldsymbol{u}_{0}(\tau)-\boldsymbol{u}_{1}(\tau)\right)^{2}$. The squared displacements e.g. $\boldsymbol{u}_{1}^{2}$, are self-averaging quantities for $d \rightarrow \infty$. As a consequence, they are equal and can be obtained by the Langevin equation Eq.(14) leading to

$$
\begin{equation*}
\Delta_{w}(\tau) \equiv 2 \Delta(t)=2 d\left\langle\left(u_{0, \alpha}(t)\right)^{2}\right\rangle \tag{24}
\end{equation*}
$$

The relative displacement of particles 0 and 1 along the direction $\hat{\mathbf{R}}_{01}(0)$, i.e. $w_{01}(\tau)$, is instead a fluctuating variable. This direction is special compared to $\alpha$ in that the force $-\boldsymbol{\nabla} v\left(R_{01}(\tau)\right)$ acting on particle 0 from particle 1 is aligned with the initial condition (see Eq.(2) and remember that the initial conditions play the same role as quenched disorder). Thus, along direction $\hat{\boldsymbol{R}}_{01}(0)$, the contribution to the force on particle 0 coming from the $(0,1)$ interaction is not small and needs to be treated explicitly. The interactions with all particles other than particle 1 play the same role as before, as the direction $\hat{\boldsymbol{R}}_{01}(0)$ is random for these particles thus leading to the same Gaussian random force and memory kernel of Eq.(14), see Fig.1. The same reasoning extends to particle 1. Thus, the equations for $u_{0, \gamma} \hat{=} \hat{\boldsymbol{e}}_{\gamma} \cdot \boldsymbol{u}_{0}$ and $u_{1, \gamma} \hat{=} \hat{\boldsymbol{e}}_{\gamma} \cdot \boldsymbol{u}_{1}$ read

$$
\begin{align*}
m \ddot{u}_{0, \gamma}(t)=-v^{\prime}\left(R_{01}(0)\right. & \left.+w_{01}(t)+\Delta(t) / R_{01}(0)\right)+\tilde{F}_{0, \gamma}(t) \\
& -\beta \int_{0}^{t} \mathcal{M}(\tau) \dot{u}_{0, \gamma}(t-\tau), \quad(25 \mathrm{a}) \tag{25a}
\end{align*}
$$

$$
\begin{align*}
m \ddot{u}_{1, \gamma}(t)=v^{\prime}\left(R_{01}(0)\right. & \left.+w_{01}(t)+\Delta(t) / R_{01}(0)\right)+\tilde{F}_{1, \gamma}(t) \\
& -\beta \int_{0}^{t} \mathcal{M}(\tau) \dot{u}_{1, \gamma}(t-\tau), \quad(25 \mathrm{~b}) \tag{25b}
\end{align*}
$$

where the random forces $\tilde{F}_{0, \gamma}$ and $\tilde{F}_{1, \gamma}$ are independent and Gaussian with covariance equal to the kernel $\mathcal{M}(\tau)$ as defined previously. By taking the difference between Eq.(25a)) and Eq.(25b) one obtains a closed stochastic equation for $w_{01}(t)=u_{0, \gamma}(t)-u_{1, \gamma}(t)$ :

$$
\begin{align*}
m \ddot{w}_{01}(t)= & -2 v^{\prime}\left(R_{01}(0)+w_{01}(t)+\Delta(t) / 2 R_{01}(0)\right) \\
& +\tilde{F}_{w}^{01}(t)-\beta \int_{0}^{t} \mathcal{M}(\tau) \dot{w}_{01}(t-\tau) \tag{26}
\end{align*}
$$

where the random force $\tilde{F}_{w}^{01}(t)$ is Gaussian and with covariance $2 \mathcal{M}(\tau)[23]$.

We now have a full set of self-consistent equations. Given $\Delta(t)$ and $\mathcal{M}(t)$, the stochastic Eq.(14) and Eq.(26) for $u_{0, \alpha}(t)$ and $w_{0 j}(t)$ are fully determined. The stochastic processes associated with these equations allow us to obtain $\Delta(t)$ and $\mathcal{M}(t)$ as averages over $u_{0, \alpha}(t), w_{01}(t)$ and the initial interparticle distances, see Eq.(17) and Eq.(24). This closes the self-consistent loop. The DMFT therefore consist of equations ( $14,17,23,24$, and 26 ) which govern the evolution of the particle displacement and the distance between two particles. They can be simplified further, as done in $[6,24]$ and detailed in Sec.IX.

## IV. BROWNIAN DYNAMICS PROJECTION OPERATOR FORMALISM

For a system evolving with Brownian dynamics, the derivation based on projection operators is fundamentally similar to that for a system evolving with Newtonian dynamics. However, it is technically more involved due to the presence of the noise. The noise is a stochastic process independent of the dynamics of the system and thus it is equivalent to a set of external time-dependent forces acting on all the particles. This fact necessitates a generalization of the Liouville operator, which is now time dependent and contains an additional term originating from adopting the Ito convention [25].

We start by adapting equations of motion (1) to a system evolving with overdamped Brownian dynamics,

$$
\begin{equation*}
\zeta \dot{\boldsymbol{R}}_{i}=-\sum_{j(\neq i)} \nabla_{i} v\left(\boldsymbol{R}_{i j}\right)+\boldsymbol{\xi}_{i} \tag{27}
\end{equation*}
$$

Like for Newtonian dynamics, the time evolution given by Eqs.(27) can be represented by a Liouville operator, $L$. In the present case, since the evolution equation involves a stochastic process, it is a stochastic Liouville operator [26]

$$
\begin{equation*}
L(t)=\frac{1}{\zeta} \sum_{i}\left(\mathbf{F}_{i}+\boldsymbol{\xi}_{i}(t)+T \nabla_{i}\right) \cdot \boldsymbol{\nabla}_{i} \tag{28}
\end{equation*}
$$

where $\mathbf{F}_{i}=-\sum_{j(\neq i)} \nabla_{i} v\left(\boldsymbol{R}_{i j}\right)$ and the second derivative term originates from the Ito convention. The important technical feature of the stochastic Liouville operator is its explicit dependence on time, coming from the time dependence of a given noise realization. We note that
in contrast to the more usual Liouville operator corresponding to the Newtonian equations of motion, Eq.(3), operator (28) is customarily defined without the imaginary factor $i$.

The time dependence of the stochastic Liouvillian implies that the corresponding evolution operator is given by a time-ordered exponential. As lucidly explained in Sec. 7.7 of Ref. [27], the Liouville operators in the evolution operator $U[L]\left(t ; t^{\prime}\right)$ should be ordered from left to right as time increases, i.e.

$$
\begin{equation*}
U[L]\left(t ; t^{\prime}\right)=\exp _{-}\left(\int_{t^{\prime}}^{t} d t_{1} L\left(t_{1}\right)\right) \tag{29}
\end{equation*}
$$

Correspondingly,

$$
\begin{equation*}
\partial_{t} U[L]\left(t ; t^{\prime}\right)=U[L]\left(t ; t^{\prime}\right) L(t) \tag{30}
\end{equation*}
$$

As explained in the Introduction, the crucial step is to recognize that we should consider a component of the equation of motion for tagged particle, labeled 0 , along an arbitrary direction $\alpha$,

$$
\begin{equation*}
\zeta \dot{R}_{0, \alpha}=F_{0, \alpha}+\xi_{0, \alpha} \tag{31}
\end{equation*}
$$

We note that this equation is not closed in that the evolution of $R_{0, \alpha}$ depends on other coordinates of particle 0 and on the coordinates of all the other particles.

To analyze Eq.(31), we start with a definition of the projection operator, $\mathcal{P}$, which is the close analog of the projection operator (5) introduced in Sec. II, Eq.(5),

$$
\begin{align*}
& \mathcal{P} X \equiv\langle X\rangle_{0} \\
& \equiv\left\langle\frac{\int d \mathbf{R}_{0}^{\perp} d \mathbf{R}_{1} \ldots d \mathbf{R}_{N} e^{-\beta \sum_{i \neq j} v\left(R_{i j}\right)} X}{\int d \mathbf{R}_{0}^{\perp} d \mathbf{R}_{1} \ldots d \mathbf{R}_{N} e^{-\beta \sum_{i \neq j} v\left(R_{i j}\right)}}\right\rangle_{\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{N}} \tag{,32}
\end{align*}
$$

where $d \mathbf{R}_{0}^{\perp}$ denotes the integration over all the components of the coordinate vector of the tagged particle except for the specific component of interest, $\langle\ldots\rangle_{\xi_{1}, \ldots, \xi_{N}}$ denotes averaging over the noise associated with the all the particles, including the tagged particle. Note that there is no averaging over the position of the tagged particle along the special selected direction. However, due to translational invariance, if $X$ depends only on the relative positions of the particles along the selected direction, i.e. $R_{0, \alpha}-R_{i, \alpha}$, then $\mathcal{P} X$ is independent of the specific component of the coordinate vector of the tagged particle.

We use the projection operator (32) to project the force due to other degrees of freedom on the space spanned by the selected coordinate of the tagged particle. We also use it to define the irreducible Liouville operator $L^{\text {irr }}$, which is the analogue of the projected Liouvillian $"(1-\mathcal{P}) i L "$ introduced in Sec. II,

$$
\begin{equation*}
L^{\mathrm{irr}}=L-\frac{1}{\gamma}\left(F_{0, \alpha}+\xi_{0, \alpha}+T \nabla_{0, \alpha}\right) \mathcal{P} \nabla_{0, \alpha}=L-\delta L \tag{33}
\end{equation*}
$$

Next, we generalize the identity Eq.(6) to timedependent Liouville operators,

$$
\begin{align*}
U\left[L^{\mathrm{irr}}\right](t ; 0)= & U[L](t ; 0)  \tag{34}\\
& -\int_{0}^{t} d \tau U[L](\tau ; 0) \delta L(\tau) U\left[L^{\mathrm{irr}}\right](t ; \tau)
\end{align*}
$$

We use Eq.(34) to rewrite the $\alpha$ component of the force on the tagged particle as

$$
\begin{align*}
F_{0, \alpha}(t) \equiv & U[L](t ; 0) F_{0, \alpha}=U\left[L^{\mathrm{irr}}\right](t ; 0) F_{0, \alpha}  \tag{35}\\
& +\int_{0}^{t} d \tau U[L](\tau ; 0) \delta L(\tau) U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha}
\end{align*}
$$

The first part of the right-hand side of Eq.(35) is the fluctuating force and the second part is the memory function term. To demonstrate the latter, we note that integration by parts leads to

$$
\begin{align*}
& \delta L(\tau) U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha}  \tag{36}\\
= & -\frac{\beta}{\zeta}\left(F_{0, \alpha}+\xi_{0, \alpha}\right) \mathcal{P} F_{0, \alpha} U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha} \\
= & -\dot{R}_{0, \alpha} \beta \mathcal{P} F_{0, \alpha} U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha},
\end{align*}
$$

where we also used the fact that for a variable $X$ that depends only on relative coordinates along the selected direction $\mathcal{P} X$ is independent of $R_{0, \alpha}$.

Thus, the second term in Eq.(35) gives

$$
\begin{align*}
& -\int_{0}^{t} d \tau U[L](\tau ; 0) \dot{R}_{0, \alpha} \beta \mathcal{P} F_{0, \alpha} U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha} \\
= & -\int_{0}^{t} d \tau \dot{R}_{0, \alpha}(\tau) \beta \mathcal{P} F_{0, \alpha}(\tau) U\left[L^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha}(\tau) . \tag{37}
\end{align*}
$$

We note that in principle in the projection in the second line should be performed with the selected coordinate of the tagged particle fixed at its position at time $\tau$ and $R_{0, \alpha}$ everywhere to the right of $\mathcal{P}$ should also be taken at time $\tau$. However we also note that the whole expression to the right of $\dot{R}_{0, \alpha}(\tau)$ is translationally invariant in space and (after averaging over all components of the noise) in time. Thus,

$$
\begin{align*}
& \beta \mathcal{P} F_{0, \alpha}(\tau) U\left[\mathcal{L}^{\mathrm{irr}}\right](t ; \tau) F_{0, \alpha}(\tau) \\
& =\beta \mathcal{P} F_{0, \alpha} U\left[\mathcal{L}^{\mathrm{irr}}\right](t-\tau ; 0) F_{0, \alpha} \\
& \equiv \beta\left\langle F_{0, \alpha}^{\dagger}(0) F_{0, \alpha}^{\dagger}(t-\tau)\right\rangle_{0}=M^{\mathrm{irr}}(t-\tau) \tag{38}
\end{align*}
$$

where we introduced fluctuating force $F_{0, \alpha}^{\dagger}$ evolving with the irreducible dynamics,

$$
\begin{equation*}
F_{0, \alpha}^{\dagger}(t)=U\left[L^{\mathrm{irr}}\right](t ; 0) F_{0, \alpha} \tag{39}
\end{equation*}
$$

and so-called irreducible memory function $M^{\text {irr }}$ that describes the internal friction for a Brownian system.

Now we show that the fluctuating force and memory function simplify in the same way as in the Newtonian
case. First, we consider the fluctuating force: at short times we have

$$
\begin{align*}
F_{0, \alpha}^{\dagger}(t) \approx & F_{0, \alpha}+t L^{\mathrm{irr}} F_{0, \alpha}  \tag{40}\\
= & F_{0, \alpha}+t\left[\frac{1}{\zeta}\left(F_{0, \alpha}+\xi_{0, \alpha}+T \nabla_{0, \alpha}\right) \mathcal{Q} \nabla_{0, \alpha}\right. \\
& +\frac{1}{\zeta}\left(\mathbf{F}_{0}^{\perp}+\boldsymbol{\xi}_{0}^{\perp}(t)+T \nabla_{\mathbf{R}_{0}^{\perp}}\right) \cdot \nabla_{\mathbf{R}_{0}^{\perp}} \\
& \left.+\frac{1}{\zeta} \sum_{i \geq 1}\left(\mathbf{F}_{i}+\boldsymbol{\xi}_{i}(t)+T \nabla_{\mathbf{R}_{i}}\right) \cdot \nabla_{\mathbf{R}_{i}}\right] F_{0, \alpha}
\end{align*}
$$

where $\mathcal{Q}=\mathcal{I}-\mathcal{P}$ is the orthogonal projection operator and superscript ${ }^{\perp}$ indicates components orthogonal to the selected component $\alpha$. One can show that the the first term in square brackets on the right-hand-side is $\mathcal{O}\left(d^{1 / 2}\right)$ whereas each of the remaining two terms is $\mathcal{O}\left(d^{1}\right)$. Thus, the first term is negligible and in the expression for the fluctuating force one can replace the irreducible operator $L^{\text {irr }}$ by the operator

$$
\begin{align*}
L^{0}= & \frac{1}{\zeta}\left(\mathbf{F}_{0}^{\perp}+\boldsymbol{\xi}_{0}^{\perp}(t)+T \boldsymbol{\nabla}_{\mathbf{R}_{0}^{\perp}}\right) \cdot \boldsymbol{\nabla}_{\mathbf{R}_{0}^{\perp}}  \tag{41}\\
& +\frac{1}{\zeta} \sum_{i \geq 1}\left(\mathbf{F}_{i}+\boldsymbol{\xi}_{i}(t)+T \boldsymbol{\nabla}_{\mathbf{R}_{i}}\right) \cdot \boldsymbol{\nabla}_{\mathbf{R}_{i}} .
\end{align*}
$$

The operator (41) is the close analogue of the unperturbed Liouvillian " $i L_{0}$ " introduced in Sec. II, see Eq.(4). This operator describes the evolution of all the degrees of freedom except for the selected coordinate of the tagged particle, which remains blocked. This shows that, like in the Newtonian case, the fluctuating force $F_{0, \alpha}^{\dagger}(t)$, Eq.(39), evolves due to motion of all the other degrees of freedom while the selected coordinate is kept unchanged,

$$
\begin{equation*}
F_{0, \alpha}^{\dagger}(t)=\tilde{F}_{0, \alpha}(t) \equiv U\left[L^{0}\right](t ; 0) F_{0, \alpha} \tag{42}
\end{equation*}
$$

where notation $\tilde{F}_{0, \alpha}$ is borrowed from Sec. II to denote the force that evolves according to Brownian dynamics with the $\alpha$ coordinate of the tagged particle blocked.

Likewise, the expansion of the memory function works similarly to that in the Newtonian case, see Eqs. (10-12). We have

$$
\begin{align*}
M^{\mathrm{irr}}(t) & =\beta\left\langle F_{0, \alpha} U\left[L^{\mathrm{irr}}\right](t ; 0) F_{0, \alpha}\right\rangle_{0}  \tag{43}\\
& =\left\langle F_{0, \alpha} U\left[L^{0}\right](t ; 0) F_{0, \alpha}\right\rangle_{0}+\int_{0}^{t} d \tau G_{2}^{\mathrm{irr}}(t ; \tau)+\ldots
\end{align*}
$$

where

$$
\begin{equation*}
G_{2}^{\mathrm{irr}}(t ; \tau)=\left\langle F_{0, \alpha} U\left[L^{0}\right](\tau ; 0) \delta L^{0}(\tau) U\left[L^{0}\right](t ; \tau) F_{0, \alpha}\right\rangle_{0} \tag{44}
\end{equation*}
$$

and $\delta L^{0}=L^{\text {irr }}-L^{0} . G_{2}^{\mathrm{irr}}$ can be analyzed similarly to the above outlined analysis of the fluctuating force. The result is that $G_{2}^{\mathrm{irr}}$ and other terms in Eq.(43) involving $\delta L^{0}$ can be neglected.

In this way we arrive at the following equation of motion for the $\alpha$ component of the tagged particle position vector

$$
\begin{align*}
\zeta \dot{R}_{0, \alpha}(t)= & \tilde{F}_{0, \alpha}(t)-\beta \int_{0}^{t} d \tau\left\langle\tilde{F}_{0, \alpha}(\tau) \tilde{F}_{0, \alpha}(t)\right\rangle_{0} \dot{R}_{0, \alpha}(\tau) \\
& +\xi_{0, \alpha}(t) \tag{45}
\end{align*}
$$

We note that in contrast to Eq.(31), the above equation is closed in that the evolution of component $\alpha$ of the coordinate vector of particle 0 is due to a well defined stochastic force $\tilde{F}_{0, \alpha}$. In the rest of this section we argue that in the large dimensional limit this stochastic force can be further simplified.

The specific arguments are similar to those described in other sections (and detailed in Appx.E). First, we note that the dominant term in the memory function originates from the so-called diagonal terms,

$$
\begin{align*}
& M^{\mathrm{irr}}(t)=\beta\left\langle\tilde{F}_{0, \alpha}(0) \tilde{F}_{0, \alpha}(t)\right\rangle_{0} \\
= & \sum_{i} \beta\left\langle\tilde{F}_{0 i, \alpha}(0) \tilde{F}_{0 i, \alpha}(t)\right\rangle_{0} \tag{46}
\end{align*}
$$

where $F_{0 i, \alpha}(t)$ is the $\alpha$ component of the force acting on the tagged particle due to particle $i$, evolving due to the motion of all other particles while the $\alpha$ coordinate of the tagged particle is blocked. Second, we note that in the expression at the right-hand-side of Eq.(46) we can replace the dynamics with the $\alpha$ coordinate being blocked by the full dynamics of the system,

$$
\begin{align*}
& M^{\mathrm{irr}}(t)=\sum_{i} \beta\left\langle\tilde{F}_{0 i, \alpha}(0) \tilde{F}_{0 i, \alpha}(t)\right\rangle_{0} \\
= & \sum_{i} \beta\left\langle F_{0 i, \alpha}(0) F_{0 i, \alpha}(t)\right\rangle . \tag{47}
\end{align*}
$$

Third, we note that in the final expression Eq.(47), $\alpha$ is an arbitrary direction and due to rotational invariance we can average over all possible $\alpha$ 's, which results in the following expression for the memory function,

$$
\begin{align*}
& M^{\mathrm{irr}}(t)=\sum_{i} \beta\left\langle F_{0 i, \alpha}(0) F_{0 i, \alpha}(t)\right\rangle \\
= & d^{-1} \sum_{i} \beta\left\langle\mathbf{F}_{0 i, \alpha}(0) \cdot \mathbf{F}_{0 i, \alpha}(t)\right\rangle . \tag{48}
\end{align*}
$$

We close this section observing that the final expression Eq.(48) for the irreducible memory function implies that in order to calculate the memory function we need to analyze the relative dynamics of a pair of particles, e.g. the dynamics of particles 0 and 1 . This will be done in the next section.

## V. BROWNIAN TWO-PARTICLE PROCESS

First, we note that to evaluate the memory function (48) we need to analyze trajectories of particles 0 and 1 that start at the initial time, $t=0$, within each other's
interaction range (to make the force at the initial time non-vanishing) and end at time $t$ also within each other's interaction range. In the large dimensional limit the displacements of these two particles between the initial time and the final time are on a scale $d^{-1}$, i.e. for $i=0,1$, $\boldsymbol{u}_{i}^{2} \sim d^{-1}$ with $\boldsymbol{u}_{i} \hat{=} \boldsymbol{R}_{i}(t)-\boldsymbol{R}_{i}(0)$, and accordingly on a scale $1 / d$ for a given component, i.e. $u_{i, \mu} \sim d^{-1}$.

From the physical point of view there is a difference between the single-particle motion considered in the previous section and the two-particle motion considered in the present section. In principle, in both cases the motion of a given particle is unbounded (as it should be in a fluid). However, in the present section we are only interested in these parts of the two-particle trajectories that contribute to the memory function. During these parts of the two-particle trajectories the displacements of the two particles are on a scale $d^{-1}$.

Initially, our variables of interest will be components of the coordinate vectors of particles 0 and 1 along an arbitrary direction $\alpha$. Subsequently, we will specify this direction to be along the direction along the initial interparticle vector $\mathbf{R}_{01}(0)=\mathbf{R}_{0}(0)-\mathbf{R}_{1}(0)$, referred to in Sec. III as the $\gamma$ direction, $\hat{\boldsymbol{e}}_{\gamma}=\hat{\boldsymbol{R}}_{01}(0)$.

We start by writing down equations of motion for $\alpha$ components of the coordinate vectors of particles 0 and 1,

$$
\begin{align*}
& \zeta \dot{R}_{0, \alpha}=F_{01, \alpha}+\sum_{j \geq 2} F_{0 j, \alpha}+\xi_{0, \alpha}  \tag{49}\\
& \zeta \dot{R}_{1, \alpha}=F_{10, \alpha}+\sum_{j \geq 2} F_{1 j, \alpha}+\xi_{1, \alpha} \tag{50}
\end{align*}
$$

We note that in Eqs. (49-50) we decomposed the forces acting on particles 0 and 1 to separate the direct force between these particles from forces due to all other particles of the fluid. We note that, as argued in Appx.B, in the $d \rightarrow \infty$ limit the particles interacting with particle 0 are different from the particles interacting with particle 1.

In the following we will present the analysis of Eq.(49). Eq.(50) can be analyzed in the same way.

We define the two-particle projection operator, $\mathcal{P}_{2}$, as follows

$$
\begin{align*}
& \mathcal{P}_{2} X \equiv\langle X\rangle_{2} \\
& \equiv\left\langle\frac{\int d \mathbf{R}_{0}^{\perp} d \mathbf{R}_{1}^{\perp} d \mathbf{R}_{2} \ldots d \mathbf{R}_{N} e^{-\beta \sum_{i \neq j} v\left(R_{i j}\right)} X}{\int d \mathbf{R}_{0}^{\perp} d \mathbf{R}_{1}^{\perp} d \mathbf{R}_{2} \ldots d \mathbf{R}_{N} e^{-\beta \sum_{i \neq j} v\left(R_{i j}\right)}}\right\rangle_{\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{N}} \tag{51}
\end{align*}
$$

where $d \mathbf{R}_{i}^{\perp}, i=0,1$ denotes the integration over all the components of the coordinate vector of particle $i$ perpendicular to the direction of interest $\alpha$. The projection operator Eq.(51) is the close analogue of projection operator Eq.(18) introduced in Sec. III.

We use the projection operator (51) to define the two particle irreducible Liouville operator $L^{2 \text { irr }}$, which for Brownian dynamics plays the role of the two-particle pro-
jected Liouvillian,

$$
\begin{align*}
L^{2 \mathrm{irr}}= & L-\frac{1}{\gamma}\left(F_{0, \alpha}+\xi_{0, \alpha}+T \nabla_{0, \alpha}\right) \mathcal{P}_{2} \nabla_{0, \alpha} \\
& -\frac{1}{\gamma}\left(F_{1, \alpha}+\xi_{1, \alpha}+T \nabla_{1, \alpha}\right) \mathcal{P}_{2} \nabla_{1, \alpha}=L-\delta L^{2} . \tag{52}
\end{align*}
$$

We use the two particle irreducible Liouville operator (52) to rewrite the $\alpha$ component of the force on particle 0 due to other particles as

$$
\begin{align*}
& \sum_{j \geq 2} F_{0 j, \alpha}(t) \equiv U[L](t ; 0) \sum_{j \geq 2} F_{0 j, \alpha}  \tag{53}\\
& =U\left[L^{2 \operatorname{irr}}\right](t ; 0) \sum_{j \geq 2} F_{0 j, \alpha} \\
& +\int_{0}^{t} d \tau U[L](\tau ; 0) \delta L^{2}(\tau) U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}
\end{align*}
$$

Again, the first part of the right-hand-side of Eq.(53) is the fluctuating force and the second part is the memory function term. To show the latter, we note that

$$
\begin{align*}
& \delta L^{2}(\tau) U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}=  \tag{54}\\
& \frac{1}{\zeta}\left(F_{0, \alpha}+\xi_{0, \alpha}+T \nabla_{0, \alpha}\right) \mathcal{P}_{2} \nabla_{0, \alpha} U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha} \\
& +\frac{1}{\zeta}\left(F_{1, \alpha}+\xi_{1, \alpha}+T \nabla_{1, \alpha}\right) \mathcal{P}_{2} \nabla_{1, \alpha} U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha} .
\end{align*}
$$

Then, integration by parts leads to

$$
\begin{align*}
& \delta L^{2}(\tau) U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}  \tag{55}\\
= & -\frac{\beta}{\zeta}\left(F_{0, \alpha}+\xi_{0, \alpha}+T \nabla_{0, \alpha}\right) \mathcal{P}_{2} F_{0, \alpha} U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha} \\
& -\frac{\beta}{\zeta}\left(F_{1, \alpha}+\xi_{1, \alpha}+T \nabla_{1, \alpha}\right) \mathcal{P}_{2} F_{1, \alpha} U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha} .
\end{align*}
$$

We note that Eq.(55) is considerably more complicated than the corresponding equation at the oneparticle level, Eq.(36). The differences between these two equations parallel those between two-particle and one-particle memory function terms in the case of Newtonian dynamics. First, in principle we need to keep gradient terms $T \nabla_{i, \alpha}, i=0,1$, which implies that the memory function term cannot be fully interpreted as the time delayed friction. Second, expressions $\mathcal{P}_{2} F_{i, \alpha} U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}, i=0,1$, are unbalanced in that they involve correlations between forces due to other particles at time $t$ and forces due to all the particles at an earlier time. Third, we have a cross term which correlates forces acting on particle 0 at time $t$ and on particle 1 at an earlier time.

As for Newtonian dynamics, in the limit $d \rightarrow \infty$ all these complications disappear. In fact, the arguments
used in the Newtonian dynamics derivation can be used also here. At the end we find that expression Eq.(55) reproduces the one-particle memory function term,

$$
\begin{align*}
& U[L](\tau ; 0) \delta L^{2}(\tau) U\left[L^{2 \mathrm{irr}}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}  \tag{56}\\
= & -\dot{R}_{0, \alpha}(\tau) \mathcal{P} \sum_{j \geq 2} F_{0 j, \alpha}(\tau) U\left[L^{0}\right](t ; \tau) \sum_{j \geq 2} F_{0 j, \alpha}(\tau) .
\end{align*}
$$

Thus we find the following equation of motion for particle 0 ,

$$
\begin{align*}
\zeta \dot{R}_{0, \alpha} & =F_{01, \alpha}\left(R_{01}(t)\right)+\tilde{F}_{0, \alpha}(t)  \tag{57}\\
& -\beta \int_{0}^{t} d \tau\left\langle\tilde{F}_{0, \alpha}(\tau) \tilde{F}_{0, \alpha}(t)\right\rangle_{0} \dot{R}_{0, \alpha}(\tau)+\xi_{0, \alpha}(t)
\end{align*}
$$

where $\tilde{F}_{0, \alpha}(t)$ and $\beta\left\langle\tilde{F}_{0, \alpha}(\tau) \tilde{F}_{0, \alpha}(t)\right\rangle_{0}$ are the same quantities that we introduced in the previous section.

At this point we recall that during the two particle trajectories we are interested in particles 0 and 1 which move very little, and $u_{i, \alpha}(t)=R_{i, \alpha}(t)-R_{i, \alpha}(0) \sim d^{-1}$. Furthermore, we recognize the fact that the direct force $F_{01, \alpha}\left(R_{01}(t)\right)$ is only important along the direction of the original interparticle vector $\mathbf{R}_{0}(0)-\mathbf{R}_{1}(0)$ (the $\gamma$ direction). Finally, we recall that, as discussed Sec. III, the interparticle force along $\mathbf{R}_{0}(0)-\mathbf{R}_{1}(0)$ can be expressed in terms of relative displacements of particles 0 and 1 along the original interparticle vector and along all the other directions,

$$
\begin{align*}
& \hat{\mathbf{R}}_{01}(0) \cdot \mathbf{F}_{01}\left(\boldsymbol{R}_{01}(t)\right) \\
& =-v^{\prime}\left(R_{01}(0)+w_{01}(t)+\Delta_{w}(t) / 2 R_{01}(0)\right) \tag{58}
\end{align*}
$$

where $w_{01}(t)$ and $\Delta_{w}(t)$ have the same meaning as in Sec. III and can be further analyzed in the same way.

The final result is the following equation of motion for fluctuating quantity $w_{01}(t)$,

$$
\begin{align*}
& \zeta \dot{w}_{01}=-2 v^{\prime}\left(R_{01}(0)+w_{01}(t)+\Delta_{u}(t) / 2 R_{01}(0)\right) \\
& +\tilde{F}_{0, \gamma}(t)-\tilde{F}_{1, \gamma}(t)  \tag{59}\\
& -\beta \int_{0}^{t} d \tau\left\langle\tilde{F}_{0, \gamma}(\tau) \tilde{F}_{0, \gamma}(t)\right\rangle_{0} \dot{w}_{01}(\tau)+\xi_{0, \alpha}(t)-\xi_{1, \alpha}(t)
\end{align*}
$$

This is the Brownian analogue of the two particle Newtonian equation, Eq.(26).

## VI. CAVITY METHOD: ONE PARTICLE PROCESS

Lastly, the cavity method [28] also allows us to obtain the very same DMFT equations but follows an alternative, more explicit route. In particular, one writes down the full dynamical equations of motion in the absence of the cavity degree of freedom $u_{0, \alpha}(t)$, and treats the additional terms due to $u_{0, \alpha}(t)$ as a perturbation. At zeroth order $u_{0, \alpha}(t)$ only evolves due to the force $\tilde{F}_{0, \alpha}(t)$. When $d \rightarrow \infty$, one only needs to consider the linear order correction in perturbation theory since all other terms are
subleading. Again, this is very similar to the derivation of the Langevin equation for a system coupled to a bath [29]. The force term $\tilde{F}_{0, \alpha}(t)$ is corrected to linear order since the dynamics of all the other particles is perturbed by $u_{0, \alpha}$. By taking into account this perturbatively linear correction one obtains the memory kernel Eq.(14). From there the derivation follows the one we have sketched here. We present details of the cavity derivation in the two following sections. Note that one advantage of the cavity method compared to the previous derivations is that it allows to directly obtain DMFT equations valid also for non-equilibrium dynamics [24].

We consider the over-damped limit of Eq.(1) chose $u_{0, \alpha}$ as the cavity variable. We intend to derive the effective equilibrium dynamics of the cavity variable. Developing the interactions up to the first order in $u_{0, \alpha}$ in Eq.(1) of the main text, we find for the cavity

$$
\begin{align*}
\zeta \dot{u}_{0, \alpha}= & \xi_{0, \alpha}(t)-\sum_{j>0} \nabla_{\alpha} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right)-\sum_{j>0} \nabla_{\alpha} \nabla_{\alpha} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) u_{0, \alpha} \\
& +\mathcal{O}\left(u_{0, \alpha}^{2}\right) \tag{60}
\end{align*}
$$

and for the other degrees of freedom

$$
\begin{align*}
\zeta \dot{u}_{0, \nu}= & \xi_{0, \nu}(t)-\sum_{j>0} \nabla_{\nu} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) \\
& -\sum_{j>0} \nabla_{\alpha} \nabla_{\nu} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) u_{0, \alpha}+\mathcal{O}\left(u_{0, \alpha}^{2}\right) \\
\zeta \dot{u}_{j, \mu}= & \xi_{j, \mu}(t)-\sum_{i>0, i \neq j} \nabla_{\mu} v\left(\boldsymbol{R}_{j i}\right)-\nabla_{\mu} v\left(\boldsymbol{X}_{j 0}^{\alpha}\right) \\
& +\nabla_{\alpha} \nabla_{\mu} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) u_{0, \alpha}+\mathcal{O}\left(u_{0, \alpha}^{2}\right) \tag{61}
\end{align*}
$$

where $\nu \neq \alpha$ and $\boldsymbol{X}_{0 j}^{\alpha} \hat{=} \boldsymbol{R}_{0 j}(0)+\boldsymbol{u}_{0, \alpha}^{\perp}-\boldsymbol{u}_{j}$. It is also important to realize that, in the limit $d \rightarrow \infty$, the summation $\sum_{j>0}$. over interaction-related quantities associated with all particles other than the one labelled " 0 " effectively runs only over the particles lying in the first coordination shell of particle " 0 ", as detailed in Appx.B. Since in a amorphous structure, the number of particles lying in the first coordination shell is proportional to the dimension $d$, we shall use hereafter indifferently $\sum_{j>0}$ and $\sum_{j}^{\sim d}$.

In general, we have $\left(\prod_{i=1}^{n} \nabla_{\mu_{i}}\right) v \sim\left(\prod_{i=1}^{n} \hat{R}_{\mu_{i}}\right) v^{(n)} \sim$ $d^{n / 2}$. Thus $\nabla_{\alpha}^{n} \nabla_{\mu} v(\boldsymbol{R}) u_{0, \alpha}^{n} \sim d^{-(n+1) / 2} d^{n+1} d^{-n} \sim$ $d^{(1-n) / 2}$. We first discuss high orders of the cavity variable, $u_{0, \alpha}^{n}$, with $n>1$. In this case, individual terms are of negative order of magnitude in $d$. In particular, we have $\log \left(\nabla_{\alpha}^{n} \nabla_{\mu} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) u_{0, \alpha}^{n}\right) \leq-\frac{1}{2} \log d$, which implies the summation $\sum_{j}^{\sim d}$ is of order of magnitude in $d$ no larger than $d \times d^{(1-n) / 2} \sim d^{(3-n) / 2}$. Thus it is clear that high order $(n>1)$ terms in $u_{0, \alpha}$ scale at most as $d^{1 / 2}$, and hence are negligible in all terms in Eq.(60) and Eq.(61). The situation is slightly more complicated when $n=1$. Note that we used $\sum_{j}^{\sim d} \sim d$ to estimate the upper bound when summing up terms, which is correct if individual
terms are of the same sign. In the case when individual terms alternate in sign with equal probability, we should use $\sum_{j}^{\sim d} \sim d^{1 / 2}$ by the central limit theorem. When $n=1$, individual terms such as $\nabla_{\alpha} \nabla_{\mu} v(\boldsymbol{R}) u_{0, \alpha} \sim 1$ are negligible. However when summing up over $j$, the order of magnitude depends on whether $\mu=\alpha$. In the case where $\mu=\nu \neq \alpha$, we have $\nabla_{\alpha} \nabla_{\nu} v \sim \hat{R}_{0 j, \alpha} \hat{R}_{0 j, \nu} v^{\prime \prime}$ which alternates in sign over all $j$ due to the fact that $\nu$ is orthogonal to $\alpha$. Thus the sum is of order $d^{1 / 2}$ which is subleading. When $\mu=\alpha$, i.e. the correction in Eq.(60), we have $\nabla_{\alpha}^{2} v \sim\left(\hat{R}_{0 j, \alpha}\right)^{2} v^{\prime \prime}$ which is always positive thus the sum gives a linear correction of order $d$, the same order as the other terms in Eq.(60) [30].

To summarize the above discussion, the interaction force acting on the cavity $u_{0, \alpha}$ can be accounted for exactly by retaining terms up to the first order in $u_{0, \alpha}$ and the trajectories of the non-cavity variables, namely $\boldsymbol{u}_{0, \alpha}^{\perp}$ and $\boldsymbol{u}_{j>0}$, receive negligible contributions from the motion of the cavity $u_{0, \alpha}$ when $d \rightarrow \infty$. Thus the dynamics of the non-cavity variables, when discarding the cavity-related perturbations, is associated with the real system potential energy $V=\sum_{i<j} v\left(\boldsymbol{R}_{i j}\right)$, but subjected to the constraint that the tagged particle 0 is blocked in direction $\alpha$. The perturbation can be regarded as coming from a linear coupling with an "external field" $u_{0, \alpha}$ by $\Delta V=-\sum_{j>0} \nabla_{\alpha} v\left(\boldsymbol{X}_{0 j}^{\alpha}\right) u_{0, \alpha}$. This perturbation gives rise to corrections $\delta \boldsymbol{u}_{0, \alpha}^{\perp}\left[u_{0, \alpha}\right]$ and $\delta \boldsymbol{u}_{j}\left[u_{0, \alpha}\right]$ which are negligible with respect to the non-perturbed trajectories denoted with an "tilde" by $\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}(t)$ and $\tilde{\boldsymbol{u}}_{j}(t)$. Nonetheless, the summed effect on the dynamics of $u_{0, \alpha}$ in Eq.(60), which can be accounted for in linear response, is non-negligible.

Since we are interested in the equilibrium dynamics, we shall consider the equilibrium distribution of the initial configurations. We denote the entire equilibrium average as

$$
\begin{align*}
\langle\cdot\rangle= & \frac{1}{Z} \int \prod_{i=0}^{N} \mathcal{D}\left[\boldsymbol{\xi}_{i}\right] d \boldsymbol{R}_{i}(0) \exp (-\beta V) \\
& \text { where } V=\sum_{0 \leq i<j \leq N} v\left(R_{i j}(0)\right) \tag{62}
\end{align*}
$$

We introduce the equilibrium average of the non perturbed system

$$
\begin{equation*}
\langle\cdot\rangle_{0}=\frac{1}{\hat{Z}_{0}} \int \mathcal{D}\left[\boldsymbol{\xi}_{0, \alpha}^{\perp}\right] \prod_{i=1}^{N} \mathcal{D}\left[\boldsymbol{\xi}_{i}\right] d \boldsymbol{R}_{0 i}(0) \exp (-\beta V) \tag{63}
\end{equation*}
$$

It is worth noticing that the equilibrium average over the real system initial condition coincides with the that of the non-perturbed system, defined via Eq.(61), when averaging over quantities that are translation-invariant (This has also been mentioned in Appx.D after Eq.(D1), i.e. the equivalence between the equilibrium thermal average and $\mathcal{P}$ ). We use the same notation as in the main article, namely $\tilde{F}_{0, \mu}=-\sum_{j>0} \nabla_{\mu} v\left(\tilde{\boldsymbol{R}}_{0 j}\right), \quad \mu=1,2 \ldots, d$ for the forces evaluated along the trajectories of the non-
perturbed system and we denote $\tilde{k}_{\alpha}=\sum_{j>0} \nabla_{\alpha}^{2} v\left(\tilde{\boldsymbol{R}}_{0 j}\right)$ with $\tilde{\boldsymbol{R}}_{0 j}=\boldsymbol{R}_{0 j}(0)+\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}-\tilde{\boldsymbol{u}}_{j}$.

Applying linear response to take into account the summed feedback effect on the dynamics of $u_{0, \alpha}$, we rewrite Eq.(60), for one realization of the initial condition and thermal noises, as

$$
\zeta \dot{u}_{0, \alpha}=\xi_{0, \alpha}(t)+\tilde{F}_{0, \alpha}+\delta \tilde{F}_{0, \alpha}-\left(\tilde{k}_{\alpha}+\delta \tilde{k}_{\alpha}\right) u_{0, \alpha},(64)
$$

where

$$
\begin{align*}
\delta \tilde{F}_{0, \alpha}(t) & =\left.\int_{0}^{t} d s \chi_{F}(t, s) u_{0, \alpha}(s) \hat{=} \int_{0}^{t} d s \frac{\delta \tilde{F}_{0, \alpha}(t)}{\delta u_{0, \alpha}(s)}\right|_{\tilde{\boldsymbol{R}}} u_{0, \alpha}(s) \\
\delta \tilde{k}_{\alpha}(t) & =\left.\int_{0}^{t} d s \frac{\delta \tilde{k}_{\alpha}(t)}{\delta u_{0, \alpha}(s)}\right|_{\tilde{\boldsymbol{R}}} u_{0, \alpha}(s) \tag{65}
\end{align*}
$$

The correction $\delta \tilde{k}_{\alpha} \sim \mathcal{O}\left(u_{0, \alpha}\right)$ can be dropped, as we only need to keep up to the first order in $u_{0, \alpha}$ in Eq.(64). Eq.(64) illustrates more transparently how the trajectory of the cavity variable is determined given one realization of the non-cavity trajectories. Now all non-cavity variable involved terms can be regarded as stochastic input, just as for the thermal noise $\xi_{0, \alpha}$, which defines the effective stochastic dynamics of $u_{0, \alpha}$. We can separate the non-cavity variables involved terms into their averages and the fluctuations, which leads to

$$
\begin{gather*}
\zeta \dot{u}_{0, \alpha}=\xi_{0, \alpha}(t)+\left[\tilde{F}_{0, \alpha}-\left\langle\tilde{F}_{0, \alpha}\right\rangle_{0}\right]+\int_{0}^{t} d s\left\langle\chi_{F}(t, s)\right\rangle_{0} u_{0, \alpha}(s)-\left\langle\tilde{k}_{\alpha}\right\rangle_{0} u_{0, \alpha}+\left\langle\tilde{F}_{0, \alpha}\right\rangle_{0} \sim \mathcal{O}(d) \\
-\left(\tilde{k}_{\alpha}-\left\langle\tilde{k}_{\alpha}\right\rangle_{0}\right) u_{0, \alpha}+\int_{0}^{t} d s\left[\chi_{F}(t, s)-\left\langle\chi_{F}(t, s)\right\rangle_{0}\right] u_{0, \alpha}(s) \sim \mathcal{O}\left(d^{1 / 2}\right) \tag{66}
\end{gather*}
$$

where the second line represents the fluctuation of a sum over $\sim d$ weakly correlated terms, each of which has fluctuations of order one (as the average of the sum is order $d$ in the first line). Hence the second line is order $d^{1 / 2}$, which is sub-leading and thus can be dropped. Note that by symmetry of inverting the $\alpha$ direction, $\left\langle\tilde{F}_{0, \alpha}\right\rangle_{0}=0$ as
well as individual terms that sum up to $\tilde{F}_{0, \alpha}$ and, as we showed above, the fluctuation $\tilde{F}_{0, \alpha}-\left\langle\tilde{F}_{0, \alpha}\right\rangle_{0}$ is order $d$ and non-negligible.

Applying the fluctuation-dissipation theorem for the averaged linear response $\left\langle\chi_{F}\right\rangle_{0}$ and integrating by parts leads to

$$
\zeta \dot{u}_{0, \alpha}=\xi_{0, \alpha}+\mathcal{F}_{0, \alpha}(t)-\beta \int_{0}^{t} d s\left\langle\mathcal{F}_{0, \alpha}(t) \mathcal{F}_{0, \alpha}(s)\right\rangle_{0} \dot{u}_{0, \alpha}(s)+F_{\alpha}^{\mathrm{eff}}\left(u_{0, \alpha}\right)
$$

with $\quad \mathcal{F}_{0, \alpha} \hat{=} \tilde{F}_{0, \alpha}-\left\langle\tilde{F}_{0, \alpha}\right\rangle_{0} \quad$ and $\quad F_{\alpha}^{\mathrm{eff}}\left(u_{0, \alpha}\right)=\left\langle\tilde{F}_{0, \alpha}(t)\right\rangle_{0}-\left\langle\tilde{k}_{\alpha}(t)\right\rangle_{0} u_{0, \alpha}+\beta\left\langle\left[\tilde{F}_{0, \alpha}(t)-\left\langle\tilde{F}_{0, \alpha}(t)\right\rangle_{0}\right]^{2}\right\rangle_{0} u_{0, \alpha}(t)$.

Now we are going to show $F_{\alpha}^{\text {eff }}=0$. We have the partition function of the non perturbed system

$$
\begin{align*}
\hat{Z}_{0} & =\int \prod_{i>0} d \boldsymbol{R}_{0 i} \exp (-\beta V) \\
V & =\sum_{i>0} v\left(\boldsymbol{R}_{0 i}\right)+\sum_{0<i<j} v\left(\boldsymbol{R}_{0 i}-\boldsymbol{R}_{0 j}\right) \tag{68}
\end{align*}
$$

which does not depend explicitly on $\boldsymbol{R}_{0}$. Thus the potential mean force $-\partial_{R_{0, \alpha}}\left[-\beta^{-1} \ln Z_{0}\right]=0$ for all $\boldsymbol{R}_{0}$. By changing variables $\boldsymbol{R}_{0} \rightarrow \boldsymbol{R}_{0}+u_{0, \alpha} \hat{\boldsymbol{e}}_{\alpha}$, it is easy to
verify that

$$
\begin{array}{r}
-\left.\partial_{R_{0, \alpha}}\left[-\beta^{-1} \ln \hat{Z}_{0}\right]\right|_{\boldsymbol{R}_{0}+u_{0, \alpha} \hat{\boldsymbol{e}}_{\alpha}} \\
\quad=F_{\alpha}^{\mathrm{eff}}\left(u_{0, \alpha}\right)+\mathcal{O}\left(u_{0, \alpha}^{2}\right) \tag{69}
\end{array}
$$

As a result, $F_{\alpha}^{\text {eff }}=0$.
We explicitly justify in Sec.VIII and Appx.E the key step for obtaining the final equation, which is

$$
\begin{align*}
\left\langle\mathcal{F}_{0, \alpha}(t) \mathcal{F}_{0, \alpha}(s)\right\rangle_{0} & =\left\langle\tilde{F}_{0, \alpha}(t) \tilde{F}_{0, \alpha}(s)\right\rangle_{0}  \tag{70}\\
& \stackrel{d \rightarrow \infty}{=} \sum_{i>0}\left\langle\nabla_{\alpha} v\left(R_{0 i}(t)\right) \nabla_{\alpha} v\left(R_{0 i}(s)\right)\right\rangle
\end{align*}
$$

Namely we can neglect the off-diagonal terms and restore
the true trajectories within the diagonal terms in the force-force correlation.

Now we can write the final version of the one particle effective process by promoting Eq.(67) to a vector form, as the choice of $\alpha$ is completely arbitrary.

$$
\begin{align*}
& \zeta \dot{\boldsymbol{u}}_{0}=\boldsymbol{\xi}_{0}+\mathcal{F}_{0}-\beta \int_{0}^{t} d s \mathcal{M}(t-s) \dot{\boldsymbol{u}}_{0}(s), \\
& \text { with } \quad\left\langle\mathcal{F}_{0, \mu}(t) \mathcal{F}_{0, \nu}(s)\right\rangle_{\mathcal{F}}=\delta_{\mu \nu} \mathcal{M}(t-s), \tag{71}
\end{align*}
$$

and the memory function carries the following physical meaning

$$
\begin{align*}
\mathcal{M}(t-s) & \stackrel{d \rightarrow \infty}{=} \frac{1}{d} \sum_{i>0}\left\langle v^{\prime}\left(R_{0 i}(t)\right) v^{\prime}\left(R_{0 i}(s)\right)\right\rangle \\
& =\frac{1}{d N} \sum_{i, j, i \neq j}\left\langle v\left(R_{i j}(t)\right) v\left(R_{i j}(s)\right)\right\rangle \tag{72}
\end{align*}
$$

As we have discussed before, the vector form above holds in any direction that is not correlated with the initial inter-particle distances.

## VII. CAVITY METHOD: TWO PARTICLES PROCESS

To solve for the memory kernel, we need the mean field effective process of the distance between two particles, say the two particles labelled 0 and 1. Recall the distance can be written $R_{01}=R_{o}+\hat{\boldsymbol{R}}_{o} \cdot\left(\boldsymbol{u}_{0}-\boldsymbol{u}_{1}\right)+\Delta / R_{o}+o\left(d^{-1}\right)$, where $\Delta=\frac{1}{2}\left(\boldsymbol{u}_{0}-\boldsymbol{u}_{1}\right)^{2}=\frac{1}{2}\left(\boldsymbol{u}_{0}^{2}+\boldsymbol{u}_{1}^{2}\right)+\boldsymbol{u}_{0} \cdot \boldsymbol{u}_{1}$ and we used $\boldsymbol{R}_{o}$ for $\boldsymbol{R}_{01}(0)$ for convenience. As $\boldsymbol{u}^{2}$ concentrates on its average and $\boldsymbol{u}_{0} \cdot \boldsymbol{u}_{1} \sim d^{-3 / 2}$ is sub-leading, we have $\Delta=$ $\left\langle\boldsymbol{u}^{2}\right\rangle$ representing a typical one particle mean squared displacement, which will be solved self-consistently. Then the remaining task is to find out the effective process for $w \hat{=} u_{0, \gamma}-u_{1, \gamma} \hat{=} \hat{\boldsymbol{e}}_{\gamma} \cdot \boldsymbol{u}_{0}-\hat{\boldsymbol{e}}_{\gamma} \cdot \boldsymbol{u}_{1}$, if we now identify $\hat{\boldsymbol{e}}_{\gamma}=\hat{\boldsymbol{R}}_{o}$.

The mean-field limit $d \rightarrow \infty$ implies that the typical distance between two neighboring particles of particle 0 , say $R_{1 j}$ for particle 1 and $j(>1)$, is far beyond the interaction range (knowing that at long range $v(r) \sim r^{-d-\delta}$ with $\delta>0$ for the system to be stable). Thus, the effective random forces $\mathcal{F}_{0}$ and $\mathcal{F}_{1}$ are not correlated, as the effective neighbors of particle 0 and those of particle 1 are effectively out of the interaction range. When considering the effective dynamics of $w$, we can copy Eq.(71) for $u_{0, \gamma}$ and $u_{1, \gamma}$, but with the exception that now the direction $\hat{\boldsymbol{e}}_{\gamma}$ is not arbitrarily chosen, but is $\hat{\boldsymbol{e}}_{\gamma}=\hat{\boldsymbol{R}}_{01}(0)$. In this direction the force $\boldsymbol{\nabla} v\left(\boldsymbol{R}_{01}\right)$ must be retained as its projection on $\hat{\boldsymbol{e}}_{\gamma}$ alone is already significant, i.e. $\hat{\boldsymbol{e}}_{\gamma} \cdot \boldsymbol{\nabla} v\left(\boldsymbol{R}_{01}\right) \stackrel{d \rightarrow \infty}{=} v^{\prime}\left(R_{01}\right) \sim d$. As a result, we have the dynamics for $u_{0, \gamma}$ and $u_{1, \gamma}$
$\zeta \dot{u}_{0, \gamma}=\xi_{0, \gamma}+\mathcal{F}_{0, \gamma}-\beta \int_{0}^{t} d s \mathcal{M}(t-s) \dot{u}_{0, \gamma}(s)-v^{\prime}\left(R_{01}\right)$,
$\zeta \dot{u}_{1, \gamma}=\xi_{1, \gamma}+\mathcal{F}_{1, \gamma}-\beta \int_{0}^{t} d s \mathcal{M}(t-s) \dot{u}_{1, \gamma}(s)+v^{\prime}\left(R_{01}\right)$.

Taking the difference, we find the effective process for $w$ :

$$
\begin{align*}
\zeta \dot{w}= & -2 v^{\prime}\left(R_{o}+w+\Delta / R_{o}\right) \\
& +\xi_{w}+\mathcal{F}_{w}-\beta \int_{0}^{t} d s \mathcal{M}(t-s) \dot{w}(s), \tag{74}
\end{align*}
$$

with zero mean Gaussian noises such that

$$
\begin{align*}
& \left\langle\xi_{w}(t) \xi_{w}(s)\right\rangle_{\xi_{w}}=4 T \zeta \delta(t-s) \\
& \left\langle\mathcal{F}_{w}(t) \mathcal{F}_{w}(s)\right\rangle_{\mathcal{F}_{w}}=2 \mathcal{M}(t-s) \tag{75}
\end{align*}
$$

The mean square displacement is formally given by Eq.(71) through

$$
\begin{equation*}
\Delta(\tau)=d\left\langle u_{0, \alpha}^{2}(\tau)\right\rangle_{\xi, \mathcal{F}} \tag{76}
\end{equation*}
$$

According to Eq.(72), the solution is self-consistently given by

$$
\begin{align*}
& \mathcal{M}(\tau)= \frac{1}{d}\left\langle\left\langle v^{\prime}\left(R_{o}\right) v^{\prime}\left(R_{o}+w(\tau)+\Delta / R_{o}\right)\right\rangle_{\xi_{w}, \mathcal{F}_{w}}\right\rangle_{R_{o}} \\
&=\frac{1}{d} \int d \boldsymbol{R}_{o}\left\langle\frac{1}{N} \sum_{i \neq j} \delta\left(\boldsymbol{R}_{o}-\boldsymbol{R}_{i}+\boldsymbol{R}_{j}\right)\right\rangle_{\mathrm{init}} \\
& \times\left\langle v^{\prime}\left(R_{o}\right) v^{\prime}\left(R_{o}+w(\tau)+\Delta / R_{o}\right)\right\rangle_{\xi_{w}, \mathcal{F}_{w}} \\
&= \frac{\rho}{d} \int d \boldsymbol{R}_{o} g\left(R_{o}\right)\left\langle v^{\prime}\left(R_{o}\right) v^{\prime}\left(R_{o}+w(\tau)+\Delta / R_{o}\right)\right\rangle_{\xi_{w}, \mathcal{F}_{w}} \tag{77}
\end{align*}
$$

where $\langle\cdot\rangle_{R_{o}}$ stands for the average over equilibrium initial configurations and the radial distribution function $g(r)=$ $e^{-\beta v(r)}$ in the large dimensional limit [31-33].

## VIII. DIAGONAL APPROXIMATION

The key step in the all of our three derivations is the socalled diagonal approximation for the memory function, namely Eq.(17), Eq.(46) and Eq.(70) respectively in the three methods, which is exact for the mean-field limit $d \rightarrow \infty$. We provide extensive details of its justification in Appx.E, but here we outline the physical essence.

Take the memory function Eq.(15) as the example, which is copied here:

$$
\begin{equation*}
\left\langle\sum_{j, k} \hat{R}_{0 j, \alpha}(0) \hat{R}_{0 k, \alpha}(0) v^{\prime}\left(\tilde{R}_{0 j}(\tau)\right) v^{\prime}\left(\tilde{R}_{0 k}(0)\right)\right\rangle_{0} \tag{78}
\end{equation*}
$$

with the distance $\tilde{R}_{0 j}(\tau)$ written as

$$
\begin{equation*}
\tilde{R}_{0 j}(\tau)=R_{0 j}(0)+\tilde{y}_{0 j}(\tau)+\Delta_{u}(\tau) / 2 R_{0 j}(0) \tag{79}
\end{equation*}
$$

where $\tilde{y}_{0 j}(\tau)=\hat{\mathbf{R}}_{0 j}(0) \cdot\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}(\tau)-\tilde{\boldsymbol{u}}_{j}(\tau)\right)$ and $\Delta_{u}$ as mentioned before concentrates on its typical value.

It is clear that the correlation for a fixed pair $(j, k)$ ( $j \neq k$ ) in Eq.(78) comes from two elements: the initial condition and the fact that $\tilde{y}_{0 j}$ and $\tilde{y}_{0 k}$ are coupled through the motion of $\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}$. The second element has two implications:

- $\tilde{y}_{0 j}$ and $\tilde{y}_{0 k}$ share the same random $\left(\boldsymbol{\xi}_{0, \alpha}^{\perp}\right)$ and fluctuating $\left(\sum_{l(\neq 0, j, k)} \nabla_{\boldsymbol{\alpha}}^{\perp} v\left(\tilde{\boldsymbol{R}}_{0 l}\right)\right)$ forces, but projected into different and almost orthogonal directions, namely $\hat{\boldsymbol{R}}_{0 j}(0) \cdot \hat{\boldsymbol{R}}_{0 k}(0) \sim d^{-1 / 2}$. It makes that the correlation due to share some common random forces is very weak when $j \neq k$. In particular a factor of $d^{-1 / 2}$ smaller than when $j=k$, see Appx.E.
- $\tilde{y}_{0 j}$ and $\tilde{y}_{0 k}$ are directly coupled in a way such as (detailed in Appx.E):

$$
\begin{gathered}
\dot{\tilde{y}}_{0 j}=-\lambda(j, k) v^{\prime}\left(\tilde{R}_{0 k}\right)+\text { other terms } \\
\dot{\tilde{y}}_{0 k}=-\lambda(j, k) v^{\prime}\left(\tilde{R}_{0 j}\right)+\text { other terms }
\end{gathered}
$$

Owing to the fact that $u_{0, \alpha}$ is blocked in the reference system, the coupling coefficient $\lambda$ explicitly reads

$$
\begin{equation*}
\lambda(j, k)=\sum_{\beta(\neq \alpha)} \hat{R}_{0 j, \beta}(0) \hat{R}_{0 k, \beta}(0) \sim d^{-1 / 2} \tag{80}
\end{equation*}
$$

These two implications together with the initial condition induces that the total off-diagonal correlations, i.e. the sume $\sum_{j, k, j \neq k}$ in Eq.(78), is schematically (see Appx.E for details)

$$
\sum_{j \neq k}\left[\hat{R}_{0 j, \alpha} \hat{R}_{0 k, \alpha} \operatorname{Crr}(j, k)+\hat{R}_{0 j, \alpha} \hat{R}_{0 k, \alpha} \lambda(j, k) \operatorname{Crr}(j, j)\right],
$$

where $\operatorname{Crr}(\mathrm{i}, \mathrm{j})$ stands for the correlation between a pair before averaging over initial conditions and as just mentioned here above $\operatorname{Crr}(j, k)=d^{-1 / 2} \operatorname{Crr}(i, i)$ with arbitrary $i$ and $j \neq k$. From the above expression, the fact that $j \neq k$ and that $\lambda(j, k)$ does not contain the $\alpha$ component implies that the total off-diagonal correlation is a factor $d^{-1 / 2}$ smaller than the diagonal contribution. Hence the diagonal approximation is exact in the meanfield limit $d \rightarrow \infty$. The interested reader can investigate the detailed justifications as outlined in Appx.E.

## IX. FINAL SET OF EQUATIONS

To solve the liquid-state dynamics in the mean-field limit $d \rightarrow \infty$ where all motion occurs on a length scale $\sim 1 / d$, we need to bring the discussion of the physics back to a scale of order one. For this purpose, we rewrite Eq.(74) and the self-consistent condition Eq.(77) in terms of the gap variable $h=d(R / \ell-1)$ where $\ell \equiv 1$ and correspondingly rescale all quantities to order one. The following calculations are in line with one section 5.1.2 of reference [24] up to a factor 2 . We define

$$
\begin{equation*}
\bar{\zeta} \hat{=} \zeta / d^{2}, \quad \bar{m} \hat{=} m / d^{2}, \quad \bar{\xi}_{w} \hat{=} \xi_{w} / d, \quad \overline{\mathcal{F}}_{w} \hat{=} \mathcal{F} / d . \tag{81}
\end{equation*}
$$

Note that $v^{\prime}(R)=d \bar{v}^{\prime}(h)$, thus we define

$$
\begin{equation*}
\overline{\mathcal{M}}(\tau) \hat{=} \mathcal{M}(\tau) / d^{2}=\left\langle\left\langle\bar{v}^{\prime}\left(h_{o}\right) \bar{v}^{\prime}(h(\tau))\right\rangle_{\bar{\xi}_{w}, \overline{\mathcal{F}}_{w}}\right\rangle_{h_{o}} \tag{82}
\end{equation*}
$$

where $h_{o}=d\left(R_{o}-1\right)$. We then have

$$
\begin{align*}
& h(\tau)=h_{o}+w(\tau) d+\bar{\Delta}(\tau)+\mathcal{O}\left(d^{-1}\right) \\
& \bar{\Delta}(\tau) \hat{=} \Delta(\tau) d=\left\langle(\bar{u}(\tau))^{2}\right\rangle_{\overline{\mathcal{F}}_{w}} \\
& \bar{u}(\tau) \hat{=} d u_{0, \alpha}(\tau) \tag{83}
\end{align*}
$$

In the case where we take into account inertia, the one particle dynamics, e.g. Eq.(71) along one arbitrary component is expressed as

$$
\begin{equation*}
\bar{m} \ddot{\bar{u}}+\bar{\zeta} \dot{\bar{u}}=\bar{\xi}+\overline{\mathcal{F}}-\beta \int_{0}^{t} d s \overline{\mathcal{M}}(t-s) \dot{\bar{u}}(s) \tag{84}
\end{equation*}
$$

with $\bar{\xi}$ and $\overline{\mathcal{F}}$ Gaussian noises satisfying

$$
\begin{align*}
& \langle\bar{\xi}(t) \bar{\xi}(s)\rangle_{\bar{\xi}}=2 \bar{\zeta} T \delta(t-s), \\
& \langle\overline{\mathcal{F}}(t) \overline{\mathcal{F}}(s)\rangle_{\overline{\mathcal{F}}}=\overline{\mathcal{M}}(t-s) \tag{85}
\end{align*}
$$

The two particle process Eq.(74) now reads

$$
\begin{align*}
& \bar{m} \ddot{h}+\bar{\zeta} \dot{h}=\mathcal{B}(t)-2 \bar{v}^{\prime}(h)+\sqrt{2} \bar{\xi}+\sqrt{2} \overline{\mathcal{F}} \\
& \quad \beta \int_{0}^{t} d s \overline{\mathcal{M}}(t-s) \dot{h}(s) \\
& \mathcal{B}(t) \hat{=} \bar{m} \ddot{\bar{\Delta}}(t)+\bar{\zeta} \dot{\bar{\Delta}}(t)+\beta \int_{0}^{t} d s \overline{\mathcal{M}}(t-s) \dot{\bar{\Delta}}(s) \tag{86}
\end{align*}
$$

where the mean square displacement can be formally computed using Eq.(84):

$$
\begin{equation*}
\bar{\Delta}(t)=\left\langle(\bar{u}(t))^{2}\right\rangle_{\bar{\xi}, \overline{\mathcal{F}}}, \tag{87}
\end{equation*}
$$

which after a lengthy calculation [24] reduces to the temperature, i.e. $\mathcal{B}(t)=2 T$, in the equilibrium case. Finally taking advantage of the isotropy of the integral in Eq.(77) by working in polar coordinate, we rewrite the self-consistent condition

$$
\begin{align*}
\overline{\mathcal{M}}(\tau) & =\frac{\rho}{d} \int \Omega_{d} R_{o}^{d-1} d R_{o} e^{-\beta \bar{v}\left(h_{o}\right)}\left\langle\bar{v}^{\prime}\left(h_{o}\right) \bar{v}^{\prime}(h(\tau))\right\rangle_{\bar{\xi}, \overline{\mathcal{F}}} \\
& =\frac{\rho}{d^{2}} \int \Omega_{d}\left(1+\frac{h_{o}}{d}\right)^{d-1} d h_{o} e^{-\beta \bar{v}\left(h_{o}\right)}\left\langle\bar{v}^{\prime}\left(h_{o}\right) \bar{v}^{\prime}(h(\tau))\right\rangle_{\bar{\xi}, \overline{\mathcal{F}}} \\
& =\hat{\varphi} \int d h_{o} e^{h_{o}-\beta \bar{v}\left(h_{o}\right)}\left\langle\bar{v}^{\prime}\left(h_{o}\right) \bar{v}^{\prime}(h(\tau))\right\rangle_{\bar{\xi}, \overline{\mathcal{F}}} \tag{88}
\end{align*}
$$

where $\Omega_{d}$ the solid angle and $\hat{\varphi}=\frac{\rho \Omega_{d}}{d^{2}}$ the rescaled packing fraction if the interaction range $\ell \equiv 1$ is considered roughly to be the diameter of particles.

## X. GENERAL REMARKS ON THE $d \rightarrow \infty$ DERIVATION

All three versions of our derivation rely upon the same insight: the identification of a variable that, on the one hand, allows us to describe the tagged particle dynamics but on the other hand perturbs the dynamics of the remaining degrees of freedom to a sub-leading order of magnitude in $d$. This leads to the possibility of neglecting higher-order corrections when $d \rightarrow \infty$. We note that
had we chosen as our variable of interest the full tagged particle displacement $\mathbf{u}_{0}(t)$ instead of $u_{0, \alpha}(t)$, then the perturbation theory would have lead to a series in which successive terms are of increasing, rather than decreasing, power of dimension (as explicitly discussed in Sec.II, see also a footnote in Sec.VI). Thus, the DMFT equations found above can only be obtained if a component of the tagged particle coordinate is used. As a consequence, the pioneering work of Ref.[8] can only be considered as an approximate treatment. As a final note of caution, we stress that our whole derivation assumes time scales that do not diverge with $d$. This is a fundamental ingredient in all the scalings we have used.

Our simple approach to liquid-state DMFT opens up the possibility of the controlled description of the $d \rightarrow \infty$ dynamics for many systems, ranging from the dynamics of active particles to the single particle dynamics in random environment, e.g. the random Lorentz gas [18]. The latter problem was recently analyzed starting from a $d$-dimensional system and then added one additional dimension rendering the system $d+1$ dimensional, see Biroli et al.[34]. This approach was inspired by an earlier analysis of the spherical perceptron[35] by Agoritsas et al.[24]. As outlined in the following section, our present approach offers an alternative derivation of the random Lorentz gas in the large dimensional limit $[34,36]$. Importantly, it is more transparent and controlled in that it allows one to estimate the magnitude of terms neglected in the analysis. Finally, in Sec.XII, we sketch perhaps the most important use of the approach outline here, namely the extension to a cluster DMFT, which will be developed and analyzed in detail in future work.

## XI. RANDOM LORENTZ GAS

The random Lorentz gas (RGL) problem can be defined as follows. Take at random a configuration of particle positions $\left\{\boldsymbol{R}_{0},\left\{\boldsymbol{R}_{j}\right\}_{j>0}\right\}$ from the equilibrium Boltzmann distribution as defined by $\propto$ $\exp \left(-\beta\left[\sum_{k>i \geq 0} v\left(\boldsymbol{R}_{i}-\boldsymbol{R}_{k}\right)\right]\right)$, then fix particle positions $\boldsymbol{R}_{j>0}$ and let only particle $\boldsymbol{R}_{0}$ move according to the following dynamics

$$
\begin{equation*}
\zeta \dot{\boldsymbol{R}}_{0}=\boldsymbol{\xi}_{0}-\sum_{j>0} \nabla v\left(\boldsymbol{R}_{0}-\boldsymbol{R}_{j}\right) \tag{89}
\end{equation*}
$$

We note that the random Lorentz gas problem defined above differs from the problem considered in Ref. [34, 36]. In the latter problem the fixed particles are distributed independently and thus may overlap. Since in the $d \rightarrow \infty$ limit three-particle and higher order correlations are negligible, the difference between these two models disappears in this limit.

The dynamics of the random Lorentz gas can be viewed as a specific case of the standard $N \rightarrow \infty$ particle problem where the particle zero $\boldsymbol{R}_{0}$ moves as in Eq.(89) and
particles $\boldsymbol{R}_{j>0}$ follow

$$
\begin{equation*}
\zeta^{*} \dot{\boldsymbol{R}}_{j}=\boldsymbol{\xi}_{j}-\sum_{i \neq 0} \nabla v\left(\boldsymbol{R}_{j}-\boldsymbol{R}_{i}\right) \tag{90}
\end{equation*}
$$

within the limit $\zeta / \zeta^{*} \rightarrow 0$. Using a simple diffusion argument, one concludes

$$
\begin{equation*}
\frac{\left(\boldsymbol{R}_{j}(t)-\boldsymbol{R}_{j}(0)\right)^{2}}{\left(\boldsymbol{R}_{0}(t)-\boldsymbol{R}_{0}(0)\right)^{2}} \sim \frac{\zeta}{\zeta^{*}} \rightarrow 0 \tag{91}
\end{equation*}
$$

i.e. the particles $j>0$ are immobile compared with particle zero. In addition, since we keep the same interaction potential, the equilibrium measure of the configuration of particle positions remains the same.

This situation allows us to apply our method for deriving the mean-field theory of the RLG problem. We only need to accommodate the previous results of standard DMFT according to the limit $\zeta / \zeta^{*} \rightarrow 0$ to obtain the correct equations. For the one particle (particle $\boldsymbol{R}_{0}$ ) process of the RLG, the exact same calculation applies and leads to the same equation as found in Eq.(71) except that $\boldsymbol{u}_{j}=0$ in the argument of $\mathcal{F}_{0}$ for particles $j>0$, which are immobile.

To solve the memory kernel in the one particle process, we need the two particle process in the limit $\zeta / \zeta^{*} \rightarrow 0$, for which we may multiply $\zeta / \zeta^{*}$ on both sides of the second line of Eq.(73) and take the difference to obtain the dynamics of $\zeta \frac{d}{d t}\left(\boldsymbol{R}_{0}-\boldsymbol{R}_{1}\right)$. Because of the multiplication by $\zeta / \zeta^{*}$ of all members of the second equation of Eq.(73), all forces coming from the second line of Eq.(73) are neglected and so is the motion of particle $j$ inside the bare force term between the two particles. Thus, defining now $w(t) \hat{=} \hat{\boldsymbol{e}}_{\gamma} \cdot(\boldsymbol{W}(t)-\boldsymbol{W}(0))$ with $\hat{\boldsymbol{e}}_{\gamma} \hat{=}\left(\boldsymbol{R}_{0}(0)-\boldsymbol{R}_{j}(0)\right) /\left|\boldsymbol{R}_{0}(0)-\boldsymbol{R}_{j}(0)\right|$, we have

$$
\begin{align*}
\zeta \dot{w} & =-v^{\prime}\left(R_{0 j}^{*}+w+\frac{\Delta_{\boldsymbol{u}}}{2 R_{0 j}^{*}}\right)  \tag{92}\\
& +\xi_{\gamma}+\mathcal{F}_{\gamma}(t)-\beta \int_{0}^{t} d s\left\langle\mathcal{F}_{\gamma}(t) \mathcal{F}_{\gamma}(s)\right\rangle \dot{w}(s) \tag{93}
\end{align*}
$$

where $\Delta_{\boldsymbol{u}}(t) \hat{=}\langle\boldsymbol{u}(t) \cdot \boldsymbol{u}(t)\rangle=\left\langle\left(\boldsymbol{R}_{0}(t)-\boldsymbol{R}_{0}(0)\right)^{2}\right\rangle$ is the mean square displacement which can be expressed by the one particle process of the RLG.

## XII. PERSPECTIVE ON CLUSTER DMFT

In order to study the slow dynamics of supercooled liquids in low spatial dimensions, we sketch the construction of a cluster DMFT (cDMFT) here, inspired by work in the study of correlated quantum systems $[4,5]$. The sharp dynamical transition found in the DMFT[7, 37] is smeared out in low dimensional supercooled liquids, a fact attributable to collective motion of particles within a spatial range possibly associated to the "point-to-set" length [12, 38, 39]. This collective motion is absent in the mean-field theory, as it accounts only for correlations within a pair of particles. To incorporate correlations among several particles and still keep the theory

tractable, we consider a cluster (containing several particles), instead of just one particle, embedded in a selfconsistent bath composed of other equivalent clusters. This idea is sketched in Fig.2. By analogy with DMFT, we expect this approach to include a subset of higher order terms in $1 / d$, leading to equations of the form

FIG. 2. Illustration of the real-space meaning of liquid-state cluster dynamical mean-field theory.

$$
\begin{align*}
& \zeta \dot{\boldsymbol{u}}_{1}=\boldsymbol{\xi}_{1}+\mathcal{F}_{1}-\nabla v\left(\boldsymbol{R}_{12}\right)+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{12}\right)-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{self}}(\tau) \dot{\boldsymbol{u}}_{1}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{cross}}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{2}\left(t-\tau^{\prime}\right) d \tau^{\prime} \\
& \zeta \dot{\boldsymbol{u}}_{2}=\boldsymbol{\xi}_{2}+\mathcal{F}_{2}-\nabla v\left(\boldsymbol{R}_{21}\right)+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{21}\right)-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{self}}(\tau) \dot{\boldsymbol{u}}_{2}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{cross}}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{1}\left(t-\tau^{\prime}\right) d \tau^{\prime} \tag{94}
\end{align*}
$$

where $\boldsymbol{F}^{\mathrm{pmf}}$ is the potential mean force due to the inter-
action between the cluster and its environment and the fluctuating forces $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ satisfy

$$
\begin{align*}
& \left\langle\mathcal{F}_{1, \mu}(\tau) \otimes \mathcal{F}_{1, \nu}(s)\right\rangle=\left\langle\mathcal{F}_{2, \mu}(\tau) \otimes \mathcal{F}_{2, \nu}(s)\right\rangle=\delta_{\mu \nu} \mathcal{M}_{\text {self }}(\tau-s) \\
& \left\langle\mathcal{F}_{1, \mu}(\tau) \otimes \mathcal{F}_{2, \nu}(s)\right\rangle=\left\langle\mathcal{F}_{2, \mu}(\tau) \otimes \mathcal{F}_{1, \nu}(s)\right\rangle=\delta_{\mu \nu} \mathcal{M}_{\mathrm{cross}}(\tau-s) \tag{95}
\end{align*}
$$

Since physically, $\mathcal{F}_{1}=-\sum_{j>2} \boldsymbol{\nabla} v\left(\boldsymbol{R}_{1 j}\right)$ and $\mathcal{F}_{2}=$ $-\sum_{j>2} \boldsymbol{\nabla} v\left(\boldsymbol{R}_{2 j}\right)$, to solve the memory kernels $\mathcal{M}_{\text {self }}$ and $\mathcal{M}_{\text {cross }}$, one needs to write down a two-cluster process dy-
namics. If a second cluster is composed of particles 3 and 4 , the entire set of two-cluster equations is written

$$
\begin{align*}
& \zeta \dot{\boldsymbol{u}}_{1}=\boldsymbol{\xi}_{1}+\mathcal{F}_{1}+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{12}\right)-\nabla v\left(\boldsymbol{R}_{12}\right)-\nabla v\left(\boldsymbol{R}_{13}\right)-\nabla v\left(\boldsymbol{R}_{14}\right)-\beta \int_{0}^{t} \mathcal{M}_{\text {self }}(\tau) \dot{\boldsymbol{u}}_{1}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{cross}}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{2}\left(t-\tau^{\prime}\right) d \tau^{\prime} \\
& \zeta \dot{\boldsymbol{u}}_{2}=\boldsymbol{\xi}_{2}+\mathcal{F}_{2}+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{21}\right)-\nabla v\left(\boldsymbol{R}_{21}\right)-\nabla v\left(\boldsymbol{R}_{23}\right)-\nabla v\left(\boldsymbol{R}_{24}\right)-\beta \int_{0}^{t} \mathcal{M}_{\text {self }}(\tau) \dot{\boldsymbol{u}}_{2}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{cross}}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{1}\left(t-\tau^{\prime}\right) d \tau^{\prime} \\
& \zeta \dot{\boldsymbol{u}}_{3}=\boldsymbol{\xi}_{3}+\mathcal{F}_{3}+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{34}\right)-\boldsymbol{\nabla} v\left(\boldsymbol{R}_{31}\right)-\nabla v\left(\boldsymbol{R}_{32}\right)-\boldsymbol{\nabla} v\left(\boldsymbol{R}_{34}\right)-\beta \int_{0}^{t} \mathcal{M}_{\text {self }}(\tau) \dot{\boldsymbol{u}}_{3}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\mathrm{cross}}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{4}\left(t-\tau^{\prime}\right) d \tau^{\prime} \\
& \zeta \dot{\boldsymbol{u}}_{4}=\boldsymbol{\xi}_{4}+\mathcal{F}_{4}+\boldsymbol{F}^{\mathrm{pmf}}\left(\boldsymbol{R}_{43}\right)-\nabla v\left(\boldsymbol{R}_{41}\right)-\boldsymbol{\nabla} v\left(\boldsymbol{R}_{42}\right)-\nabla v\left(\boldsymbol{R}_{43}\right)-\beta \int_{0}^{t} \mathcal{M}_{\text {self }}(\tau) \dot{\boldsymbol{u}}_{4}(t-\tau) d \tau-\beta \int_{0}^{t} \mathcal{M}_{\text {cross }}\left(\tau^{\prime}\right) \dot{\boldsymbol{u}}_{3}\left(t-\tau^{\prime}\right) d \tau^{\prime} \tag{96}
\end{align*}
$$

From these equations, the memory kernels can be solved self-consistently by computing the correlations among
the bare forces among the four particles. A full derivation of these equations and their numerical treatment will be contained in a future publication.

## XIII. CONCLUSIONS

In this paper we outline an interconnected set of direct and physically transparent routes to obtaining the exact dynamics of a liquid interacting via short ranged forces in $d \rightarrow \infty$. The unifying feature of these approaches is the identification of the tagged particle displacement along a single component of space as the "cavity" variable whose influence on all other degrees of freedom is controllably small. Along with a dimensional scaling analysis, the use of this variable allows us to connect the cavity and projection operator methods of statistical mechanics, unify the behavior of Newtonian and Brownian fluids, and find facile solutions to the exact closed dynamics of venerable models of slow dynamics, such as that of the Lorentz gas in $d \rightarrow \infty$. Future work will be focused in two directions. First, our approach should provide a simple route to the full dynamics of other interesting liquid state problems in the high dimensional limit. One such example is the behavior of active hard spheres, where the $d \rightarrow \infty$ steady-state properties have recently been explicated[40]. Perhaps more ambitiously, we plan to take inspiration from the treatment of correlated electronic problems, where, for example, the exact behavior of local properties of the Hubbard model in $d \rightarrow \infty$ can be extended systematically to lower dimensions via a "cluster" DMFT approach. The scaling approach presented here enables the formulation of such cluster approaches for classical fluids, providing a promising path towards the grand challenge goal of a theory that can quantitatively treat glassy dynamics in low space dimensions.
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## Appendices

The appendix provides all supporting information that is not found in the main text. Appx.A, B, C discuss general aspect of dimensional scales of various dynamic variables in the $d \rightarrow \infty$ mean-field limit, as well as simplifications implied purely by geometry, which serve to show in detail (Appx.D) that the memory kernels for one and two par-
ticle processes are identical in the $d \rightarrow \infty$ limit. Appx.E justifies explicitly the key element of our work, the diagonal approximation, corresponding to Eq.(17), Eq.(46) and Eq.(70) in the main text for the three methods. Appx.E presents some important general arguments, and can be read independently.

## Appendix A: Dimensional scale of displacement

There is an intuitive way to derive the scaling of the displacement $\boldsymbol{u}$ with the dimension $d$ large. It is established that for the energy of the system to be extensive in large dimensions, the interaction potential needs to satisfy

$$
\begin{equation*}
v(r) \propto|r / \ell|^{-d-\delta} \quad \text { with } \delta>0 \tag{A1}
\end{equation*}
$$

where $\ell \equiv 1$ sets the interaction range [14]. Assuming that we study the system within a time scale where the interaction potential plays a role for the physics, meaning that $v(r)$ neither diverges nor vanishes, implies that $r$ should be close to 1 and in particular the fluctuation of $\Delta r \hat{=} r-1$ should satisfy

$$
\begin{equation*}
v(1+\Delta r) \propto(1+\Delta r)^{-d-\delta} \sim 1 \tag{A2}
\end{equation*}
$$

Discarding the $\delta \sim 1$ in front of $d, \Delta r$ should be of order $d^{-1}$ for the above equation to be satisfied. Since $v \sim 1$ as well as $d \Delta r=d(r-1) \sim 1$, a natural variable change leads to

$$
\begin{equation*}
v(r) \equiv \bar{v}(d(r / \ell-1)) \tag{A3}
\end{equation*}
$$

as mentioned in the main text.
If $\boldsymbol{r}(t)=\boldsymbol{r}(0)+\boldsymbol{u}(t)$, where $r(0)=|\boldsymbol{r}(0)| \sim 1$ and $\boldsymbol{u}=\boldsymbol{u}_{0}-\boldsymbol{u}_{1}$ is the relative displacement between two interacting particles, labeled " 0 " and " 1 ", then we have, up to the first order in the Taylor expansion,

$$
\begin{equation*}
r(t) \approx r(0)+\hat{\boldsymbol{r}}(0) \cdot \boldsymbol{u}(t)+\frac{\boldsymbol{u}^{2}}{2 r(0)} \tag{A4}
\end{equation*}
$$

We deduce $\hat{\boldsymbol{r}}(0) \cdot \boldsymbol{u}+\boldsymbol{u}^{2} \sim \Delta r \sim d^{-1}$, where $\hat{\boldsymbol{r}}(0) \cdot \boldsymbol{u}$ can be viewed as an arbitrary component of $\boldsymbol{u}$. This implies $u_{\mu} \sim u_{0, \mu} \sim u_{1, \mu} \sim d^{-1}$ for arbitrary component $\mu$ and $\boldsymbol{u}^{2}=\sum_{\mu=1}^{d} u_{\mu}^{2} \sim d\left(d^{-1}\right)^{2} \sim d^{-1}$. Note that $u_{\mu}$ is fluctuating in amplitude of order $d^{-1}$ around 0 , while $\boldsymbol{u}^{2}$ has a positive value of order $d^{-1}$. Actually we have $\boldsymbol{u}^{2}=\boldsymbol{u}_{1}^{2}+\boldsymbol{u}_{2}^{2}-2 \boldsymbol{u}_{1} \cdot \boldsymbol{u}_{2}$. The cross product is sub-leading as $2 \sum_{\mu=1}^{d} u_{0, \mu} u_{1, \mu} \sim d^{1 / 2} d^{-1} d^{-1} \sim d^{-3 / 2}$, where the summation $\sum_{\mu=1}^{d}$ contributes an order $d^{1 / 2}$ since it runs over terms alternating in sign. The square term e.g. $\boldsymbol{u}_{0}^{2}=\sum_{\mu=1}^{d} u_{0, \mu}^{2}$ sums up $d$ positive terms of order $d^{-2}$, thus gives a positive value of order $d^{-1}$. The fluctuation of $\boldsymbol{u}_{0}^{2}$ can be estimated using central limit theorem as $\sqrt{d\left(\left\langle u_{0, \mu}^{4}\right\rangle-\left\langle u_{0, \mu}^{2}\right\rangle^{2}\right)} \sim \sqrt{d d^{-4}} \sim d^{-3 / 2}$, thus sub-leading. That is $\Delta_{u}$ and $\Delta_{w}$ (defined in the main
text) concentrate on the its average as twice of the meansquare displacement.

In Eq.(2) of the main text, the dimensional scaling of the summation of the forces due to effectively interacting particles (i.e. nearest neighboring particles see Appx.B) along an arbitrary component is estimated based on $v^{\prime}=$ $d \bar{v}^{\prime} \sim d$ and $\sum_{\mu=1}^{d} \hat{R}_{\mu}^{2}=1 \Longrightarrow \hat{R}_{\mu} \sim d^{-1 / 2}:$

$$
\begin{equation*}
\sum_{j(\neq i)}^{\sim d} \nabla_{\alpha} v=\sum_{j(\neq i)}^{\sim d} \hat{R}_{i j, \alpha} v^{\prime} \sim d^{1 / 2} d^{-1 / 2} d \sim d \tag{A5}
\end{equation*}
$$

where we assumed in a large $d$ dimensional space, the number of nearest neighbor is order $\mathcal{O}(d)$ and the summation $\sum_{j(\neq i)}^{\sim d}$ contributes an order of $d^{1 / 2}$ as the summed terms alternates in sign. All other scaling relations such as $\zeta \sim m \sim d^{2}$ (which implies $\xi_{\mu} \sim d$ ) are natural for balancing along each component the exact dynamic equations Eq.(1) of the main text.

## Appendix B: General considerations of the dynamics in $d \rightarrow \infty$ limit

In this section, we justify, from a geometric point of view, that the dynamics in the mean-field limit $d \rightarrow \infty$ reduces to a canonical form, namely: (i) For each particle, only the interactions with its first neighbors play a role for its dynamics. (ii) The probability that a third particle interacts simultaneously with two particles that are first neighbors to each other is exponentially small in $d$, i.e. there are effectively no loops of interactions, which makes an infinite dimensional system behave as the Mari-Krzakala-Kurchan model [41].

According to the infinite dimensional potential Eq.(A1), the force received from a particle lying in the second coordination shell is $\mathcal{O}\left(2^{-d}\right)$ times smaller than from a first neighbor particle. Knowing that the force along an arbitrary component $\hat{\boldsymbol{e}}_{\alpha}$ due to a particle of the nearest neighbors is order $\hat{r}_{\alpha} v^{\prime} \sim d^{-1 / 2} d \sim d^{1 / 2}$, the same component of the force from a second nearest neighbor particle is order $2^{-d} d^{1 / 2}$. Meanwhile, there are a much larger number of particles in the second coordination shell, as the volume of the second coordination shell is about $2^{d}$ times larger than the first coordination shell. However when summing up forces coming from all directions, the summation over particles in the second coordination contributes only a order of magnitude $2^{d / 2} d^{1 / 2}$, given that there are $\mathcal{O}(d)$ particles in the first coordination shell. Thus the overall $\alpha$ component of the force coming from the second nearest neighbors is order $2^{d / 2} 2^{-d} d \sim 2^{-d / 2} d$, which is exponentially smaller in $d$ than the force from the nearest neighbors. As a consequence, each particle effectively interacts only with its nearest neighbors.

To justify the second statement mentioned at the beginning of this section, we consider two particles labelled 0 and 1 lying in the shell of the nearest neighbors of each
other, i.e. $\left|\boldsymbol{R}_{0}-\boldsymbol{R}_{1}\right| \sim \ell \equiv 1$. We define a region $I$

$$
\begin{equation*}
I \hat{=}\left\{\boldsymbol{x} \mid\left(\boldsymbol{x}-\boldsymbol{R}_{0}\right)^{2}=\left(\boldsymbol{x}-\boldsymbol{R}_{1}\right)^{2}=\ell \equiv 1\right\} \tag{B1}
\end{equation*}
$$

where particles lie in the shell of the nearest neighbors of both particles 0 and 1 , thus interacting with them both. We set $\boldsymbol{R}_{0}=\mathbf{0}$ and $\boldsymbol{R}_{1}=\hat{\boldsymbol{e}}_{1}$, where $\hat{\boldsymbol{e}}_{1}$ is one component direction of the Cartesian coordinates. The region $I$ can then be explicitly written as

$$
\begin{equation*}
x_{1}=1 / 2, \quad \sum_{\mu=2}^{d} x_{\mu}^{2}=3 / 4 \tag{B2}
\end{equation*}
$$

which defines a $d-1$-ball of radius $\sqrt{3} / 2$ giving a volume $V_{I}$ of order $(\sqrt{3} / 2)^{d-2} \frac{\pi^{(d-1) / 2}}{\Gamma((d-1) / 2)}$. Knowing that the first coordination shell is a $d$-ball of radius 1 occupying a volume $V_{1 \text { st }}$ of order $\frac{\pi^{d / 2}}{\Gamma(d / 2)}$, the portion of particles interacting with both particles 0 and 1 among the nearest neighbors of either one is then $V_{I} / V_{1 \mathrm{st}} \sim(\sqrt{3} / 2)^{d}$, which is exponentially small in $d$. Thus the interaction loops of third or higher orders can be neglected in the mean-field theory.

With the above arguments, we derive the following statement. In the mean-field limit, when considering the dynamics of two interacting particles embedded among others, the fluctuating forces and the associated responding friction on each of the two particles are exactly the same as when considering the dynamics of only one particle embedded in the bath of other particles. Because of (i) and (ii), we can assign a tree graph $G(V, E)$ for the effective interactions among particles, using particles as the vertices $V$ and edges $E$ for effective interactions. In this case, the system is expected to behave similarly to the Mari-Krzakala-Kurchan model. This simplification gives way for important implications on the Boltzmann weight on the configuration space of particle positions in the mean-field limit $d \rightarrow \infty$, which we detail in the next section.

## Appendix C: Boltzmann weight in the limit $d \rightarrow \infty$

The true Boltzmann weight on the configuration space of particle positions is formally written

$$
\begin{equation*}
e^{-\beta \sum_{i<j} v\left(\boldsymbol{R}_{i}-\boldsymbol{R}_{j}\right)} \tag{C1}
\end{equation*}
$$

According to Appx.B, the situation such as $v\left(\boldsymbol{R}_{1}-\right.$ $\left.\boldsymbol{R}_{2}\right) \sim v\left(\boldsymbol{R}_{2}-\boldsymbol{R}_{3}\right) \sim v\left(\boldsymbol{R}_{3}-\boldsymbol{R}_{1}\right) \sim \mathcal{O}(1)$, or those that imply higher order loops are intrinsically extremely improbable in the limit $d \rightarrow \infty$ for purely geometric reasons. As a consequence, the Boltzmann weight on the entire space can be partitioned into sub-domains, each of them $\mathcal{V}(G)$ being associated with a tree graph $G(V, E)$. A certain tree graph $G(V, E)$ representing effective interactions among particles holds for a configuration $\left\{\boldsymbol{R}_{i}\right\}_{i}$, if and only if $\left\{\boldsymbol{R}_{i}\right\}_{i} \in \mathcal{V}(G)$. Each vertex $i \in V$ is labelled by the particle $\boldsymbol{\boldsymbol { R } _ { i }}$. An edge $(i, j) \in E$ states that the two adjacent particles stay in the range of interaction,
i.e. $\left|\boldsymbol{R}_{i}-\boldsymbol{R}_{j}\right|=1+h_{i j} / d$, with $\left|h_{i j}\right| \sim \mathcal{O}(1)$. A missing edge $(i, k) \notin E$ means the two particles are far apart $\left|\boldsymbol{R}_{i}-\boldsymbol{R}_{k}\right| \gtrsim 2$. Note that different interaction graphs can be obtained by permuting vertices labels. Thus all subdomains $\mathcal{V}(G)$ for different graphs are statistically equivalent and we only need to study the Boltzmann weight on a sub-domain $\mathcal{V}(G)$ of a particular graph, for it is representative of that on the entire configuration space.

Let's consider a particular graph $G(V, E)$ where the "central" vertex labelled by particle $\boldsymbol{R}_{0}$ interacts with $\mathcal{O}(d)$ neighbors including particle $\boldsymbol{R}_{1}$. The Boltzmann weight on $\mathcal{V}(G)$ then simplifies to

$$
\begin{align*}
& P_{C}\left(\boldsymbol{R}_{0}, \boldsymbol{R}_{1}, \ldots\right)=\frac{1}{Z_{C}} e^{-\beta \frac{1}{2} \sum_{i} \sum_{j \in \partial_{i}} v\left(\boldsymbol{R}_{i}-\boldsymbol{R}_{j}\right)} \\
&=\frac{1}{Z_{C}} e^{-\beta \sum_{(i j) \in E} v\left(\boldsymbol{R}_{i}-\boldsymbol{R}_{j}\right)} \\
& \text { with }\left(\boldsymbol{R}_{0}, \boldsymbol{R}_{1}, \ldots\right) \in \mathcal{V}(G) \tag{C2}
\end{align*}
$$

where $\partial_{i} \equiv\{j \mid(i j) \in E\}$ represents the neighbors of particle $i$ and $Z_{C}$, the normalization, reads

$$
Z_{C}=\int_{\mathcal{V}(G)} d \boldsymbol{R}_{0} d \boldsymbol{R}_{1} d \boldsymbol{R}_{2} \ldots e^{-\beta \sum_{(i j) \in E} v\left(\boldsymbol{R}_{i}-\boldsymbol{R}_{j}\right)}(\mathrm{C} 3)
$$

It is then easy to get rid of the couplings between integrated variables by performing the following changes of variables. Firstly, thanks to the tree structure, the vertices can be categorized by "layers" at different graph distances from the "central" vertex particle 0 . The $m$-th layer $V_{m}$ consists of all the vertices to be reached from particle 0 by $m$ edges (the 0 -th layer being just particle 0 itself). Hence, $V_{m}$ contains $d(d-1)^{m-1} \sim d^{m}$ particles (vertices). Secondly, instead of working with the particles' absolute positions, it is convenient to work with the relative position of a particle of layer $V_{m}$ with respect to its unique neighbor in layer $V_{m-1}$. For the $m$-th layer we have the relative positions $D_{m} \equiv\left\{\boldsymbol{R}_{k l} \hat{=} \boldsymbol{R}_{k}-\boldsymbol{R}_{l}, k \in\right.$ $\left.V_{m}, l \in V_{m-1},(k, l) \in E\right\}$ and $D_{0} \equiv\left\{\boldsymbol{R}_{0}\right\}$.

Yet, the domain of integration $\mathcal{V}(G)$ is still a complex object to be clarified. With the above changes of variables, it is easy to recognize that $\mathcal{V}(G)$ is a subset of $\overline{\mathcal{V}}(G)$ defined as

$$
\begin{equation*}
\overline{\mathcal{V}}(G) \hat{=}\left\{\boldsymbol{R}_{0} \in \mathbb{R}^{d}\right\} \times \prod_{(i j) \in E}\left\{\boldsymbol{R}_{i j} \in \mathbb{S}_{d-1}\right\} \tag{C4}
\end{equation*}
$$

where $\mathbb{S}_{d-1}$ represents a volumetric shell of tiny but finite $\mathcal{O}\left(d^{-1}\right)$ thickness attached to the $(d-1)$-sphere of radius 1 centered at $\mathbf{0}$. Thus the Boltzmann weight in Eq.(C2) can be expressed

$$
\begin{align*}
P_{C}= & \frac{1}{Z_{C}} e^{-\beta\left(\sum_{i j \in E} v\left(\boldsymbol{R}_{i j}\right)+\sum_{i} \sum_{k<l, \in \partial_{i}} v\left(\boldsymbol{R}_{i k}-\boldsymbol{R}_{i l}\right)\right)} \\
Z_{C}= & \int_{\overline{\mathcal{V}}(G)} d \boldsymbol{R}_{0} \prod_{(i j) \in E} d \boldsymbol{R}_{i j} \\
& e^{-\beta\left(\sum_{i j \in E} v\left(\boldsymbol{R}_{i j}\right)+\sum_{i} \sum_{k<l, \in \partial_{i}} v\left(\boldsymbol{R}_{i k}-\boldsymbol{R}_{i l}\right)\right)}, \tag{C5}
\end{align*}
$$

where the first sum contains all effective interactions stated by the graph and the second term prevents particles ( $k$ and $l$ ) neighboring to a common one (particle $i$ )
from overlapping. However, a pure geometric argument similar to the one of Appx.B leads to the conclusion that two particles both sitting in the first coordination shell $\left(\mathbb{S}_{d-1}\right)$ of a third one have extremely small (exponentially small in $d$ ) probability to overlap even without interactions between them. Formally one can show, with $\theta(x)$ denoting the Heaviside function

$$
\frac{1}{\mathbb{S}_{d-1}^{2}} \int_{\mathbb{S}_{d-1}^{2}} d \boldsymbol{R} d \boldsymbol{R}^{\prime} \theta\left(1+d^{-1}-\left|\boldsymbol{R}-\boldsymbol{R}^{\prime}\right|\right) \lesssim\left(\frac{\sqrt{3}}{2}\right)^{d}
$$

That is, we can release the domain-constraint $\mathcal{V}(G)$ to $\overline{\mathcal{V}}(G)$ for the Boltzmann weight in Eq.(C2) and conclude

$$
\begin{equation*}
P_{C}=\frac{1}{Z_{C}} \prod_{(i j) \in E} e^{-\beta v\left(R_{i j}\right)}, \quad \boldsymbol{R}_{i j} \in \mathbb{S}_{d-1}, \forall(i j) \in E \tag{C6}
\end{equation*}
$$

Thus we not only decouple the integrated variables but also we integrate them independently and freely in $\mathbb{S}_{d-1}$. This effectively simplified Boltzmann weight on the configuration space plays an important intermediate step when investigating the derived force-force correlations using the projection operator formalism in the following sections.

Note that Eq.(C5) and Eq.(C6) neglect the boundary condition for a finite system, which is necessary for computing the equation of state by direct integration of the partition function as the thermodynamic limit is taken only after the free energy is obtained for a finite system. For our purpose (in Appx.D) of discussing the dynamics, these equations help to clarify the fact locally the integration variables $\boldsymbol{R}_{i j}$ can be treated as independent from each other in the large system size limit.

## Appendix D: Negligible difference between $\mathcal{P}$ and $\mathcal{P}_{2}$

The difference between the averages using $\mathcal{P}=\langle\cdot\rangle_{0}$ and $\mathcal{P}_{2}=\langle\cdot\rangle_{2}$ comes from the different domains of integration over the configuration space of particle positions. Using the Boltzmann weight of Eq.(C6), the projection $\mathcal{P}$, after integrating out momentum, can be expressed as

$$
\begin{align*}
\mathcal{P} \bullet= & \frac{1}{\hat{Z}_{0}} \int_{\mathbb{S}_{d-1}} d \boldsymbol{R}_{01} e^{-\beta v\left(R_{01}\right)} \\
& \cdot \prod_{(i j) \in E \backslash(01)} \int_{\mathbb{S}_{d-1}} d \boldsymbol{R}_{i j} e^{-\beta v\left(R_{i j}\right)} \bullet \tag{D1}
\end{align*}
$$

where the integration over $d \boldsymbol{R}_{0, \alpha}^{\perp}$ is discarded by translation invariance and thus $\mathcal{P}$ is equivalent to the equilibrium thermal average. Similarly, the projection for the
two particle computation is expressed as

$$
\begin{align*}
\mathcal{P}_{2} \bullet= & \frac{1}{Z_{2}^{*}} \int_{\mathbb{S}_{d-1}} d \boldsymbol{R}_{01} \delta\left(R_{01, \alpha}-R_{\alpha}^{*}\right) e^{-\beta v\left(R_{01}\right)} \\
& \prod_{(i j) \in E \backslash(01)} \int_{\mathbb{S}_{d-1}} d \boldsymbol{R}_{i j} e^{-\beta v\left(R_{i j}\right)} \bullet \tag{D2}
\end{align*}
$$

where $R_{\alpha}^{*}$ is the chosen fixed distance along direction $\alpha$ between the two particles and $Z_{2}^{*}$ depending on $R_{\alpha}^{*}$ is the adapted normalization factor.

By changing to polar coordinates, the restricted integration Eq.(D2) and its relation with $\mathcal{P}$ can be clearly illustrated because of the spherical symmetry of the integration domain $\mathbb{S}_{d-1}$ and the energy $v(R)$. We will use $\boldsymbol{R}$ for $\boldsymbol{R}_{01}(0)$ (the "(0)" is retained to emphasize the initial condition when considering dynamics) throughout this section for shortening the notation. The polar coordinates $\left(R, \phi_{1}, \phi_{2}, \ldots, \phi_{d-1}\right)$ are defined in the following way, setting the direction $\alpha$ as the "first" direction by an arbitrary choice

$$
\begin{align*}
R_{\alpha} \equiv R_{1} & =R \cos \phi_{1} \\
R_{2} & =R \sin \phi_{1} \cos \phi_{2} \\
R_{3} & =R \sin \phi_{1} \sin \phi_{2} \cos \phi_{3} \\
& \ldots \\
R_{d-1} & =R \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{d-2} \cos \phi_{d-1}  \tag{D3}\\
R_{d} & =R \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{d-2} \sin \phi_{d-1} .
\end{align*}
$$

The restricted integral

$$
\begin{equation*}
\int_{\mathbb{S}_{d-1}} d \boldsymbol{R} \delta\left(R_{\alpha}-R_{\alpha}^{*}\right) e^{-\beta v(R)} \tag{D4}
\end{equation*}
$$

is expressed in polar coordinates

$$
\begin{gather*}
\int_{|R-1| \lesssim d^{-1}} R^{d-1} d R\left(\prod_{s=1}^{d-2} \int_{0}^{\pi} d \phi_{s}\left(\sin \phi_{s}\right)^{d-1-s}\right) \\
\int_{0}^{2 \pi} d \phi_{d-1} \delta\left(R \cos \phi_{1}-R_{\alpha}^{*}\right) e^{-\beta v(R)} \bullet \tag{D5}
\end{gather*}
$$

Integrating first over $\phi_{1}$ leads to

$$
\begin{align*}
& \int_{|R-1| \lesssim d^{-1}} R^{d-2} d R\left(\prod_{s=2}^{d-2} \int_{0}^{\pi} d \phi_{s}\left(\sin \phi_{s}\right)^{d-1-s}\right) \\
& \int_{0}^{2 \pi} d \phi_{d-1}\left(\sin \phi_{1}^{*}\right)^{d-3} e^{-\beta v(R)} \bullet \\
& \equiv \int_{\mathbb{S}_{d-2}} d \boldsymbol{R}^{\perp}\left(\sin \phi_{1}^{*}\right)^{d-3} e^{-\beta v\left(\left|\boldsymbol{R}^{\perp}\right|\right)} \bullet \tag{D6}
\end{align*}
$$

where $\phi_{1}^{*}$ satisfies $\cos \phi_{1}^{*}=R_{\alpha}^{*} / R$. Note that $R_{\alpha}^{*} \sim d^{-1 / 2}$. To the leading order, we have $\phi_{1}^{*} \approx \pi / 2-R_{\alpha}^{*} / R$ and thus $\sin \phi_{1}^{*} \approx 1-\left(R_{\alpha}^{*} / R\right)^{2}$, implying $\left(\sin \phi_{1}^{*}\right)^{d-3} \approx$ $\exp \left(-d\left(R_{\alpha}^{*} / R\right)^{2}\right)$. Since $R=1+h / d$ with $h \sim 1$, we have to the leading order $\left(\sin \phi_{1}^{*}\right)^{d-3} \approx \exp \left(-d R_{\alpha}^{* 2}\right)$ and the integration in Eq.(D4) becomes

$$
\begin{equation*}
e^{-d R_{\alpha}^{* 2}} \int_{\mathbb{S}_{d-2}} d \boldsymbol{R}^{\perp} e^{-\beta v\left(\left|\boldsymbol{R}^{\perp}\right|\right)} \bullet \tag{D7}
\end{equation*}
$$

This implies that $\mathcal{P}_{2}$ can be written as

$$
\begin{align*}
\mathcal{P}_{2} \bullet= & \frac{1}{\hat{Z}_{2}} \int_{\mathbb{S}_{d-2}} d \boldsymbol{R}_{01, \alpha}^{\perp} e^{-\beta v\left(R_{01}\right)} \\
& \prod_{(i j) \in E \backslash(01)} \int_{\mathbb{S}_{d-1}} d \boldsymbol{R}_{i j} e^{-\beta v\left(R_{i j}\right)} \bullet \tag{D8}
\end{align*}
$$

with the normalization factor $\hat{Z}_{2}=e^{-d R_{\alpha}^{* 2}} / Z_{2}^{*}$ no longer depending on $R_{\alpha}^{*}$. From Eq.(D7), we deduce that in the mean-field limit $d \rightarrow \infty$, the component of the particle distance along a fixed direction is actually given by a Gaussian distribution independent of the other directions. Thus, the projector $\mathcal{P}$ can be expressed, letting $A$ being an arbitrary physical quantity,

$$
\begin{equation*}
\mathcal{P} A=\int \sqrt{\frac{d}{\pi}} d R_{\alpha} e^{-d R_{\alpha}^{2}}\left(\mathcal{P}_{2} A\right) \tag{D9}
\end{equation*}
$$

which explicitly shows that the difference between $\mathcal{P} A$ and $\mathcal{P}_{2} A$ depends on how $A$ varies with $R_{\alpha}$ in the range from 0 to $\mathcal{O}\left(d^{-1 / 2}\right)$. Any polynomial dependence, i.e. $\left|A\left(R_{\alpha}, \ldots\right)-A\left(R_{\alpha}=0, \ldots\right)\right| \sim c\left|R_{\alpha}\right|^{k}$ gives rise to a difference

$$
\begin{equation*}
\left|\mathcal{P} A-\mathcal{P}_{2} A\right| \sim \mathcal{O}\left(c d^{-k / 2}\right) \tag{D10}
\end{equation*}
$$

In the case where $A$ is a force-force product, we can show that the modification made by varying $R_{01, \alpha}(0)(\equiv$ $R_{\alpha}$ ) from 0 to $\mathcal{O}\left(d^{-1 / 2}\right)$ is quadratic in $R_{\alpha}$ and the the total modification in switching integration domains is of order $d^{-1 / 2}$. Let

$$
\begin{equation*}
A \hat{=} F_{0 j, \alpha}\left(\tilde{\boldsymbol{R}}_{0 j}(t)\right) F_{0 j, \alpha}\left(\tilde{\boldsymbol{R}}_{0 j}(s)\right) \tag{D11}
\end{equation*}
$$

for $j \neq 1$, which simplifies for $d \rightarrow \infty$ (see the main text):

$$
\begin{equation*}
A \hat{=} \hat{R}_{0 j, \alpha}(0)^{2} v^{\prime}\left(\tilde{R}_{0 j}(t)\right) v^{\prime}\left(\tilde{R}_{0 j}(s)\right) \tag{D12}
\end{equation*}
$$

To the leading order, we have

$$
\begin{equation*}
\tilde{R}_{0 j} \equiv\left|\tilde{\boldsymbol{R}}_{0 j}\right| \approx R_{0 j}(0)+\hat{\boldsymbol{R}}_{0 j}(0) \cdot\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}-\tilde{\boldsymbol{u}}_{j}\right)+\boldsymbol{u}^{2} \tag{D13}
\end{equation*}
$$

where the last symbolic term $\boldsymbol{u}^{2}$ concentrates on its typical value with negligible fluctuations and thus is effectively deterministic. Only $\tilde{y}_{0 j} \hat{=} \hat{\boldsymbol{R}}_{0 j}(0) \cdot\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}-\tilde{\boldsymbol{u}}_{j}\right)$ depends non-trivially on the initial condition. Recall that the dynamics described by the Liouvillian $L_{0}$ implies that the evolution of $\tilde{y}_{0 j}$ depends on $\boldsymbol{R}_{01}(0)(\equiv \boldsymbol{R})$ through

$$
m \ddot{\tilde{y}}_{0 j}=\ldots+\hat{\boldsymbol{R}}_{0 j}(0) \cdot \hat{\boldsymbol{R}}^{\perp} v^{\prime}\left(R+\tilde{y}_{01}+\boldsymbol{u}^{2}\right),(\mathrm{D} 14)
$$

where the left-hand side can be replaced by $\zeta \dot{\tilde{y}}_{0 j}$ when considering Brownian dynamics and we have used the self-averaging property of the $\tilde{y}$ variables. Using polar coordinates Eq.(D3) for $\boldsymbol{R}$, the last term in Eq.(D14) becomes
$\sum_{\nu \geq 2}^{d} \hat{R}_{0 j, \nu}(0) \sin \phi_{1}\left(\prod_{l=2}^{\nu-1} \sin \phi_{l}\right)\left(\cos \phi_{\nu}\right)^{\sum_{q=2}^{d-1} \delta_{q, \nu}} v^{\prime}(R+\ldots)$.

Here $\hat{R}_{0 j, \nu}(0)$ is a scalar component of the initial relative vector between particles 0 and $j$. Then the modification on $\tilde{y}_{0 j}$ due to the change of $R_{\alpha}$ from 0 to $R_{\alpha}^{*} \sim d^{-1 / 2}$ can be estimated by developing up to the leading order of $\sin \phi_{1}^{*}$ with $\phi_{1}^{*}$ satisfying $\cos \phi_{1}^{*}=\left(R_{\alpha}^{*} / R\right)^{2}$. Recalling that $m \sim \zeta \sim d^{2}$, we arrive at

$$
\begin{align*}
& \delta \tilde{y}_{0 j} \sim \frac{1}{m}\left(\frac{R_{\alpha}^{*}}{R}\right)^{2}\left[\sum_{\nu \geq 2}^{d} \hat{R}_{0 j, \nu}(0)\left(\prod_{l=2}^{\nu-1} \sin \phi_{l}\right)\right. \\
&\left.\left(\cos \phi_{\nu}\right)^{\sum_{q=2}^{d-1} \delta_{q, \nu}}\right] v^{\prime}(R+\ldots) \\
&= \frac{1}{m}\left(\frac{R_{\alpha}^{*}}{R}\right)^{2} \sum_{\nu \geq 2}^{d} \hat{R}_{0 j, \nu}(0) \hat{x}_{\nu} v^{\prime}(R+\ldots) \\
& \quad \text { with } \sum_{\nu \geq 2}^{d} \hat{x}_{\nu} \equiv 1 \tag{D16}
\end{align*}
$$

implying

$$
\begin{equation*}
\delta \tilde{y}_{0 j} \sim d^{-2+\frac{1}{2}-\frac{1}{2}-\frac{1}{2}+1} R_{\alpha}^{* 2} \sim d^{-3 / 2} R_{\alpha}^{* 2} . \tag{D17}
\end{equation*}
$$

Then considering Eq.(D12), to the leading order, we have

$$
\begin{equation*}
\left|A\left(R_{\alpha}^{*}\right)-A(0)\right| \sim \hat{R}_{0 j, \alpha}^{2} v^{\prime} v^{\prime \prime} \delta \tilde{y}_{0 j} \sim d^{1 / 2} R_{\alpha}^{* 2} . \tag{D18}
\end{equation*}
$$

From Eq.(D10), the integrals over the force-force correlations differ by $\mathcal{O}\left(d^{-1 / 2}\right)$, which is a sub-leading term compared to the correlation itself which is $\mathcal{O}(d)$. We conclude that the difference of the sum of diagonal terms of the force-force correlations, either computed using $\mathcal{P}$ or $\mathcal{P}_{2}$, is a sub-leading factor of $d$, negligible in the large $d$ limit.

We conclude this discussion by pointing out that the memory kernels in Eq.(22) for the two particle process is identical to that in Eq.(10) for the one particle process.

## Appendix E: Diagonal Approximation

The passage Eq.(70) is the key identity for all of our three derivations, which appears also in Eq.(17) and Eq.(46). We explicitly justify this step adopting the overdamped dynamics without lost of generality for the Newtonian dynamics case.

The force-force correlation $\left\langle\tilde{F}_{0, \alpha}(t) \tilde{F}_{0, \alpha}(s)\right\rangle_{0}$ is explicitly written

$$
\begin{align*}
& \left\langle\mathcal{F}_{0, \alpha}(t) \mathcal{F}_{0, \alpha}(s)\right\rangle_{0}=\left\langle\tilde{F}_{0, \alpha}(t) \tilde{F}_{0, \alpha}(s)\right\rangle_{0} \\
& \stackrel{d \rightarrow \infty}{=} \sum_{i, j}\left\langle\hat{R}_{0 i, \alpha}(0) v^{\prime}\left(\tilde{R}_{0 i}(t)\right) \hat{R}_{0 j, \alpha}(0) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{0} \\
& =\sum_{i, j}\left\langle\hat{R}_{0 i, \alpha}(0) \hat{R}_{0 j, \alpha}(0)\left\langle v^{\prime}\left(\tilde{R}_{0 i}(t)\right) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{\xi}\right\rangle_{\text {init }} \\
& =\left\langle\sum_{i, j} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}\left\langle v^{\prime}\left(\tilde{R}_{0 i}(t)\right) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{\xi}^{c}\right\rangle_{\text {init }} \\
& +\left\langle\sum_{i, j} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}\left\langle v^{\prime}\left(\tilde{R}_{0 i}(t)\right)\right\rangle_{\xi}\left\langle v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{\xi}\right\rangle_{\text {init }}, \tag{E1}
\end{align*}
$$

where we have introduced $\langle\cdot\rangle_{0}=\left\langle\langle\cdot\rangle_{\xi}\right\rangle_{\text {init }}$, with $\langle\cdot\rangle_{\xi}$ the average over the thermal noise terms conditioned on initial conditions $\boldsymbol{R}_{0 i}(0), \boldsymbol{R}_{0 j}(0)$, and $\langle\cdot\rangle_{\text {init }}$ the full average over initial conditions. In the last two lines of Eq.(E1), we omit "(0)" for clarity, and $\langle\cdot\rangle_{\xi}^{c}$ stands for the connected correlation.

Neglecting off-diagonal terms - We first discuss the connected correlation and focus on an individual correlation term specified by $i, j$ in Eq.(E1). Recall that (see Eq.(16) and Eq.(79)) $\tilde{R}_{0 i} \approx R_{0 i}(0)+\tilde{y}_{0 i}+\Delta_{u}(t) / 2 R_{0 i}(0)$, with $\tilde{y}_{0 i}=\hat{\boldsymbol{R}}_{0 i}(0) \cdot\left(\tilde{\boldsymbol{u}}_{0, \alpha}^{\perp}-\tilde{\boldsymbol{u}}_{i}\right)$. The correlation $\left\langle v^{\prime}\left(\tilde{R}_{0 i}(t)\right) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{\xi}^{c}$ originates from the correlation $\left\langle\tilde{y}_{0 i}(t) \tilde{y}_{0 j}(s)\right\rangle_{\xi}^{c}$. For convenience, we use re-scaled quantities $\bar{y}_{i} \equiv \tilde{y}_{0 i} d$ and $\bar{v}(\bar{y}) \equiv v(d(\tilde{R}-1))$, which are order one. Then

$$
\begin{equation*}
\left\langle v^{\prime}\left(\tilde{R}_{0 i}(t)\right) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{\xi}=d^{2}\left\langle\bar{v}^{\prime}\left(\bar{y}_{i}(t)\right) \bar{v}^{\prime}\left(\bar{y}_{j}(s)\right)\right\rangle_{\xi} \tag{E2}
\end{equation*}
$$

Since both $\bar{v}$ and $\bar{y}$ are order one, it is reasonable to assume

$$
\begin{equation*}
\mathcal{O}\left(\left\langle\bar{v}^{\prime}\left(\bar{y}_{i}(t)\right) \bar{v}^{\prime}\left(\bar{y}_{j}(s)\right)\right\rangle_{\xi}^{c}\right)=\mathcal{O}\left(\left\langle\bar{y}_{i}(t) \bar{y}_{j}(s)\right\rangle_{\xi}^{c}\right) \tag{E3}
\end{equation*}
$$

From Eq.(61), we obtain the dynamics of $\bar{y}_{i}$ and $\bar{y}_{j}$

$$
\begin{align*}
\bar{\zeta} \dot{\bar{y}}_{i}=\eta_{i} & +f_{i}-2 \bar{v}^{\prime}\left(\bar{y}_{i}\right)+\left(\hat{R}_{0 i, \alpha}\right)^{2} \bar{v}^{\prime}\left(\bar{y}_{i}\right) \\
& -\sum_{\beta(\neq \alpha)}^{d} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta} \bar{v}^{\prime}\left(\bar{y}_{j}\right), \\
\bar{\zeta} \dot{\bar{y}}_{j}=\eta_{j} & +f_{j}-2 \bar{v}^{\prime}\left(\bar{y}_{j}\right)+\left(\hat{R}_{0 j, \alpha}\right)^{2} \bar{v}^{\prime}\left(\bar{y}_{j}\right) \\
& -\sum_{\beta(\neq \alpha)}^{d} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta} \bar{v}^{\prime}\left(\bar{y}_{i}\right), \tag{E4}
\end{align*}
$$

where $\bar{\zeta} \equiv \zeta / d^{2} \sim 1$ and

$$
\begin{align*}
& \eta_{i}=d^{-1} \hat{\boldsymbol{R}}_{0 i}(0) \cdot\left(\boldsymbol{\xi}_{i}-\sum_{k \neq 0} \nabla v\left(\tilde{\boldsymbol{R}}_{i k}\right)\right) \\
& \eta_{j}=d^{-1} \hat{\boldsymbol{R}}_{0 j}(0) \cdot\left(\boldsymbol{\xi}_{j}-\sum_{k \neq 0} \nabla v\left(\tilde{\boldsymbol{R}}_{j k}\right)\right) \\
& f_{i}=d^{-1} \hat{\boldsymbol{R}}_{0 i}(0) \cdot\left(\boldsymbol{\xi}_{0, \alpha}^{\perp}-\sum_{k \neq i, j} \nabla_{\alpha}^{\perp} v\left(\tilde{\boldsymbol{R}}_{0 k}\right)\right) \\
& f_{j}=d^{-1} \hat{\boldsymbol{R}}_{0 j}(0) \cdot\left(\boldsymbol{\xi}_{0, \alpha}^{\perp}-\sum_{k \neq i, j} \nabla_{\alpha}^{\perp} v\left(\tilde{\boldsymbol{R}}_{0 k}\right)\right) \tag{E5}
\end{align*}
$$

All terms on the r.h.s of Eq.(E4) are deterministic in $\bar{y}$ except $\eta$ and $f$. Firstly we notice that $\eta_{i}$ and $\eta_{j}$ are uncorrelated in the $d \rightarrow \infty$ limit for two reasons: (i) According to the Appx.B, degrees of freedom involved in $\eta_{i}$ are decoupled from those involved in $\eta_{j}$; (ii) the influence on $\eta_{i}$ from the particle $j$ is negligible and vise versa. As a consequence $\eta_{i}$ and $\eta_{j}$ can viewed as two independent random forces. Thus the correlation between $\bar{y}_{i}$ and $\bar{y}_{j}$, if any, originates from the correlation between $f_{i}$ and $f_{j}$. We have $\mathcal{O}\left(f_{i} f_{j}\right) \sim d^{-2} \sum_{\mu \neq \alpha}^{d} \sum_{\nu \neq \alpha}^{d} \hat{R}_{0 i, \mu} \hat{R}_{0 j, \nu}\left(\xi_{0, \mu}-\right.$
$\left.\sum_{k} \nabla_{\mu} v\right)\left(\xi_{0, \nu}-\sum_{k^{\prime}} \nabla_{\nu} v\right)$. By self-consistency, it is straightforward to obtain the connected correlations:

$$
\left\langle f_{i} f_{j}\right\rangle_{\xi}^{c} \sim \begin{cases}1, & \text { if } i=j  \tag{E6}\\ d^{-1 / 2}, & \text { if } i \neq j\end{cases}
$$

The last two terms in each of Eq.(E4) can seen as perturbations since $\left(\hat{R}_{0 i, \alpha}\right)^{2} \sim d^{-1}$ and $\sum_{\beta \neq \alpha} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta} \sim$ $d^{-1 / 2}$ while all other terms are order one. Let $\bar{y}_{i}^{o}$ denote the solution of Eq.(E4) when the perturbations are absent. Then we have
$\mathcal{O}\left(\left\langle\bar{y}_{i}^{o}(t) \bar{y}_{j}^{o}(s)\right\rangle_{\xi}^{c}\right)=\mathcal{O}\left(\left\langle f_{i}(t) f_{j}(s)\right\rangle_{\xi}^{c}\right) \sim\left\{\begin{array}{ll}1, & \text { if } i=j \\ d^{-1 / 2}, & \text { if } i \neq j\end{array}\right.$.

Performing a linear expansion, the solutions of Eq.(E4) are

$$
\begin{align*}
\bar{y}_{i}(t) & \approx \bar{y}_{i}^{o}(t)+\left(\hat{R}_{0 i, \alpha}\right)^{2} \int_{0}^{t} d t^{\prime} e^{-2 \int_{t^{\prime}}^{t} \bar{v}^{\prime \prime}\left(\bar{y}_{i}^{o}(s)\right) d s} \bar{v}^{\prime}\left(\bar{y}_{i}^{o}\left(t^{\prime}\right)\right) \\
& -\left(\sum_{\beta(\neq \alpha)} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta}\right) \int_{0}^{t} d t^{\prime} e^{-2 \int_{t^{\prime}}^{t} \bar{v}^{\prime \prime}\left(\bar{y}_{i}^{o}(s)\right) d s} \bar{v}^{\prime}\left(\bar{y}_{j}^{o}\left(t^{\prime}\right)\right) \\
\bar{y}_{j}(t) & \approx \bar{y}_{j}^{o}(t)+\left(\hat{R}_{0 j, \alpha}\right)^{2} \int_{0}^{t} d t^{\prime} e^{-2 \int_{t^{\prime}}^{t} \bar{v}^{\prime \prime}\left(\bar{y}_{j}^{o}(s)\right) d s} \bar{v}^{\prime}\left(\bar{y}_{j}^{o}\left(t^{\prime}\right)\right) \\
& -\left(\sum_{\beta(\neq \alpha)} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta}\right) \int_{0}^{t} d t^{\prime} e^{-2 \int_{t^{\prime}}^{t} \bar{v}^{\prime \prime}\left(\bar{y}_{j}^{o}(s)\right) d s} \bar{v}^{\prime}\left(\bar{y}_{i}^{o}\left(t^{\prime}\right)\right) \tag{E8}
\end{align*}
$$

For the auto-correlation, it is clear that

$$
\begin{align*}
\mathcal{O}\left(\left\langle\bar{y}_{i}(t) \bar{y}_{i}(s)\right\rangle_{\xi}^{c}\right) & =\mathcal{O}\left(\left\langle\bar{y}_{i}^{o}(t) \bar{y}_{i}^{o}(s)\right\rangle_{\xi}^{c}\right) \\
& =\mathcal{O}\left(\left\langle f_{i}(t) f_{i}(s)\right\rangle_{\xi}^{c}\right)=1 \tag{E9}
\end{align*}
$$

which with Eq.(E3) implies that the diagonal contribution of the connected correlation in Eq.(E1) scales as

$$
\begin{align*}
& \left\langle\sum_{i}^{\sim d}\left(\hat{R}_{0 i, \alpha}\right)^{2} d^{2}\left\langle\bar{v}^{\prime}\left(\bar{y}_{i}(t)\right) \bar{v}^{\prime}\left(\bar{y}_{i}(s)\right)\right\rangle_{\xi}^{c}\right\rangle_{\text {init }} \\
& \sim d^{2}\left\langle\sum_{i}^{\sim d}\left(\hat{R}_{0 i, \alpha}\right)^{2}\left\langle\bar{y}_{i}(t) \bar{y}_{i}(s)\right\rangle_{\xi}^{c}\right\rangle_{\text {init }} \\
& \sim d^{2+1-1 / 2-1 / 2} \sim d^{2} \tag{E10}
\end{align*}
$$

From Eq.(E8), the correlation for $i \neq j$ is estimated to be

$$
\begin{align*}
& \mathcal{O}\left(\left\langle\bar{y}_{i} \bar{y}_{j}\right\rangle_{\xi}^{c}\right) \\
& \quad=\mathcal{O}\left(\left\langle\bar{y}_{i}^{o} \bar{y}_{j}^{o}\right\rangle_{\xi}^{c}\right) \\
& \quad+\left[\left(\hat{R}_{0 i, \alpha}\right)^{2}+\left(\hat{R}_{0 j, \alpha}\right)^{2}\right] \mathcal{O}\left(\left\langle\bar{y}_{i}^{o} \bar{y}_{j}^{o}\right\rangle_{\xi}^{c}\right) \\
& \quad-2\left[\sum_{\beta(\neq \alpha)} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta}\right] \mathcal{O}\left(\left\langle\bar{y}_{i}^{o} \bar{y}_{i}^{o}\right\rangle_{\xi}^{c}\right) . \tag{E11}
\end{align*}
$$

Thus the off-diagonal contribution to the connected correlation in Eq.(E1) is estimated as

$$
\begin{align*}
& \mathcal{O}\left(d^{2}\left\langle\sum_{i \neq j}^{\sim d^{2}} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}\left\langle\bar{v}^{\prime}\left(\bar{y}_{i}\right) \bar{v}^{\prime}\left(\bar{y}_{j}\right)\right\rangle_{\xi}^{c}\right\rangle_{\text {init }}\right) \\
& =\mathcal{O}\left(d^{2}\left\langle\sum_{i \neq j}^{\sim d^{2}} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}\left\langle\bar{y}_{i}^{o} \bar{y}_{j}^{o}\right\rangle_{\xi}^{c}\right\rangle_{\text {init }}\right) \\
& +\mathcal{O}\left(d^{2}\left\langle\sum_{i \neq j}^{\sim d^{2}} \hat{R}_{0 i, \alpha}\left(\hat{R}_{0 j, \alpha}\right)^{3}\left\langle\bar{y}_{i}^{o} \bar{y}_{j}^{o}\right\rangle_{\xi}^{c}\right\rangle_{\text {init }}\right) \\
& +\mathcal{O}\left(d^{2}\left\langle\sum_{i \neq j}^{\sim d^{2}}\left(\hat{R}_{0 i, \alpha}\right)^{3} \hat{R}_{0 j, \alpha}\left\langle\bar{y}_{i}^{o} \bar{y}_{j}^{o}\right\rangle_{\xi}^{c}\right\rangle_{\text {init }}\right) \\
& -\mathcal{O}\left(2 d^{2}\left\langle\sum_{i \neq j}^{\sim d^{2}} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha} \sum_{\beta(\neq \alpha)}^{d} \hat{R}_{0 i, \beta} \hat{R}_{0 j, \beta}\right\rangle_{\text {init }}\right) \\
& =d^{2+1-1 / 2-1 / 2-1 / 2} \\
& +2 d^{2+1-1 / 2-3 / 2-1 / 2} \\
& -2 d^{2+1-1 / 2-1 / 2+(1 / 2-1 / 2-1 / 2)} \\
& =d^{3 / 2} . \tag{E12}
\end{align*}
$$

We conclude from Eq.(E12) and Eq.(E10) that the offdiagonal contribution on the connected correlation of Eq.(E1) is sub-leading and thus negligible.

We now study the very last term in the force-froce correlation Eq.(E1). The diagonal contribution is negligible as easily estimated:

$$
d^{2}\left\langle\sum_{i}^{\sim d}\left(\hat{R}_{0 i, \alpha}\right)^{2}\left\langle\bar{v}^{\prime}\right\rangle_{\xi}\left\langle\bar{v}^{\prime}\right\rangle_{\xi}\right\rangle_{\text {init }} \sim d^{2+1-2 / 2} \sim d^{2}(\text { E13 })
$$

To study the off-diagonal contribution, we use the fact that the $\alpha$ direction is not special in the initial condition, thus we can write

$$
\begin{equation*}
\hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}=\frac{1}{d} \hat{\boldsymbol{R}}_{0 i} \cdot \hat{\boldsymbol{R}}_{0 j} \tag{E14}
\end{equation*}
$$

and we estimate the upper bound by letting $t=s=0$ to find

$$
\begin{align*}
& \mathcal{O}\left(\left\langle\sum_{i \neq j}^{\sim d^{2}} \hat{R}_{0 i, \alpha} \hat{R}_{0 j, \alpha}\left\langle v^{\prime}(t)\right\rangle_{\xi}\left\langle v^{\prime}(s)\right\rangle_{\xi}\right\rangle_{\text {init }}\right) \\
& \leq \mathcal{O}\left(\sum_{i \neq j}^{\sim d} d^{-1}\left\langle\hat{\boldsymbol{R}}_{0 i} \cdot \hat{\boldsymbol{R}}_{0 j} v^{\prime}\left(R_{0 i}\right) v^{\prime}\left(R_{0 j}\right)\right\rangle_{\text {init }}\right) \\
& \leq \mathcal{O}\left(\sum_{i \neq j}^{\sim d} d\left\langle\hat{\boldsymbol{R}}_{0 i} \cdot \hat{\boldsymbol{R}}_{0 j}\right\rangle_{\text {init }}\right) \tag{E15}
\end{align*}
$$

where $v^{\prime} \sim d$ is used in the last passage. We may use the average within a sample of a typical configuration to
evaluate the ensemble average $\langle\cdot\rangle_{\text {init }}$. That is for each pair $i \neq j$ we may write

$$
\begin{equation*}
\left\langle\hat{\boldsymbol{R}}_{0 i} \cdot \hat{\boldsymbol{R}}_{0 j}\right\rangle_{\mathrm{init}} \approx \frac{1}{d^{2}} \sum_{k \neq l} \hat{\boldsymbol{R}}_{0 k} \cdot \hat{\boldsymbol{R}}_{0 l} \tag{E16}
\end{equation*}
$$

For a given $\hat{\boldsymbol{R}}_{0 k}$, by isotropy, there must be an equal number of $\hat{\boldsymbol{R}}_{0 l}$ terms which give $\hat{\boldsymbol{R}}_{0 k} \cdot \hat{\boldsymbol{R}}_{0 l} \in[a-\delta a, a+\delta a]$ and those which give $\hat{\boldsymbol{R}}_{0 k} \cdot \hat{\boldsymbol{R}}_{0 l} \in[-a-\delta a,-a+\delta a]$ with $|a|<1$. Exceptions only take place when $|a| \rightarrow 1$, because $k \neq l$ implies $\hat{\boldsymbol{R}}_{0 k} \cdot \hat{\boldsymbol{R}}_{0 l} \neq 1$, while we still can have $\hat{\boldsymbol{R}}_{0 k} \cdot \hat{\boldsymbol{R}}_{0 l} \approx-1$ with a probability that scales roughly as $1 / S_{d-1}$ where $S_{d-1} \sim \exp (d-1)$ is the area of the $d-1$ unit sphere. By Eq.(E15), the off-diagonal contribution to the very last term in Eq.(E1) is negligible. To conclude, the force-force correlation of Eq.(E1) is dominated by the diagonal contribution when $d \rightarrow \infty$

$$
\begin{equation*}
\left\langle\mathcal{F}_{\alpha}^{\alpha}(t) \mathcal{F}_{\alpha}^{\alpha}(s)\right\rangle_{0} \stackrel{d \rightarrow \infty}{=} \sum_{j>0}\left\langle\nabla_{\alpha} v\left(\tilde{\boldsymbol{R}}_{0 j}(t)\right) \nabla_{\alpha} v\left(\tilde{\boldsymbol{R}}_{0 j}(s)\right)\right\rangle_{0} \tag{E17}
\end{equation*}
$$

Restoring the true trajectories in diagonal terms Next, we want to compare the diagonal contribution to the force-force correlation in the un-blocked system, i.e.

$$
\begin{equation*}
\sum_{j>0}\left\langle\nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(t)\right) \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(s)\right)\right\rangle \tag{E18}
\end{equation*}
$$

where

$$
\boldsymbol{R}_{0 j}(t)=\tilde{\boldsymbol{R}}_{0 j}(t)-\delta \boldsymbol{u}_{j}+\delta \boldsymbol{u}_{0, \alpha}^{\perp}+\boldsymbol{u}_{0, \alpha}
$$

With Eq.(E17), in the $d \rightarrow \infty$ limit, we already now that

$$
\begin{align*}
& \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(t)\right) \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(s)\right) \\
& \quad \approx\left(\hat{R}_{0 j, \alpha}(0)\right)^{2} v^{\prime}\left(R_{0 j}(t)\right) v^{\prime}\left(R_{0 j}(s)\right) \tag{E19}
\end{align*}
$$

Next, one needs to investigate the difference $R_{0 j}(t)-$ $\tilde{R}_{0 j}(t)$ due to corrections $\delta \boldsymbol{u}_{j}, \delta \boldsymbol{u}_{0, \alpha}^{\perp}$ and $\boldsymbol{u}_{0, \alpha}$. Up to the leading order correction, we can write

$$
\begin{align*}
& R_{0 j}(t) \approx \tilde{R}_{0 j}(t)+\delta y_{j} \\
& \quad \delta y_{j} \hat{=} \hat{\boldsymbol{R}}_{0 j}(0) \cdot\left(\delta \boldsymbol{u}_{0, \alpha}^{\perp}+\boldsymbol{u}_{0, \alpha}\right) \sim d^{-3 / 2} \tag{E20}
\end{align*}
$$

Plugging this into Eq.(E19) and expanding in $\delta y_{i}$, we arrive at

$$
\begin{align*}
& \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(t)\right) \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(s)\right) \\
& \approx \nabla_{\alpha} v\left(\tilde{\boldsymbol{R}}_{0 j}(t)\right) \nabla_{\alpha} v\left(\tilde{\boldsymbol{R}}_{0 j}(s)\right) \\
& +\sum_{m \geq 1} \frac{1}{m!}\left\langle\left(\hat{R}_{0 j, \alpha}\right)^{2} v_{0 j}^{(1+m)}(t) \delta y_{j}^{m}(t) v^{\prime}\left(\tilde{R}_{0 j}(s)\right)\right\rangle_{0} \\
& +\sum_{n \geq 1} \frac{1}{n!}\left\langle\left(\hat{R}_{0 j, \alpha}\right)^{2} v^{\prime}\left(\tilde{R}_{0 j}(t)\right) v_{0 j}^{(1+n)}(s) \delta y_{j}^{n}(s)\right\rangle_{0} \\
& +\sum_{m \geq 1, n \geq 1} \frac{1}{m!n!}\left\langle\left(\hat{R}_{0 j, \alpha}\right)^{2} v_{0 j}^{(1+m)}(t) v_{0 j}^{(1+n)}(s) \delta y_{j}^{m}(t) y_{j}^{n}(s)\right\rangle_{0} \tag{E21}
\end{align*}
$$

where $v_{0 j}^{(1+m)}(t) \equiv v^{(1+m)}\left(\tilde{R}_{0 j}(t)\right)$ from which we recognize that the largest correction (when $m=1$ or $n=1$ ) is of order $d^{1 / 2}$. Then summing over $\sum_{j>0}^{\sim d}$ results in a total difference of order $d^{3 / 2}$ of Eq.(E18) when compared with Eq.(E17). We thus conclude

$$
\begin{align*}
\left\langle\tilde{F}_{\alpha}^{\alpha}(t) \tilde{F}_{\alpha}^{\alpha}(s)\right\rangle_{0} & \stackrel{d \rightarrow \infty}{=} \sum_{j>0}\left\langle\nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(t)\right) \nabla_{\alpha} v\left(\boldsymbol{R}_{0 j}(s)\right)\right\rangle \\
& =\frac{1}{d} \sum_{j}\left\langle v\left(R_{0 j}(t)\right) v\left(R_{0 j}(s)\right)\right\rangle \\
& =\frac{1}{d N} \sum_{i, j, i \neq j}\left\langle v\left(R_{i j}(t)\right) v\left(R_{i j}(s)\right)\right\rangle,(\mathrm{E}: \tag{E22}
\end{align*}
$$

where the last passage relies on the fact that all pair of particles are equivalent.
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