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A Stokes layer, which is a flow pattern that arises in a viscous fluid adjacent to an oscillatory
boundary, was observed in an experiment using a two-dimensional strongly coupled dusty plasma.
Liquid conditions were maintained using laser heating, while a separate laser manipulation applied
an oscillatory shear that was localized and sinusoidal. The evolution of the resulting flow was
analyzed using space-time diagrams. These figures provide an intuitive visualization of a Stokes
layer, including features such as the depth of penetration and wavelength. Another feature, the
characteristic speed for the penetration of the oscillatory flow, also appears prominently in space-
time diagrams. To model the experiment, the Maxwell-fluid model of a Stokes layer was generalized
to describe a two-phase liquid. In our experiment, the phases were gas and dust, where the dust
cloud was viscoelastic due to strong Coulomb coupling. The model is found to agree with the
experiment, in the appearance of the space-time diagrams and in the values of the characteristic
speed, depth of penetration, and wavelength.

I. INTRODUCTION

A Stokes layer is a boundary layer that develops in a
viscous fluid due to the oscillatory motion of an adja-
cent boundary plane [1]. This situation is also known as
“Stokes second problem” and “Stokes boundary layer.”
A flow pattern typical for a Stokes layer is sketched in
Fig. 1.
In the literature, perhaps the most common graphi-

cal representation of a Stokes layer is a one-dimensional
plot of flow velocity as a function of distance from the
boundary [2–6], at one moment in time, as sketched in
Fig. 2. While this depiction of the flow profile displays
the main spatial features of a Stokes layer, it is limited
in its portrayal of the temporal evolution.
A more complete visual characterization of a Stokes

layer is provided by a space-time diagram. However, in
our literature search, we found that space-time diagrams
are uncommon, compared to one-dimensional graphs as
in Fig. 2. Among the few previous publications using
space-time diagrams that were revealed in our search, we
found Ref. [7] for a purely viscous fluid and Ref. [8] for a
viscoplastic fluid.
In this paper, we expand on the previous literature for

space-time diagrams. In Sec. III, we show how these dia-
grams allow an intuitive visualization of the spatiotempo-
ral evolution of the flow in a Stokes layer, and that it also
allows an easy identification of the flows main features.
A feature that we call a “characteristic speed” is par-

ticularly obvious in a space-time diagram. This speed,
however, is not mentioned often in the literature. In fact,
a speed is mentioned for a Stokes layer, as a characteristic
measure of the flow profile, in only a few papers that we
found in our literature search [7, 9–11]. We did not ex-
pect this paucity of literature, when we commenced our
search, because the existence of a characteristic speed is
actually rather obvious by inspecting the theoretical so-
lutions for the flow. Such a formula for the characteristic
speed appears occasionally in the Stokes layer literature,
for example in Ref. [9] and Ref. [7]. In this paper, we

devote Section IV to the characteristic speed, present-
ing its formula and demonstrating how it is revealed in a
space-time diagram, for two kinds of fluids.
The most familiar textbook example of a Stokes layer

is for a purely viscous fluid [4, 6, 12]; however, viscoelas-
tic [3, 5, 6, 13–22] and non-Newtonian [2, 8, 10, 23–26]
fluids have become more common in the research litera-
ture. In this paper we present an observation of a Stokes
layer in another substance, a liquid-like dusty plasma,
which has viscoelastic properties.
A chief result of this paper is that a dusty plasma can

sustain a Stokes layer. We demonstrate this using an
experiment. To provide both a spatial and temporal de-
scription of an oscillatory flow, we used video microscopy
to analyze oscillatory flow profiles in a dusty plasma.
These results allow us to present space-time diagrams
and measure key parameters for the Stokes layer in our
dusty plasma.
A dusty plasma is a mixture of four components: elec-

trons, ions, neutral gas, and solid microscopic particles.
These microscopic particles, which we call “dust” or
“dust particles,” are typically a few microns in size. The
relatively large size of these particles allows them to ac-
quire large electric charges by collecting electrons and
ions through collisions. In low-temperature laboratory
plasmas, the charge is usually negative, with a magni-
tude on the order of −104 e.
The large charge of the dust particles offers several

advantages. First, it allows the experimenter to levitate
particles above a lower electrode, so that they are not
in contact with any solid surface. Second, it provides a
large interparticle repulsion. This repulsion leads to an
interparticle potential energy that can be much greater
than the kinetic energy. In other words, Γ > 1 where Γ
is the Coulomb Coupling parameter,

Γ =
Q2

4πǫ0awskBTk
, (1)

which is essentially the ratio of the interparticle potential
energy and thermal kinetic energy. Here, Q is the dust
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FIG. 1. Sketch of flow in a Stokes layer. An infinite planar
boundary located at the bottom oscillates in the ±x direction.
A flow develops in the adjoining fluid that fills the volume
y > 0. These sketches portray two different times, (a) tω = 0
and (b) tω = 2. Over time, as it oscillates, the flow reverses
direction, as indicated by the different colors. This reversal
occurs periodically with distance y from the boundary, as
is characterized by the parameter λ. The amplitude of the
oscillation gradually weakens with increasing distance y, as
characterized by the depth of penetration δ.

particle charge, aws is the Wigner-Seitz radius, which
characterizes the spacing between dust particles, and Tk

is the kinetic temperature of the dust particles. When
Γ > 1 the plasma is said to be strongly coupled, and the
collection of charged dust particles does not behave like a
rarefied gas, but instead like a liquid [27–29] or solid [30–
33]. In our experiment, we use a strongly coupled dusty
plasma that has the properties of a liquid.

A liquid-like dusty plasma has qualities that are well
suited for experiments. First, it is possible to track the
motion of all the constituent particles, using video mi-
croscopy, as is done for example in some colloidal sus-
pension experiments [34, 35]. Second, the microscopic
reorganizations of particles within this liquid are very
slow, with time scales of order 0.11 s [36–39], so that
a video cameras frame rate provides adequate temporal
resolution.

Flows of particles in a dusty plasma can be created
by applying several kinds of forces. These include the
Coulomb force [40–43], drag from a flowing gas [44–48],
gravity [49], and the radiation pressure force applied by a
laser beam [50, 51]. The latter force is used in our experi-
ment, as it was in previous experiments involving a shear
flow. Some of those previous experiments used a steady
shear flow [38, 52–66] while in others the shear was sud-
denly switched on [67, 68]. There have also been some
experiments with a periodically modulated shear [38, 53],
but they were analyzed for purposes other than the iden-
tification of a Stokes layer.

We also present models of a Stokes layer, under various
conditions. We start in Sec. II by reviewing well-known
fluid descriptions for fluids that are either purely viscous
or viscoelastic. We then extend the viscoelastic model
to describe a two-phase fluid, which is descriptive of a
dusty plasma. This extension, which takes into account
frictional drag on a stationary gas background, results in

flow velocity ux

distance from boundary y

FIG. 2. Sketch of flow profile in a Stokes layer, at a particular
time. In the Stokes layer literature, it is common to present
the flow velocity ux in a one-dimensional graph, as sketched
here.

the formulas presented in Sec. V. We compare our model
to the experimental results in Sec. VII, showing that the
model is reasonably accurate, in providing a qualitative
description and in predicting quantitative parameters.

II. STOKES LAYER THEORY

A. Geometry of the flow and boundary

We consider a two-dimensional geometry, defined by
the coordinates (x, y). This geometry is applicable to
physical systems that are truly two-dimensional (with
all particles located on a single plane, as in our exper-
iment) and it is also applicable to physical systems that
fill a three-dimensional volume (as in experiments with
a molecular fluid). The fluid’s velocity is completely de-
scribed by its x component, ux(y, t), as the velocity in
the y direction is zero.

The boundary is located at y = 0, and can move
only along the x axis. This boundary is planar for a
three-dimensional physical system, or linear for a truly
two-dimensional system. To form a Stokes layer, this
boundary is moved back and forth in the ±x directions.
The movement of this boundary introduces an oscillatory
shear that penetrates into the fluid.

In our experiment, the fluid was a collection of dust
particles that behaved like a liquid. Due to an electrical
levitation, these dust particles filled only a single-layer
two-dimensional cloud. They were not in contact with
any solid surface, so that it was not practical to apply
shear using a moving solid boundary. Instead, we applied
shear by using laser beams to drive a localized flow of dust
particles. The intensity of the laser beams oscillated,
so that the shear had a sinusoidal variation with time.
At the edges of our laser beams there was a localized
back-and-forth flow of dust particles, analogous to the
movement of fluid at the boundary of a solid surface in
a traditional Stokes layer experiment using a molecular
fluid. The shear laser setup is described in Sec. VIB.
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B. Flow profile in a planar Stokes layer

In the textbook case of a Stokes layer, shear is ex-
ternally applied by a moving boundary. Aside from the
moving boundary, there are no other sources of motion,
such as pressure gradients, in this simple textbook case.
The boundary, which is denoted by a subscript b, has an
oscillatory velocity along the x axis that is specified as

ub,x(t) = Ũ cosωt, (2)

where ω is the frequency of oscillation. The amplitude Ũ
of this purely oscillatory motion is a constant.
In contact with this boundary is a fluid, with a non-

zero viscosity, filling a semi-infinite space. Within this
fluid, momentum is transported, away from the mov-
ing boundary, by the diffusive effect of viscosity. A no-
slip boundary condition is assumed, i.e., ux (y = 0, t) =
ub,x(t). Within the fluid, the flow is not uniform, but
instead has a profile with an amplitude that gradually
decreases with distance from the boundary. For the text-
book case of a Stokes layer, this oscillating flow is lami-
nar.
The flow profile for this simple planar Stokes layer can

be found by solving the Navier-Stokes equation [12]. For
the boundary condition of Eq. (2), the flow profile is an
exponentially suppressed sinusoidal oscillation,

ux (y, t) = Ũe−y/δ cos

(
ωt− 2π

λ
y

)
. (3)

The Stokes layer solution of Eq. (3) is applicable to
several different kinds of fluids. For each of them, there
is a different differential equation for the flow, but the
solution has the form of Eq. (3), as we will see in this
paper.
The profile of the flow, as described by Eq. (3), is

sketched in Fig. 1 for two different times. In this fig-
ure, we normalize time as tω, where ω is the externally
imposed oscillation frequency for the boundary.
We next explain the two parameters of a Stokes layer:

δ and λ.
The depth of penetration δ is the e-folding distance in

Eq. (3), which characterizes how deeply the oscillatory
flow extends into the fluid from the moving boundary.
Viscous transport is how the flow penetrates from the
moving boundary into the liquid, but this transport is
attenuated as the oscillatory momentum reaches greater
distances into the fluid. Thus, viscosity serves two roles
in a Stokes layer: it is required to transfer momentum
from the boundary and into the fluid, and it ultimately
diminishes this transfer of momentum at a characteristic
distance δ.
The parameter λ is a measure of how, at a given mo-

ment in time, the flow direction reverses in the fluid.
Since the boundary reverses directions periodically, and
it takes time for momentum to be transported in the y
direction, the flow velocity at some distance from the
boundary will also oscillate not only with time, but also

with y. The value of λ describes how this oscillation
varies with distance from the boundary. The terminol-
ogy used to describe λ sometimes depends on the type of
fluid. For a viscoelastic fluid, where there is a restoring
force, λ is sometimes called a “wavelength,” [13, 15, 18]
and we will do the same since our dusty plasma has vis-
coelastic properties. On the other hand, in a purely vis-

cous fluid, it might be misleading to term λ a wavelength
since a wave requires a restoring force (to oppose inertia
and thereby sustain the oscillation) and such a restor-
ing force is absent in a purely viscous fluid. A graphical
representation of λ will be presented in Sec. III.

C. Purely viscous fluid

The dissipative effects in a purely viscous fluid are
characterized by the shear viscosity η0. One way of think-
ing of viscosity is that it governs a diffusion of momentum
in a fluid. Due to this diffusion, the flows momentum is
transferred in a direction perpendicular to the flow veloc-
ity. The momentum flux σxy, also called the shear stress,
is driven by a velocity gradient ∂ux/∂y, as described by
a constitutive relation σxy = −η0∂ux/∂y. The propor-
tionality constant in this constitutive relation essentially
defines the shear viscosity η0.

The governing differential equation for a simple planar
Stokes layer [1, 12] has the form of a diffusion equation:

∂ux

∂t
=

η0
ρ

∂2ux

∂y2
. (4)

This equation is for a Newtonian liquid that is purely
viscous (without elasticity) and has only a single phase
(i.e., not a mixture of two different substances). Equa-
tion (4) can be derived from the Navier-Stokes equation
for momentum, for a planar geometry, with no gradients
in the pressure. The flow velocity ux does have gradi-
ents, which are normal to the boundary at y = 0. The
flow velocity ux(y, t) is specified at a distance y from the
boundary at a time t.

When the boundary oscillates tangentially, as in the
case of a Stokes layer, the solution of Eq. (4) has the form
of Eq. (3). In this solution for a semi-infinite fluid, there
are two coefficients, the theoretical depth of penetration
δ and wavelength λ. For a fluid that is purely viscous,
they are [1, 4, 12]

δvis =

√
2η0
ρω

, (5)

and

λvis = 2π

√
2η0
ρω

, (6)

where the subscript vis indicates a purely viscous fluid.
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D. Viscoelastic fluid

Within a viscoelastic fluid, there are not only dissi-
pative effects, but also energy-storing effects. To char-
acterize this combination of properties, the viscosity is
generalized as a frequency-dependent complex viscosity

η (ω) = η′ (ω)− iη′′(ω), (7)

where the real term η′ describes the viscous dissipa-
tion while the imaginary term η′′ captures the energy-
storing elastic effects. Viscoelasticity is inherently a time-
dependent phenomenon, as reflected by the variable ω.
Physically, the time dependence arises because of an in-
herent time scale for particles to move microscopically
amongst their neighbors.
To describe the time dependence in a viscoelastic fluid,

perhaps the simplest description is the Maxwell model,
in which the inherent time scale is called the relaxation
time τ . For a Maxwell fluid, τ describes the temporal
evolution of the relaxation of the stress σxy after a sud-
den deformation. This temporal evolution is assumed to
have a single exponential decay. This assumption, which
was originally motivated by a mechanical arrangement of
a dashpot in series with a spring, has been used success-
fully in describing many viscoelastic fluids [69–74], and
strongly coupled dusty plasmas as well [36, 38, 75–79].
Besides a frequency-dependent viscosity, as in Eq. (7),

a frequency-dependent shear modulus can also be used
to describe a viscoelastic fluid. In a Maxwell fluid, these
two descriptions are connected by the Maxwell relaxation
time,

τ = η0/G∞, (8)

where G∞ is the high-frequency shear modulus and η0 is
the zero-frequency shear viscosity [80]. A substance with
a great deal of elasticity will have a large value for τ .
Whether viscous or elastic effects dominate depends

on the time scale for the evolution of the flow relative to
the relaxation time τ . To aid this comparison, we use a
well-known dimensionless frequency, called the Deborah
number

De ≡ ωτ. (9)

We can say that viscous effects dominate at small De
(which can be attained at low frequencies)

ωτ ≪ 1

De ≪ 1,
(10)

while elastic effects are greatest at high De (which can
be attained at high frequencies)

ωτ ≫ 1

De ≫ 1.
(11)

We can summarize theories for Stokes Layers in vis-
coelastic fluids, consolidating the formulas in a consistent

form. (These expressions could be useful for analyzing
not only our dusty plasma experiment, but more gen-
erally for fluid-dynamics experiments with viscoelastic
substances contained by planar boundaries.) The gov-
erning differential equation for a planar Stokes layer in a
Maxwell fluid is [18]

(
1 + τ

∂

∂t

)
∂ux

∂t
=

η0
ρ

∂2ux

∂y2
. (12)

This generalization of Eq. (4) is intended for a viscoelastic
fluid that has a single phase (i.e., not a mixture of two
substances). The second term in the factor (1 + τ∂/∂t)
accounts for the memory-like effect of the elasticity of
the fluid. In a viscoelastic fluid, microscopic memory is
lost over time as particles rearrange themselves, and in
a Maxwell fluid this memory loss is characterized by the
time scale τ .
The solution of Eq. (12) for a viscoelastic fluid is again

Eq. (3), for the usual boundary condition with a tangen-
tial oscillation. However, the coefficients in this solution,
the depth of penetration δ and wavelength λ, are different
from those of a purely viscous fluid [5, 18].
The theoretical depth of penetration can be shown by

solving Eq. (12), with the usual oscillating boundary con-
dition of Eq. (2), to be

δve =

√
2η0
ρω

[
1

−De+
√
1 +De2

]1/2
. (13)

This depth of penetration is greater than for a purely
viscous liquid, Eq. (5). In other words, δve > δvis, indi-
cating that the oscillatory flow penetrates more deeply
into a liquid with elastic properties than it does into a
purely viscous liquid.
The theoretical wavelength can be shown to be

λve = 2π

√
2η0
ρω

[
1

De +
√
1 +De2

]1/2
. (14)

This wavelength is smaller than in Eq. (6) for a purely
viscous fluid, due to the restoring effects of elasticity,
i.e., λve < λvis. In Eqs. (13) and (14), the subscript ve
specifies a viscoelastic fluid.

III. SPACE-TIME DIAGRAMS

A space-time diagram is a two-dimensional plot of the
flow velocity profile, showing its spatiotemporal develop-
ment. One axis is for a spatial coordinate y, and the
other axis is for time.
Space-time diagrams, as we will show in this section,

are useful for characterizing the evolution of a Stokes
layer’s flow profile. Besides providing an intuitive way
of visualizing a Stokes layer, these diagrams also allow
an easy identification of features such as the depth of
penetration and the wavelength. We are motivated to
use space-time diagrams because they are familiar in
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FIG. 3. (Color online) Space-time diagrams depicting the temporal evolution of the flow velocity ux in a planar Stokes layer.
The boundary, located at y = 0, oscillates in the ±x direction at frequency ω, as described by Eq. (2), with a peak boundary

velocity of ±Ũ . All five diagrams are plots of Eq. (3), which is a solution of a differential equation, which is Eq. (4) for the
purely viscous fluid in (a), Eq. (12) for a viscoelastic fluid in (b) and (c), and Eq. (19) in (d) and (e) for a two-phase viscoelastic

fluid. The fading color, far from the boundary at y = 0, shows how the flow decays with an e-folding distance δ. Along the
y axis, a reversal of velocity reveals the wavelength λ. The dark line has a slope representing the characteristic speed C, as
explained in Sec. IV. Time axes are normalized by the oscillation frequency ω, while y axes are normalized by the theoretical
depth of penetration δvis for a purely viscous fluid, Eq. (5). Physical values for the experiment in Sec. VIE were used for these
solutions: ρ = (1.5± 0.1) × 10−6 kg/m2, η0 = (3.5 ± 0.4) × 10−12 kg s−1, τ = 0.05 s, and νg = 0.97 s−1, with ω/2π = 0.1 Hz
in (a), (b), (d); but ω/2π = 5 Hz in (c) and (e).

the dusty plasma literature for time-dependent phenom-
ena [40, 67, 68, 81–89], including the characterization of
density waves [90–95]. Some of these authors have used
the terms periodograms or periodgrams for such plots.

Before we present space-time diagrams based on our
experimental data in Sec. VII, we start by illustrating
the concept of the diagram and its uses. As examples,
in Fig. 3 we present plots of Eq. (3) for a planar Stokes
layer. As in the sketches of Fig. 1, color is used to repre-
sent the direction of the flow, which reverses sinusoidally
due to the boundary condition, Eq. (2). In the top row
of Fig. 3, space-time diagrams are shown for a purely vis-
cous fluid (De = 0), and for viscoelastic fluids. To illus-
trate the rheological effects of viscoelasticity we consider
two oscillation frequencies, corresponding to De = 0.03
and De = 1.5, for weak and strong elastic effects, respec-
tively.

The oscillations seen in these space-time diagrams have
a periodicity in both time and space. Along the time

axis, the oscillation occurs at frequency ω, which is ex-
ternally provided at the boundary, and therefore persists
indefinitely.

Along the spatial axis, an oscillation corresponds to λ.
This spatial oscillation is most easily seen when elastic
effects are strong, i.e., for high Deborah numbers as in
Fig. 3(c). Besides the spatial oscillation, there is also a
spatial decay with increasing distance from the boundary,
and this is also easily seen in Fig. 3, as indicated by a
color that fades with increasing y. This decay occurs
over an e-folding distance δ. The two parameters λ and
δ describe how the flow develops naturally, in response to
the oscillating boundary and the properties of the fluid
itself.

We will use unsubscripted symbols λ and δ in a general
sense, for example to indicate values measured by empir-
ical observation in an experiment. Theoretical values, on
the other hand, are distinguished by subscripts: δvis and
λvis for a purely viscous single-phase fluid, and δve and
λve for a single-phase fluid that is viscoelastic.

The half-wavelength λ/2 can be measured from a
space-time diagram as the distance for the flow direc-
tion to reverse, at a given time. For example, at tω = 0
in Fig. 3(a), there is a peak positive velocity at y/δvis = 0
as compared to a peak negative velocity at y/δvis = π, as



6

seen by the change in color.
Elastic effects are expected to make the oscillations

penetrate more deeply into a fluid, so that δ will be
greater than for a purely viscous liquid. This prediction,
which was quantified by Eq. (13), can be seen in the
space-time diagrams by comparing panels (a) and (c) in
Fig. 3, for the limiting cases that are purely viscous and
highly elastic, respectively. The oscillating flow’s ampli-
tude decays with distance from the boundary most slowly
in the presence of high elasticity; this is seen in Fig. 3(c)
where the oscillations are still easily distinguished at the
maximum distance shown, y/δvis = 4. For comparison,
the flow in the purely viscous liquid, Fig. 3(a), has almost
completely decayed by that same distance.
Elastic effects also cause the oscillations to have a

shorter wavelength λ. As we mentioned when discussing
Eq. (14), this trend is expected because elasticity pro-
vides a restoring force. This effect of elasticity on the
wavelength can be rather profound, as seen in the space-
time diagrams by comparing Fig. 3(a) and (c).
Beyond the use of space-time diagrams for analyzing

dusty plasma experiments, as in this paper, we propose
that they could find use in fluids research as well. In par-
ticular, they could be used, as we did here, for analyzing
Stokes-layer flow patterns. Fluid dynamics experiments
have much in common with our flow experiment, such
as the imaging of small solid particles to track the flow.
For example, particle image velocimetry (PIV) is a com-
mon measurement technique that can yield spatiotempo-
ral data for Stokes layers as well as related phenomena
in pipes [2, 3, 6]. Spatiotemporal data of that form are
well suited for depicting with a space-time diagram, al-
though that practice has not been exploited much yet.
For example, recent experimental studies using PIV to
explore rheological phenomena related to Stokes layers,
such as resonances in viscoelastic fluids [3, 6], and os-
cillatory flows in non-Newtonian fluids [2], have to this
point been depicted by one-dimensional profiles of flow
velocities, rather than space-time diagrams which convey
more information.

IV. CHARACTERISTIC SPEED

Another advantage of space-time diagrams is that they
easily reveal a speed C for the flow pattern as it pen-
etrates the fluid. We call this a “characteristic speed.”
This concept is widely applicable to Stokes Layer in both
viscous and viscoelastic fluids. As was noted by an earlier
user of space-time diagrams [7], this speed is identified as
a tilted line, for a crest or trough of the oscillation, as we
have drawn in Fig. 3.
The existence of a characteristic speed is obvious from

the cosine term of Eq. (3). The cosine’s argument indi-
cates that for this planar Stokes layer, no matter what
type of fluid, the characteristic speed is simply

C = λω/2π. (15)

Here, ω = 2πf is the frequency of the externally ap-
plied motion that is imposed at the boundary, while λ
describes how these oscillations develop naturally as they
move into the fluid.
The theoretical values for the characteristic speed are

obtained by substituting λ from Eq. (6) or (14) into
Eq. (15). For a purely viscous fluid, this yields

Cvis =

√
2η0ω

ρ
, (16)

while for a viscoelastic Maxwell fluid it is

Cve =

√
2η0ω

ρ

[
1

De+
√
1 +De2

]1/2
. (17)

These two theoretical speeds are drawn as lines in the
upper panels of Fig. 3. Along each line, the phase of the
oscillations remains constant.
It might be misleading to call Cvis a “wave” speed,

just as it might be misleading to call λ a “wavelength,”
as we explained in Sec. II B. In a purely viscous fluid,
the oscillations are not waves, because there is no restor-
ing force, even if the oscillations do move through the
medium at a definitive velocity. Only in the elastic limit
is it compelling to describe the oscillation as a wave in
the classical sense, where there is a restoring force that
can oppose inertia.
In the elastic limit De ≫ 1, the speed Cve in Eq. (17)

approaches a value Cel. Examining Eq. (17), we see that
Cel = [η0/τρ]

1/2, which can be combined with Eq. (8) to
yield

Cel =

√
G∞

ρ
. (18)

The expression for the elastic limit in Eq. (18) has the
same form as for the transverse sound speed in a solid,
which would have a shear modulus G. (We note that a
transverse wave propagates freely in a solid, and over a
wide range of frequencies, but it propagates less readily
in a liquid, except at high frequencies [61, 96, 97].)
In general, the characteristic speed C is much less in

the elastic limit De ≫ 1 than in the viscous limit De = 0.
This tendency can be seen by comparing the top row
of panels in Fig. 3, where the slope is smallest for the
mostly elastic case of Fig. 3(c). No matter whether the
medium is elastic or purely viscous, the oscillations are
launched by the transverse oscillation of a boundary, but
the resulting oscillations in the fluid have a character that
is different, for the different kinds of fluid. In a purely
viscous fluid, the oscillations result from momentum that
is transported in the y direction by diffusion. In an elastic
medium the momentum is carried by an inertia, which
is opposed by a restoring elastic force. It may not be
intuitively obvious that adding elasticity to a fluid will
cause its characteristic speed to be slower rather than
faster, but that is indeed the case.
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V. EXTENDING THE THEORY TO INCLUDE

FRICTION ON A BACKGROUND MEDIUM

A. Background medium

We next extend the well-known model for a Stokes
layer in a viscoelastic fluid by taking into account an
additional effect: frictional drag on another phase. In
other words, we develop the model so that it is useful
not just for dusty plasmas, but also for two-phase fluids.
A dusty plasma is like a two-phase fluid because the dust
particles are immersed in a gas. This gas background,
which is electrically neutral, can exert a frictional drag
on the flow of dust particles.
We will treat the case where the second phase is sta-

tionary. In the case of a dusty plasma, this means that
the gas does not move, so that only the dust cloud flows.
This is suitable for describing our experiment, where
there was a tremendous difference in the areas of the
large chamber walls as compared with the tiny surfaces
of the few dust particles. Due to this disparity in sur-
face areas, the gas makes much greater contact with the
non-moving walls than with the moving dust particles,
so that a flow of dust particles is not capable of pushing
the gas into an overall movement along with the dust.

B. Differential equation, depth of penetration and

wavelength

Extending the viscoelastic model for a Stokes layer by
including a drag force term ρνgux in Eq. (12), the gov-
erning equation for the planar viscoelastic Stokes layer
becomes

(
1 + τ

∂

∂t

)[
∂ux

∂t
+ νgux

]
=

η0
ρ

∂2ux

∂y2
. (19)

Here, the term νgux accounts for the friction on the sta-
tionary gas background. The coefficient νg is a gas damp-
ing rate, defined as the dust particle’s drag force divided
by its momentum.
For the gas damping rate νg, we use the Epstein the-

ory [99]. This well-known description of the frictional
force is applicable to a sphere with a diameter much
smaller than the mean-free-path of gas-gas collisions. In
this model, the damping rate can be written as [100]

νg = d
pg
ρdrd

√
8mg

πkBTg
, (20)

where, rd and ρd are the radius and mass density of the
dust particles, while pg, mg, and Tg are the pressure,
atomic mass, and temperature of the background gas.
The factor d can take a value in the range 1.0 to 1.442,
depending on the type of reflection that gas atoms expe-
rience on the surface of the dust particles [99]. For our
particles we use an experimentally obtained [51] value
d = 1.26.

Having added friction to the problem, the flow now has
not just two, but three fundamental time scales. Besides
the Maxwell relaxation time τ and the frequency ω of the
boundary motion, there is also the gas damping rate νg.
We can compare these quantities using two dimensionless
ratios: the Deborah number De = ωτ along with another
ratio that we introduce here,

χ ≡ νg
ω
. (21)

Comparing gas friction and elasticity, in their effects on
the flow profile, we note that each of these mechanisms
has its greatest effect at opposite frequency limits. Elas-
ticity, represented by the Deborah number De = ωτ ,
dominates at high ω, as we discussed in Sec. II D. Gas
friction, on the other hand, has its greatest effect at low
ω, i.e., at large χ, as we will show in Sec. VC.

The flow profile, i.e., the solution to Eq. (19), is again
Eq. (3). What is different, compared to the single-phase
fluids modeled in Sec. II, are the effects of gas friction in
the coefficients δ and λ, which we discuss next.

The theoretical depth of penetration, for a viscoelastic
Maxwell fluid with a friction on the stationary gas, can
be shown by solving Eq. (19) to be

δ2ph =

√
2η0
ρω


 1

(χ−De) +

√
(χ−De)

2
+ (1 + χDe)

2



1/2

,

(22)
where 2ph indicates a two-phase fluid.

We can compare this expression to δve in Eq. (13),
which also includes viscoelasticity but not gas friction.
We make this comparison using the ratio

δ2ph
δve

=


 −De+

√
1 +De2

(χ−De) +

√
(χ−De)2 + (1 + χDe)2



1/2

.

(23)
This ratio is less than unity, no matter what the fre-
quency. In other words, friction on the background
gas hinders the oscillatory Stokes layer from penetrating
deeply into the fluid.

The theoretical wavelength can be shown, by solving
Eq. (19), to be

λ2ph = 2π

√
2η0
ρω



 1

− (χ−De) +

√
(χ−De)

2
+ (1 + χDe)

2




1/2

,

(24)
for a viscoelastic Maxwell fluid with a friction on the
stationary gas.

To assess the effect of friction, we compare Eq. (24) to
Eq. (14), where the latter does not include friction, but
both are intended for viscoelastic fluids. Again, present-
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ing the comparison as a ratio, we write

λ2ph

λve

=



 De+
√
1 +De2

− (χ−De) +

√
(χ−De)

2
+ (1 + χDe)

2




1/2

.

(25)
We find that this ratio is greater than unity for all fre-
quencies (except at infinite frequencies, where the ratio
converges to unity). In physical terms, adding the effects
of gas friction to a viscoelastic fluid tends to enhance the
wavelength.

C. Space-time diagram

For a Stokes layer, instead of relying solely on equa-
tions and ratios, a space-time diagram offers a more
graphical and intuitive way of identifying the effects of
frictional drag. For this purpose, we again examine
Fig. 3. To assess the role of gas friction in a viscoelastic
fluid, we can compare the lower panels (d) and (e), which
include friction, to the upper panels (b) and (c), which
are for the frictionless case of a single-phase liquid.

At high frequency, i.e., high values of De, adding fric-
tion in (e) has no significant effect on the development
and penetration of the flow profiles, as compared to the
no-friction case of (c). As we mentioned above, in our
discussion of the depth of penetration and wavelength,
the effects of friction become comparatively weak at high
ω. Elasticity plays such a strong role at high frequency
that other effects, such as friction, can play only a minor
role.

At low frequency, on the other hand, the effects of gas
friction are more apparent. While the oscillatory flow
profile is noticeable over a considerable distance y in the
absence of friction, Fig. 3(b), the oscillations penetrate a
lesser distance when there is friction, Fig. 3(d). In other
words, for a viscoelastic fluid, the depth of penetration
δ is reduced by the presence of friction, as we discussed
above regarding Eq. (23).

D. Characteristic speed

To determine the characteristic speed in a two-phase
viscoelastic Maxwell fluid, we can combine Eqs. (15) and
(24). This yields

C2ph =

√
2η0ω

ρ


 1

− (χ−De) +

√
(χ−De)2 + (1 + χDe)2



1/2

.

(26)

We can compare to a viscoelastic fluid without gas fric-

tion, Eq. (17), by calculating a ratio

C2ph

Cve

=


 De +

√
1 +De2

− (χ−De) +

√
(χ−De)2 + (1 + χDe)2



1/2

.

(27)
We note that this ratio is greater than unity for all fre-
quencies (except at infinite frequencies where the ratio
approaches unity). In other words, including gas friction
tends to increase the characteristic speed in a viscoelastic
fluid. This increase is most profound at low frequencies.
This increase in characteristic speed can be seen in

our space-time diagrams. The slope is greater for the
line in Fig. 3(d), taking friction into account, than it is
in Fig. 3(b) without friction. These lines are plots of
Eqs. (26) and (17) respectively.

E. Boundary with an oscillation combined with

constant velocity

Until now, we have considered the most common
boundary condition: a planar boundary at y = 0 with
a purely oscillatory motion and no added constant veloc-
ity, as described in Eq. (2).
In an experiment such as ours, there is a superposition

of two motions at the boundary: an oscillatory motion

Ũ cosωt and a constant velocity U0. In this situation, we
write the boundary condition at y = 0 as

ub,x(t) = U0 + Ũ cosωt. (28)

The constant velocity actually poses no problem, in
our analysis. We can show that the total flow profile
ux (y, t), taking into account the constant velocity U0,
has almost the same form as Eq. (3), which was for an
oscillatory boundary with U0 = 0. To show this, we start
by separating the flow profile into a time-averaged com-
ponent Ux (y) = 〈ux(y, t)〉t and a fluctuating component
ũx (y, t) = ux(y, t)− Ux (y), i.e.,

ux (y, t) = Ux (y) + ũx(y, t). (29)

It is shown in the Supplemental Material [101] that the
time-averaged component is

Ux (y) = U0e
−

√
ρνg/η0y, (30)

and that the total flow profile is

ux (y, t) = U0e
−

√
ρνg/η0y

+ Ũe−y/δ2ph cos

(
ωt− 2π

λ2ph

y

)
.

(31)

Comparing Eq. (31) to Eq. (3), they have almost the
same form. The only difference is in the first term of
Eq. (31), which has no time dependence. Thus, space-
time diagrams for the time-dependent portion of the ex-
perimentally measured flow velocity can be compared di-
rectly to our two-phase fluid model presented above.
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FIG. 4. (a) Sketch of the optical setup used to heat and apply
shear to the dust cloud. The two laser beams in the lower
portion of this diagram provided the shear. Before the shear
beam was divided by a beam splitter (BS2), it was shaped by
a combination of cylindrical lenses (CL) and a galvanometer
mirror. It was also modulated sinusoidally in time, using a
rotating half-wave plate and a linear polarizer (P), to allow a
study of a Stokes layer rather than a steady-shear layer. The
two heating beams in the upper portion were rastered over
the entire dust-particle cloud. The top-view camera was our
main diagnostic. (b) A single still image from the top-view
camera, showing its field of view. The placement and width
of the two shear beams are drawn to scale. The region of
interest (ROI) was the portion of the image for y > 0; this is
where we measured particle velocities to yield the flow profile.

VI. EXPERIMENT

A. Apparatus

We performed an experiment in a partially ionized Ar-
gon plasma. Using a modified GEC chamber, described
in Ref. [102], the gas pressure was regulated at 6 mTorr
using a feedback controller and a capacitance manometer.

Radio-frequency power at 13.56 MHz, with a peak-to-
peak voltage of 122 V, was capacitively coupled to a lower
electrode. The other electrode, which was grounded, con-
sisted of the chamber walls as well as a smaller upper ring
electrode. Levitation of the dust particles was aided by
a DC self-bias of -61 V that developed on the lower elec-
trode.
Dust particles formed a single-layer cloud after being

introduced into the plasma. For our dust particles, we
used melamine-formaldehyde microspheres, with a di-
ameter of 2rd = 8.83 µm. We calculated a particle’s
mass as md = 5.45 × 10−13 kg, using the mass density
ρd = 1.51 g/cm

3
specified by the manufacturer. (In this

calculation, we neglect mass loss due to exposure to vac-
uum and plasma conditions, which has been reported to
be about 10% of the original mass [103–105].) We intro-
duced about 5700 microspheres. They became levitated
9 mm above the lower electrode, and filled a circular area
of diameter 64 mm. We verified using a side-view camera
that there was only a single layer, with no particles above
or below.
As our main diagnostic, the dust particles were imaged

from above. To illuminate the entire dust-particle cloud,
light from a 577-nm laser was shaped into a horizontal
sheet by a cylindrical lens. The top-view camera was
a 12-bit Phantom Miro M120. Its 105-mm focal-length
lens was fitted with an interference filter that admitted
scattered laser light at 577 nm while blocking other wave-
lengths. This top-view camera was positioned above a
window, at the top of the chamber. Its field of view was
24× 32 mm containing about 2100 particles in the dust
cloud’s center.
The laser heating the setup is sketched in Fig. 4(a).

A pair of 532-nm laser beams was generated by a laser,
operated at 12 W power and divided by a beamsplitter
cube. Each beam was rastered in an arc-shaped pat-
tern [106], so that impulses of momentum were imparted
intermittently to dust particles. The arc-shaped pattern
traced over a rectangular region including the entire dust-
particle cloud. Using this laser heating, we were able
to melt the crystal and sustain steady liquid conditions.
Further details of the heating method and setup are pro-
vided in in Ref. [57].
To verify that we achieved liquid conditions, we com-

pared the Coulomb coupling parameter Γ to the melting
point. The theoretical melting point [107] is Γm = 153,
for κ = 0.7. For our experiment, Γ was 78 ± 6, as cal-
culated using Eq. (1) along with the experimentally ob-
tained parameters in Sec. VIE. Since Γ ≈ 0.5Γm, our
temperature was about twice the melting point, so that
the conditions were liquid.

B. Localized application of shear

As we mentioned in Sec. II A, the oscillatory bound-
ary in our Stokes layer experiment was not an external
solid surface that oscillated in position. Instead we ap-
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plied an oscillatory shear internally, using a pair of laser
beams pointing oppositely in the ±x direction, with a
gap between them, as shown in Fig. 4(b). A flow was
produced, within each laser beam, due to the radiation
pressure force. The laser beams were modulated only in
intensity, but not in direction, driving a flow at y = 0,
i.e., at the edge of one laser beam. At that location, the

velocity varied as in Eq. (28), with |U0| ≥ |Ũ | and the

same sign for both U0 and Ũ .
For applying shear, the laser manipulation setup was

a modification of the one used in Ref. [57]. Our shear
laser was separate from the heating laser, although both
were operated at the same wavelength of 532 nm, and
both were split into two beams. The setup is shown in
Fig. 4(a). The shear beams were shaped as horizontal
ribbons, separated by a gap of 2 mm. These two laser
beams were directed oppositely to serve two purposes:
avoiding an overall horizontal displacement of the entire
cloud, and forming a uniform shear region between the
two beams. The width and height of the two ribbon-like
beams were 2 mm and 1 mm, respectively.
Our simultaneous use of two kinds of laser manipula-

tion, for heating and shear, has advantages as compared
to applying shear alone [57]. While it is possible to both
melt a crystal and drive a flow using shear alone, there
are two unwanted effects in the resulting liquid: shear
thinning and spatial inhomogeneity. Those effects are
avoided in our setup by applying a weaker shear. Our
use of a weaker shear was made possible by melting the
crystal separately, using the simultaneous application of
our laser heating.
Two different regions were analyzed, when we applied

the shear. Most importantly, for our Stokes layer analysis
in Sec. VII, the region of interest (ROI) was the region
outside the gap between the shear beams, as in Fig. 4(b).
The flow within this ROI is the result of a viscous mo-
mentum transfer from the oscillatory flow within Shear
Beam 1. The high-velocity flow at y = 0 serves as our
analog to the moving boundary in a traditional Stokes
layer. Additionally, for a separate analysis in Sec. VIE
to obtain the shear viscosity η0, the region analyzed was
the gap between the two shear beams, where the shear
was uniform.
To modulate the power of the shear laser, so that it

varied sinusoidally with time, we used a pair of optical
components: a rotating half-wave plate followed by a lin-
ear polarizer, which was stationary. These two compo-
nents were positioned between the laser and the beam-
splitter cube, as shown in Fig. 4(a) and in the Supplemen-
tal Material [101]. With this arrangement, both shear
beams had identical modulations. To precisely control
the frequency of this modulation, we used a stepper mo-
tor to rotate the half-wave plate at a frequency f/4. We
confirmed that the resulting modulation was sinusoidal,
with a frequency f . It was necessary also to observe the
phase of the modulation, for synchronization purposes,
and this was accomplished using a photodiode detector.
When the photodiode’s output crossed a threshold value,

it triggered a pulse.
We synchronized the top-view camera with the mod-

ulation of the shear laser. In particular, we controlled
the camera to match both the frequency and phase of
the laser modulation. To match the frequency, we used
a master oscillator that controlled two pulse generators:
one for triggering each camera frame, and the other for
the stepper motor. To match the phase, we started the
camera’s recording when there was a photodiode trigger.
A diagram of the camera triggering setup is provided in
the Supplemental Material [101].

C. Procedure

Experimental runs were carried out for two purposes:
obtaining the space-time diagrams and measuring param-
eters of our dust cloud. We will describe these runs next,
explaining how they required using the instrumentation
differently.
The runs for obtaining our space-time diagrams used

all of the features in our laser manipulation setup. Laser
heating provided liquid conditions. The shear laser
beams were used with sinusoidal modulation. The modu-
lation frequency f was chosen as 0.5 Hz, 1.0 Hz, or 2.0 Hz.
(Such a low frequency is practical due to the slow time
scale for microscopic reorganizations of dust particles in
our liquid.) For each frequency, we performed ten runs.
Due to our use of synchronization, as explained above,
the ten runs were carried out under repeatable condi-
tions, so that we could average the time series of their
flow profiles.
Parameters values, listed in Sec. VIE, were obtained

with three kinds of runs. First, our “crystal runs”
were performed without laser heating and without shear.
These crystal runs were used to obtain the areal number
density by counting particles in the camera’s full field of
view. We then used the areal number density to obtain
the Wigner-Seitz radius aws and the areal mass density ρ.
The crystal runs also provided the data required for our
phonon-spectrum analysis [108], which we used to obtain
the particle charge Q, dust plasma frequency ωpd, and
shielding parameter κ. All of these parameters are ex-
pected to have the same value in a liquid as in a crystal.
Second, our “no-shear runs” were performed with laser
heating, but without shear, to obtain the average kinetic
temperature Tk of the dust particles. We used this tem-
perature to calculate the value of the Coulomb coupling
parameter Γ, which allowed us to confirm that liquid con-
ditions were attained, as we explained in Sec. VIA. Our
no-shear runs also allowed us to obtain the Maxwell re-
laxation time τ of our liquid. Third, in our “steady-shear
runs”, we used both laser heating and shear, but the
shear was maintained at a steady level by not rotating
the half-wave plate. These steady-shear runs yielded a
measurement of the shear viscosity η0.
Four repetitions of the runs for measuring parame-

ters were performed during the course of the experiment.
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These repetitions allowed us to average a parameter’s
value over four observations and yielded an estimate of
its uncertainty. We spaced the four repetitions widely
in time, at the experiment’s beginning and seven hours
later at its end, as well as twice in between. This scheme
allowed us to confirm that there were no overall trends
in the experimental conditions.
The top-view camera was operated at 100 frames per

second for runs in liquid conditions, and 50 frames per
second for the less demanding crystal conditions. These
frame rates were chosen to meet two requirements: mini-
mizing errors and allowing phase-resolved measurements.
The latter required a camera frame rate that was an in-
teger multiple of the laser modulation frequency f . To
minimize velocity errors, we followed the prescription of
Feng et al. [109], which is intended to minimize the com-
bination of acceleration error and random error.

D. Obtaining flow profiles from particle data

Our data analysis will center on a continuum descrip-
tion of the flow of dust particles. We obtain our flow data
by analyzing video images as we describe here.
We started with a bit-map image corresponding to a

single video frame, as in Fig. 4(b). We analyzed each
frame to obtain the position (xi, yi) of each particle i.
This position measurement was done with sub-pixel ac-
curacy by using the moment method, optimized as rec-
ommended in Ref. [110]. We mention here three of these
optimization steps. First, we adjusted the camera lens
so that each particle filled many pixels, with minimal
aberration or distortion. Second, we reduced background
noise in images by subtracting dark-field images. The
latter were recorded under the same illumination condi-
tions but without particles. Third, the threshold level in
the moment method was selected to minimize errors both
from pixel-locking and from random variations in pixel
brightness. The result of these steps, which were carried
out using ImageJ software [111], were the positions of
particles.
Particle-tracking velocimetry was used to obtain the

velocity (vi,x, vi,y) of each particle i. The algorithm we
used was simply subtracting a particle’s position in two
consecutive frames and dividing by the time interval be-
tween frames. This standard method requires identifying
the same particle in two consecutive frames, which was
possible because we used a sufficiently high camera frame
rate.
The resulting particle-level data, with positions and

velocities of individual particles, was used for several pur-
poses. The positions yielded parameters for the number
density, while the dispersion of velocities yielded the ki-
netic temperature. In combination, the positions and
velocities were used to obtain the phonon spectrum and
relaxation time, as described below. Besides those pur-
poses, we also used the particle velocity data to obtain
the flow velocity.

The flow velocity ux is a continuum description, which
we obtained from the particle data. In essence, we con-
verted our experimental data from the particle paradigm
to the continuum paradigm. The key step in this con-
version was binning. The region of interest ROI, in each
video frame, was split into bins, which were rectangles
that were thin in the y direction. Since x is an ignorable
coordinate, and we wished to average over that direction,
the bins were extended in the x direction across the full
width of the ROI. The flow velocity within each bin was
obtained by averaging the velocities of particles located
within, using a weighting algorithm. Repeating this pro-
cess for each frame yielded our experimental flow profile,
ux(y, t). We chose the bin width as ∆y = 0.17 mm to
yield a sufficient resolution of about aws/2, while allowing
adequate counting statistics in each bin.

The weighting algorithm that we used, in assigning
particle velocities to a bin, was cloud-in-cell interpola-
tion [112]. In this method, each particle contributes not
just to one bin, but to the nearest two bins. The weight
assigned to each bin is proportional to the distance to
the center of that bin. The advantage of this algorithm
is that it reduces noise resulting from a particle moving
across the boundary dividing the two bins. Instead of an
abrupt change in the obtained value of ux(y, t), there is
only a gradual change as a single particle moves across a
boundary between bins. The inputs for this interpolation
are yi and vi,x for a particle.

E. Parameters of the dust particle cloud

We required experimentally measured values of dusty
plasma parameters to characterize our dust-particle
cloud, as well as to use our two-phase fluid model. We
report these parameters for three kinds of runs: crystal,
no-shear, and steady-shear runs.

From our crystal runs, we obtained the values of the
following parameters. The areal number density of the
dust-particle cloud was 2.7 ± 0.1 mm−2. The Wigner-
Seitz radius, which characterizes the interparticle spac-
ing, was aws = 0.34 ± 0.01 mm. The areal mass density
of the cloud was ρ = (1.5± 0.1)×10−6 kg/m

2
. Using the

phonon-spectrum method [108, 113, 114], we found the

dust plasma frequency was ωpd =
[
Q2/2πǫ0mda

3
ws

]1/2
=

81.0 ± 0.4 s−1 and the shielding parameter was κ =
aws/λD = 0.70 ± 0.02, which yields the screening length
λD = 0.49±0.01 mm. The dust particle charge, obtained
from ωpd, was Q = (17 500±500) e. The error values for
all these parameters were calculated from the dispersion
of values obtained in various runs.

Our no-shear runs were used to measure the kinetic
temperature Tk of the dust-particle cloud, which was re-
quired to calculate the Coulomb coupling parameter Γ for
liquid conditions. We calculated the kinetic temperature
from the dispersion of the particle velocities [115], us-

ing Tk = (md/2kB) 〈(vi (xi, t)− v̄ (t))
2〉i,t, where v̄ (t) =
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〈vi (xi, t)〉i,t. The subscripts of the angle brackets in-
dicate that the averaging was performed over particles
i and over time t. (This temperature is a kinetic tem-
perature associated with the random movement of dust
particles; it is not descriptive of the polymer substance
within a particle, which was much colder.) For our exper-
iment, under liquid conditions, the kinetic temperature
was Tk = (2.0± 0.1) × 105 K. The corresponding value
of the Coulomb coupling parameter Γ, calculated from
Eq. (1), was Γ = 78± 6.

Analyzing our no-shear runs, we also estimated the
Maxwell relaxation time τ . We did this using the same
steps as in Ref. [36, 76]. First, a time series of the shear
stress σxy(t) was computed from particle-level data for
positions and velocities, as described in Ref. [36]. Second,
the autocorrelation function of the shear stress was calcu-
lated as Aη(t) = 〈σxy (t)σxy (0)〉t. Third, the frequency-
dependent viscosity η(ω) was obtained by calculating the
Laplace-Fourier transform of Aη(t) and using the gen-
eralized Green-Kubo relation to yield η (ω). Finally, τ
was estimated by fitting the Maxwell model’s analytic
expression for η(ω) to the experimental result, where τ
was a free parameter, as described in Ref. [36]. This
method requires a liquid under steady conditions, which
we were able to achieve with our heating setup. For our
experiment, the resulting value of the relaxation time is
τ = 0.05 s, which corresponds to Deborah numbers of
De = 0.16, 0.31, and 0.63 for modulation frequencies of
f = 0.5, 1.0, and 2.0 Hz, respectively.

We used steady-shear runs to determine the shear vis-
cosity η0, which is a required input in our two-phase fluid
model. The steps for obtaining η0 from particle-level data
include calculations of both the shear stress σxy, and the
shear rate γ, as described in Ref. [57]. These two val-
ues were obtained by analyzing the shear region between
the two shear beams. The shear stress was obtained using
Eq. (8) of Ref. [57], with an input of particle positions and
velocities, along with values of ωpd and λD. The shear
rate was calculated as the spatial derivative of the flow
velocity within that shear region, where the shear was
nearly uniform. We then calculated the shear viscosity
as the ratio η0 = −σxy/γ = (3.5± 0.4)× 10−12 kg s−1.

We note that motion of particles within our cloud was
underdamped. This situation is different from colloidal
suspensions, which are overdamped due to filling the
space between particles with a massive solvent [116]. In
our experiment, the space between particles was filled
with rarefied gas, so that the particles experienced a fric-
tional damping rate of only νg = 0.97 s−1, as calculated
using Eq. (20). Normalizing by the nominal dust plasma
frequency, νg/ωpd = 0.01, which is so small as to indicate
that the dust motion is underdamped. Alternatively, nor-
malizing by the modulation frequency ω, our gas damp-
ing rate corresponds to values of the dimensionless ratio
νg/ω = 0.31, 0.15, and 0.08 for f = 0.5, 1.0, and 2.0 Hz,
respectively.

F. Preparing flow profiles for space-time diagrams

Before producing the space-time diagrams, we pre-
pared the experimental flow profiles. To do this, we first
obtained the fluctuating component of the flow velocity
ũx, and we then performed a phase-resolved averaging
to improve the signal-to-noise ratio. We next describe
details of these two steps.
The fluctuating component of the flow ũx was obtained

from the time series data for the flow velocity in each bin.
Using Eq. (29), the experimental fluctuating component
is obtained as ũx (y, t) = ux (y, t) − Ux (y). The latter
value is obtained by averaging the time series ux (y, t)
separately within each spatial bin. This procedure was
performed for each oscillatory shear run.
Phase-resolved averaging was then performed to im-

prove the signal-to-noise ratio for the experimental
ũx (y, t). For each run, we split the time series ũx (y, t)
into non-overlapping time segments, each with a dura-
tion of one modulation cycle. Each segment had the
same phase because the frames recorded by the camera
were synchronized with the modulation, and there was
an integer number of frames in each cycle. Thus, in each
segment the first value corresponded to the same phase
of the sinusoidal modulation. Likewise, the second value
in each segment corresponded to another phase of the
modulation, and so on for one complete cycle. To obtain
a phase-resolved average of ũx (y, t), we averaged the first
value in each segment over all ten runs, and then simi-
larly averaged the second value in each segment, and so
on. This phase-resolved flow profile is what we use as the
input for preparing our space-time diagram.

VII. EXPERIMENTAL SPACE-TIME DIAGRAM

For the experiment, our primary results are space-time
diagrams of flow profiles in Fig. 5. These plots are our
results for modulation frequencies of 0.5 Hz and 1.0 Hz.
(The space-time diagram for 2.0 Hz, presented in the
Supplemental Material [101], is noisier.) These plots il-
lustrate the spatial and temporal evolution of the fluctu-
ating component of the flow, ũx(y, t). They also allow us
to obtain quantitative values for C, δ, and λ, as well as
qualitatively identifying three significant features, as we
report next.

A. Analysis

The first feature of a Stokes layer that we identify is a
spatial decay of the flows amplitude, as seen in Fig. 5(a)
and (b). Qualitatively, this decay appears as a fading
of colors, with increasing distance from the boundary at
y = 0 mm. Quantitatively, the depth of penetration was
obtained by fitting the experimental data to an exponen-
tial decay, yielding δ = 1.00 ± 0.05 mm for f = 0.5 Hz
and 0.85± 0.05 mm for f = 1.0 Hz.
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FIG. 5. (Color online) Space-time diagrams obtained from experimental data (top row) and our two-phase fluid model (bottom
row), for modulation frequencies of 0.5 Hz (left column) and 1.0 Hz (right column). Zero time corresponds to a trigger event
in the experiment. The color bar scale for ũx is the same for all panels. In the experimental space-time diagrams, the main
features of a Stokes layer are apparent: the finite penetration of the flow can be seen as fading of the color with increasing
distance; a reversal of the flow direction can be seen as a reversing color with distance from the boundary, for example along
the vertical dashed line in each diagram; the characteristic speed is indicated by the slope of the solid lines. In addition to
obtaining C, these experimental diagrams also allow obtaining values for δ and λ. The theoretical diagrams were obtained by
combining Eqs. (3), (22), and (24), while the theoretical characteristic speed C2ph was calculated using Eq. (26), all with an
input of experimental parameters listed in the main text.

The second feature is a characteristic speed C. This
speed is apparent in the experimental data as an overall
tilt in the spatiotemporal flow pattern. For example, one
can observe the development in time of the location of
peak positive flow or peak negative flow. To quantify this
characteristic speed, we performed a correlation analysis,
yielding C = 4.3 mm/s for 0.5 Hz and 5.3 mm/s for
1.0 Hz, shown as the slope of the solid lines in Fig. 5(a)
and (b).

The third feature is the reversal of the fluctuating flows
direction. This reversal can be identified qualitatively
by examining data along a vertical line in Fig. 5(a) and
(b). For example, along the vertical dashed line in each

plot, the flow velocity ũx is negative at small distances
in the lower quarter of the graph, but positive at larger
distances. To quantify the wavelength, which captures
the scale length for this flow reversal, we used Eq. (15),
yielding λ = 8.5 mm for 0.5 Hz and 5.3 mm for 1.0 Hz.

B. Comparison to two-phase fluid model

Comparing these experimental results to the predic-
tions of our two-phase fluid model, we find that they
agree. For this comparison, in the model we use a com-
bination of Eqs. (3), (22), and (24) along with Eq. (26) for
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the characteristic speed, with an input of the experimen-
tally measured values of ω, η0, ρ, τ , and νg as reported
in Sec. VIE.
Qualitatively, we see the same spatiotemporal devel-

opment of the flow profiles in the experiment and the
model, in Fig. 5. Both exhibit the same three features
mentioned above: a spatial decay seen as a fading of col-
ors, a skew that reflects the characteristic speed, and a
reversal of color with distance from the boundary indi-
cating a reversal in the flows direction.
Quantitatively, we find reasonable agreement for the

key parameters for the Stokes layer. The depth of pen-
etration predicted by the model is δ2ph = 1.10 mm for
0.5 Hz and 0.90 mm for 1.0 Hz, differing from the ex-
periment by 10% and 6%, respectively. The characteris-
tic speed predicted by the model is C2ph = 4.01 mm/s
for 0.5 Hz and 4.90 mm/s for 1.0 Hz, which compared
to the experiment differed by 7% and 8%, respectively.
Those same percentage differences apply also to the
wavelengths, which in the model were λ2ph = 8.01 and
4.90 mm, for 0.5 Hz and 1.0 Hz, respectively.
Including gas friction in the viscoelastic model im-

proves the agreement of the model with the experiment.
The addition of friction changes the values of δ, λ, and
C by 5 − 15% in a direction that brings them closer to
the experimentally observed values. Details for this com-
parison are presented in Table SM1 of the Supplemental
Material [101].
We can also mention that our two-phase model can be

used by fluid dynamics experimenters as a new way to ob-
tain viscoelastic material properties, such as the Maxwell
relaxation time, based on measurements of a Stokes layer.
One advantage of this approach is that it can be done us-
ing modulation at a single frequency.

VIII. CONCLUSIONS

A Stokes layer was observed in a dusty plasma exper-
iment. The collection of particles in a two-dimensional
cloud behaved as a liquid with a steady temperature, due
to heating with laser manipulation. Using another kind
of laser manipulation, which applied a sustained sinu-
soidally modulated shear within the dust cloud, we drove
an oscillatory flow. This shear manipulation serves as
an analog of a sinusoidally moving boundary in a tradi-
tional Stokes layer experiment. Using video microscopy,
we measured particle velocities to obtain a spatiotempo-
ral characterization of the flow pattern produced by the
oscillatory shear manipulation.
We used space-time diagrams to present the spatiotem-

poral flow profiles. One axis of these diagrams represents
time, over a cycle of the sinusoidal modulation. The
other axis is for distance from the boundary (or in the
case of our experiment it is distance from the edge of
the shear laser beam.) In these space-time diagrams, the
features of the Stokes layer stand out. Beyond the over-
all flow pattern with its oscillatory reversal of flow, there
are some specific features of a Stokes layer that are eas-
ily identified by inspecting a space-time diagram. These
features include the depth of penetration (for the expo-
nential decay of the flow pattern with distance) and a
characteristic speed.
The characteristic speed C is seen as an overall tilt

or skew in the spatiotemporal profiles for the oscillatory
flow pattern, in the space-time diagram. The crests and
troughs of the oscillation follow a line with a distinctive
slope in the space-time diagram, and that slope is the
characteristic speed. While we find this speed to be a
distinctive feature of a Stokes layer, it seems not to be
mentioned often in the fluid-mechanics literature.
Fluid models were presented to illustrate the use of

space-time diagrams, and to compare to our experiment.
In particular, we developed a two-phase fluid model,
which includes frictional forces and viscoelastic effects.
This model is intended to describe a liquid-like collec-
tion of particles in a two-dimensional dusty plasma, but
it may also be applicable more generally to a two-phase
fluid in other substances, in which a background phase
(gas in our experiment) remains stationary while exert-
ing a frictional force on the other phase (small solid par-
ticles in our experiment). Viscoelasticity is incorporated
in this model using a complex viscosity that includes a re-
laxation time that captures the effect of elasticity; these
elastic effects can be turned off simply by setting the re-
laxation time to zero, if desired to model a purely viscous
phase.
Comparing the experiment and our two-phase fluid

model, we find reasonable agreement for the Stokes layer.
The overall spatiotemporal pattern is captured well by
the model. Quantitatively, we find agreement within 10%
for the values of the depth of penetration, characteristic
speed, and wavelength.
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