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Abstract

The conformations of biological polyelectrolytes (PEs), such as polysaccharides, proteins, and

nucleic acids, affect how they behave and interact with other biomolecules. Relative to neutral

polymers, PEs in solution are more locally rigid due to intra-chain electrostatic repulsion, the

magnitude of which depends on the concentration of added salt. This is typically quantified

using the Odijk-Skolnick-Fixman (OSF) electrostatic-stiffening model, in which salt-dependent

Debye-Hückel (DH) screening modulates intra-chain repulsion. However, the applicability of this

approach to flexible PEs has long been questioned. To investigate this, we use high-precision single-

molecule elasticity measurements to infer the scaling with salt of the local stiffness of three flexible

biopolymers (hyaluronic acid, single-stranded RNA, and single-stranded DNA) in both monovalent

and mixed-valence salt solutions.

In monovalent salt, we collapse the data across all three polymers by accounting for charge

spacing, and find a common power-law scaling of the electrostatic persistence length with ionic

strength with an exponent of 0.66 ± 0.02. This result rules out simple OSF pictures of electrostatic

stiffening. It is roughly compatible with a modified OSF picture developed by Netz and Orland;

alternatively, we posit the exponent can be explained if the relevant electrostatic screening length

is the inter-ion spacing rather than the DH length.

In mixed salt solutions, we find a regime where adding monovalent salt, in the presence of

multivalent salt, does not affect PE stiffness. Using coarse-grained simulations, and a three-state

model of condensed, chain-proximate, and bulk ions, we attribute this regime to a “jacket” of ions

surrounding the PE that regulates the chain’s effective charge density as ionic strength varies. The

size of this jacket in simulations is again consistent with a screening length controlled by inter-ion

spacing rather than the DH length. Taken together, our results describe a unified picture of the

electrostatic stiffness of polyelectrolytes in the mixed-valence salt conditions of direct relevance to

cellular and intercellular biological systems.

∗ saleh@ucsb.edu
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I. INTRODUCTION

Polyelectrolytes (PEs) are polymers with ionizable groups, becoming charged in aqueous

solution. They have diverse applications, including in processing oil and concrete, as food

additives, and in biomedical tools [1]. Natural polyelectrolytes feature prominently in biol-

ogy, as most biological macromolecules are charged. Interactions between charges control the

behavior of PE systems and are sensitive to the amount of salt present in solution. As salt

is added, inter-charge repulsion is screened, reducing the PE stiffness. The salt-dependent

electrostatic stiffness is often modeled as an additive term to the chain’s intrinsic molecular

persistence length l0p, giving a total persistence length lp = l0p + lelecp [2]. Much prior work has

been devoted to how lelecp should scale with ionic strength I [3]. One such theory is that of

Odijk [2], and Skolnick and Fixman [4] (OSF). They calculate the increase in bending energy

of a semiflexible polymer due to charges that interact via a screened Coulomb potential. The

resulting expression is:

lelecp =
lB

4κ2d2
(OSF) (1)

where d is the PE charge spacing, lB = e2

4πεε0kBT
is the Bjerrum length, with elementary

charge e, vacuum permittivity ε, dielectric constant ε0, and thermal energy kBT , and κ−1

is the electrostatic screening length. Typically, the Debye-Hückel (DH) screening length,

κ−1DH =
√

8πlBI, is used, where ionic strength I depends on the concentration c and valence

(charge) Z of all ion species i, through I = 1
2

∑
i ciZ

2
i . Equation 1 predicts lelecp scales with

κ−2DH or I−1. OSF theory is frequently used due to its simple analytical expression, and

some have found double-stranded DNA (dsDNA) elasticity data in agreement with the OSF

prediction [5]. However, many other studies show disagreement with the OSF prediction,

including data on dsDNA [6–8], single-stranded nucleic acids (ssNAs) [9–13], and hyaluronic

acid (HA) [14]. Barrat and Joanny (BJ) revisited the OSF picture, incorporating fluctuation

effects to make the model more appropriate for flexible chains [15]. The BJ calculation

predicts that for flexible chains, lelecp scales with κ−1DH , or I−1/2. Experiments on flexible

synthetic chains [16], ssDNA [9–11, 13] and ssRNA [12] have shown results consistent with

this exponent.

The mean-field and weak potential assumptions of DH theory are not appropriate for

treating multivalent ions, which interact strongly with charged chains [17]. For highly
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charged chains, such as dsDNA, even interactions with monovalent ions can be strong. These

cases are better treated with condensation theories. The approach of condensation theories

is to predict renormalized chain charge spacing deff , which can be substituted for the struc-

tural charge spacing d when calculating electrostatic persistence length (e.g. when using

Equation 1) [15]. The best-known theory of counterion condensation is that of Manning [18]

and Oosawa [19]. It considers a cylindrical PE with no added salt, and is applicable when

the Debye length is very long compared to the PE charge spacing, predicting deff = ZlB

where Z is the counterion valence [20]. However, since counterion condensation is an elec-

trostatic phenomenon, it is clear that it will in general be affected by the amount of salt

added to solution.

Some theoretical work has considered how the presence of monovalent salt affects con-

densation of multivalent ions on PEs. One approach is to use two-state models (bound

and free ions) that incorporate bulk salt through Debye screening [21, 22], showing, as one

might expect, that added 1:1 salt weakens condensation. Dobrynin further expanded upon

Manning-Oosawa theory to explore how counterion condensation will affect the rigidity of a

semiflexible polymer [23]. This theory predicts that in monovalent salt lelecp ∼ I−0.5 with fur-

ther logarithmic corrections for fluctuations. Other work has extended condensation models

beyond Debye screening by applying nonlinear Poisson-Boltzmann calculations [24, 25], and

by considering the effect of counterion fluctuations [26]. Many others have made theoretical

contributions to the field, including investigations of condensation on flexible PEs [27] and

the chain collapse that can result from it [28, 29].

A variety of experiments support the idea that counterions condense onto PEs and modify

their charge. Counterion condensation has been shown for dsDNA using NMR [30, 31], and

collapse and aggregation of dsDNA in the presence of multivalent cations has been attributed

to ion condensation [5, 22]. Models of ssNA force-extension curves which treat charge spacing

as a free parameter were successful in fitting experimental data in 1:1 salt, and found fit

charge spacing values larger than the structural spacing [32, 33], also supporting monovalent

condensation. However, a systematic understanding of how multivalent condensation on

PEs is affected by bulk non-condensing salt is still lacking. In our prior publication [34], we

reported a phenomenon wherein HA’s stiffness becomes insensitive to changes in I when a

small constant amount of 3:1 salt is added. To our knowledge, this salt-insensitive regime

had not previously been reported, and we attribute it to a salt-dependent condensation
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phenomenon, suggesting it should occur generally for flexible PEs in salt mixtures.

Following the results of our prior publication, we now present a thorough investigation of

ionic strength dependent PE stiffness in monovalent and mixed valence salt solutions. We

conduct single-molecule magnetic tweezers experiments that extract estimates of lelecp from

measurements of extension L vs. applied force f of three flexible charged biopolymers: HA,

ssDNA, and ssRNA. We find that in monovalent salt, lelecp scales as a 0.66 ± 0.02 power

law with ionic strength for all three PEs (Section III A). A similar exponent was predicted

by Netz and Orland [35], attributed to condensation of monovalent ions, though we discuss

an alternate explanation below. We next conduct experiments on HA and ssDNA in the

presence of multivalent ions and show that a multivalent-induced I-insensitive regime of

chain stiffness occurs in two chemically distinct systems (Section III B). The effect is also

demonstrated in coarse-grained molecular dynamics simulation on HA-like and ssNA-like

bead-spring chains (Section IV). Upon analyzing the microscopic details of the simulation,

we find an ‘ion-jacket’ region in the vicinity of the PE in which an exchange process occurs:

as total monovalent salt concentration increases, the singly-charged ions replace multivalent

ions near the chain, reducing ion condensation while increasing the local ionic strength. We

investigate this phenomenon using an analytical three-state model that invokes a Donnan

equilibrium to explore the jacket’s ionic environment (Section V); this analysis corroborates a

trade-off between weakening condensation and increasing local ionic strength. We posit this

phenomenon regulates the effective charge density of the PEs, and thus their conformation,

in varying ionic conditions. Overall, our results use a multi-faceted approach, including

experiment, simulation, and theory, to demonstrate a somewhat unexpected unity in the

behavior of chemically-distinct PEs, marked by control of conformation through a non-OSF

exponent and an effective charge spacing, with the latter sensitive to complex condensation

phenomena.

II. METHODS

A. Magnetic Tweezers Experiments

To investigate PE behavior, we perform experiments on three different biopolymers:

hyaluronic acid (HA), with intrinsic persistence length l0p ≈ 5 nm [14, 36] and charge spac-
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ing d = 1 nm, single-stranded DNA (ssDNA), with l0p < 1 nm and d = 0.7 nm [37], and

single-stranded RNA (ssRNA) with l0p < 1 nm and d = 0.6 nm [37].

To obtain ssDNA, a segment of lambda-phage double-stranded DNA (10.5 kbp) function-

alized with thiol and biotin groups was synthesized by polymerase chain reaction with biotin

and thiol primers (IDT), purified with a PCR cleanup kit (Zymo Research), and thermally

and chemically denatured with glyoxal, following Ref. [11]. Hyaluronic acid (2.5 MDa),

modified to allow chemical tethering to two surfaces, was purchased from Creative PEG-

works. Each HA chain has a biotin group at the reducing end, and thiol groups at random

locations internal to the chain, with a stoichiometry of one thiol per chain. Poly(U) ssRNA

was synthesized as in Ref. [12] by elongation of 20-bp 5’-thiol labeled poly(U) primers using

polynucleotide phosphorylase from E. coli (Sigma-Aldrich) under the reaction conditions of

Ref. [38]. The resulting approximately 4,000–10,000 nucleotide chains were 3’-labeled with

biotin by incorporation of biotin-dUTP using terminal deoxynucleotidyl transferase (Life

Technologies). The HA attachment strategy unavoidably leads to polydispersity in tether

length, as does the ssRNA synthesis, necessitating normalization by contour length in both

cases.

Microfluidic sample chambers were constructed using maleimide-functionalized PEG-

grafted glass surfaces purchased from Microsurfaces, Inc. The attachment of the thiol (and

associated chain) to the maleimide surface was carried out in 50 mM sodium phosphate

buffer (pH 7.2), 50 mM NaCl, 0.03% Tween-20, and 100 mM TCEP. After attachment, ex-

cess polymer was removed by rinsing with 10 mM MOPS buffer (pH 7). The biotin-labeled

ends of the chains were then attached to 1 µm MyOne C1 streptavidin-coated paramagnetic

beads (Invitrogen), and unbound beads were rinsed away. To ensure each bead is attached

to only one polymer, the tether length is tracked as the magnets (and bead) are rotated.

Multiple tethers become interwound during rotation, decreasing the bead height [39].

All experiments include a small amount of monovalent buffer: 1-10 MOPS (pH 7) or 10

mM Tris HCl (pH 7.5). Under these conditions, MOPS contributes an ionic strength equal

to 40% of its concentration, and Tris contributes 70%.

The flow cell containing tethers was placed into a custom-built magnetic tweezers instru-

ment. The design of this instrument follows principles described previously [40]: A force is

applied to the magnetic beads by application of an adjustable magnetic field gradient. The

force is calibrated for each tether by recording the bead’s thermal fluctuations and applying
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a Langevin analysis [41]. Tether extension is measured through optical tracking of the mag-

netic bead [40, 42]. In the present instrument, optical tracking is accomplished by imaging

the bead at 400 Hz onto a EoSens 3CXP high-speed CMOS camera from Mikrotron, with

videos streamed in real-time to a computer using the BitFlow Cyton-CXP4 framegrabber,

and analyzed to find 3-D bead position using previously described GPU code [43].

B. Simulations

We conducted coarse-grained molecular dynamics simulations on bead-spring models of

HA and ssDNA. The models are based on previous work that treated monovalent systems

[44, 45], and consist of the same system used in previous publication [34] to treat trivalent

ions. Matching the HA structure, beads are separated by 5.1 Å with a charge on every other

bead. The HA stiffness is set by the spring constant ka = 15 in the cosine angle potential,

which corresponds to an intrinsic persistence length of 8 nm. The HA chain consists of 450

beads. The ssDNA-like chain is a flexible chain of 200 charged beads separated by 6.4 Å.

The diameter of all ions is set to 4 Å: an intermediate estimate of the interaction distance

between a hydrated metal cation (e.g. Na+) and a carboxyl anion, which are separated

by just 2.92 Å for a direct interaction [46, 47]. This value represents a lower limit on the

interaction distance for the larger hexamine cations, in the unlikely case of minimal ion

hydration. In the previous publication [34], we show that a larger ion diameter (6 Å, the

reported diameter of a hydrated CoHex cation [48]) does not qualitatively affect our results.

III. EXPERIMENTS

We use magnetic tweezers to measure force-extension curves of single PE chains of HA,

ssDNA, and ssRNA in different salt conditions (example curves shown in Fig. 1A). The

resulting elastic curves are analyzed to find the crossover force, fc, that separates low-force

swollen-chain elasticity, L ∼ fγ with γ ≈ 2/3 [49], from high-force elasticity in which the

extension asymptotically approaches the contour length LC as, typically, a worm-like chain

[10, 12, 14]. It has been established that this crossover force is sensitive to the total (intrinsic

plus electrostatic) persistence length, fc ∼ kBT/lp [50]. Thus, fc, extracted from force-

extension curves reports on the salt dependence of the chain stiffness (see Fig. 1A). Others
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have shown that the three PEs studied here undergo transitions out of the Pincus power

law regime in the force range accessible to magnetic tweezers (∼ 0.1− 10 pN) [10–12, 14].

There are two approaches to estimating fc from force-extension curves. The first involves

fitting the entire force-extension curve with a piecewise function that captures the expected

low and high force elastic behavior [10]. Alternatively, for sets of force-extension curves on

the same type of PE, we can multiplicatively shift curves at various salts onto a chosen

reference curve, causing them to collapse (Fig. 1B, see also Appendix Fig. 11) [11]. The

shift factors in force are proportional to fc. This second method, termed “co-fitting,” has

a significant advantage: it does not require knowledge of a functional form describing chain

elasticity. However, it gives fc relative to the reference curve (unitless shift factor f̄), rather

than an absolute value, and so does not allow for comparison between different species of

PEs without additional knowledge. Below, we use co-fitting onto reference curves to find

the scaling of f̄ with I for each PE, and then perform piecewise fits of the reference curves

to find the reference curve crossover force f refc . We then combine the parameters to define

an inverse crossover force, 1/(f̄f refc ), proportional to lp, at each I; this allows us to compare

absolutely between the systems. Details of co-fitting and piecewise fitting of reference curves

are described in Appendix A.

A. Experiments in 1:1 Salt

We analyze force-extension curves of ssDNA, ssRNA, and HA in varying concentrations of

NaCl, and find our results are not consistent with OSF predictions. The HA data presented

here are all newly measured (though some analysis of these data is included in our prior

publication [34]). The ssDNA data are a combination of newly measured and re-analyzed

data published in Ref. [10]. A subset of the ssRNA data were published in Ref. [12, 51]

and the rest are as yet unpublished. All force-extension curves, rescaled by cofitting and

color-coded by salt, are shown in the Appendix, Fig. 11 and 12.

From the elastic curves, we extract estimates of the chain stiffness, lp ∼ 1/(f̄f refc ), for the

different PEs. We find 1/(f̄f refc ) decays as a power law with I for the two ssNAs (Fig. 2A),

while HA shows a plateau at high salt because its electrostatic stiffness has become small

compared to its intrinsic stiffness (l0p ≈ 5 nm). After subtraction of the plateau (discussed

in Appendix A), the adjusted inverse crossover force (proportional to lelecp ) also decays as a
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FIG. 1. A. Extension L versus applied force f for a single HA tether at 10 mM NaCl (blue triangles),

50 mM NaCl (green squares), and 1000 mM NaCl (yellow circles), all with 10 mM MOPS buffer,

pH 7. Lines indicate best fits to Eq.A6, from which we extract estimates of the crossover force fc,

giving 0.33± 0.009 pN, 0.40± 0.009 pN, and 0.48± 0.006 pN for the 10, 50, and 1000 mM curves

respectively. Inset shows a schematic of a tethered polymer stretched using magnetic tweezers.

B. Force-extension curves from A, co-fit (multiplicatively shifted to achieve best overlap) onto a

reference curve for HA in 50 mM salt. Fit unitless shift factors in force are f̄ = 0.58, 0.79, and

1.18.

power law for HA.

The inverse crossover force incorporates division by f refc to eliminate dependence on the

elasticity at the reference salt condition, which here is 50 mM. We note that at this choice of

50 mM, f refc is very similar between the three PEs (0.50± 0.01, 0.64± 0.03, and 0.50± 0.01

pN for HA, ssDNA, and ssRNA respectively). This is likely because the stiffness of the

less-charged HA has plateaued to near l0p ≈ 5 nm, while the more charged ssNAs still have

significant electrostatic contributions, resulting in similar total stiffness values at 50 mM.

As shown in Appendix A (Fig. 13), using a different reference salt concentration does not

affect these results.

We use the crossover-force analysis to estimate the exponent, α, controlling the depen-

dence of electrostatic stiffness on ionic strength, lelecp ∼ I−α. In the data shown in Figure

2A, the slopes of the three data sets (corresponding to α) appear similar. Comparison of
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FIG. 2. A. Scaling with I of inverse crossover force 1/(f̄f refc ) for ssRNA (gray), ssDNA (yellow),

and HA (blue/red). ssDNA and ssRNA data are fit with 1-parameter power laws with exponents

α = 0.62 ± 0.09 and 0.70 ± 0.03 respectively (solid yellow and gray lines). Raw HA data (blue)

are fit by Eq. A4 with α = 0.71, Ic = 16 mM (dashed blue line). Plateau-subtracted HA data

(red) are fit by a single parameter power law with exponent α = 0.71 ± 0.02 (solid red line). B.

Multiplying the inverse crossover force by d2 collapses the data from the three PEs onto a common

curve (with d2 = 1, 0.49, and 0.36 nm2 for HA, ssDNA, and ssRNA). The combined dataset is fit

by a power law with exponent α = 0.66± 0.02 (solid black line).

α values obtained from fitting (Table I) and their respective uncertainties (calculated from

bootstrapping) shows no evidence of a statistically significant difference between the expo-

nents. This observation is in contrast to prior work ([10, 11, 14], listed in Table I). It is

possible that given the uncertainty in the data, we fail here to resolve small differences be-

tween the exponents. It is also possible that the sensitivity of co-fitting or piecewise fitting

(e.g. to choices of initial guess or inclusion of outliers) could affect results, causing differ-

ences in different studies. Beyond the co-fitting, the value of α extracted from fits to the

1/(f̄f refc ) versus I data can itself be very sensitive to the inclusion or exclusion of points

with small numbers of replicates, or to the choice of weighting scheme. These reasons likely

explain the disagreement with past results on α for ssDNA. [10, 11]

We next consider whether differences in the charge spacing d are responsible for the

absolute value differences shown in Figure 2. As discussed in Appendix A, we expect the
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TABLE I. Estimates of scaling exponent α for HA, ssDNA, and ssRNA.

HA ssDNA ssRNA

α from literature 0.65 ± 0.02 [14] 0.54 ± 0.03*† [10] 0.58 ± 0.09 [12]

0.51 ± 0.04* [11]

0.47 ± 0.03*‡ [11]

α measured 0.71 ± 0.02† 0.62 ± 0.09† 0.70 ± 0.03†

*Values obtained from piecewise fits (all others from co-fitting)

†Errors estimated from bootstrapping

‡Measured in KCl (all others in NaCl)

electrostatic persistence length (and thus 1/(f̄f refc )) to have the form

lelecp = Bd−2I−α, (2)

where B is a constant. The d−2 dependence arises because the screened Coulomb potential

per unit charge is proportional to line charge density (∼ 1/d) [2, 4]. Given the lack of a

statistically significant difference between α values fit here using the same algorithm, we

assume that the same (or very similar) α describes the scaling of all three PEs. Thus,

differences in the absolute values plotted in Fig. 2A should be attributable to differences

in d2. Fig. 2B confirms that multiplication by d2 collapses the data onto a common curve,

using d = 1 nm for HA, d = 0.7 nm for ssDNA, and d = 0.6 nm for ssRNA.

Fitting the combined collapsed data set yields α = 0.66± 0.02. This value is much lower

than the OSF prediction of α = 1. It is slightly larger than some previous estimates of

α for ssNAs [10, 11] which were consistent with the BJ prediction of α = 0.5 [15]. Our

results are consistent with Netz-Orland modifications to OSF theory that predict α ≈ 0.7

by accounting for condensing monovalent ions [35], however, simulations have shown that

this exponent may arise even without ion condensation for an HA-like chain [45]

We speculate that a simple alternative explanation may explain the observed scaling. DH

theory predicts a screening length κ−1DH = (8πlBI)−1/2. However, the mean distance between

ions in solution is xi ∼ c
−1/3
ion , where cion is the number density of ions in the bulk, equal to

2I in 1:1 salt. Although the exact pre-factor for calculation of xi is not clear, scaling dictates

that at high enough salt, xi exceeds κ−1DH , meaning DH theory predicts the electric field is
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TABLE II. Comparison of Debye screening length κ−1DH and mean inter-ion spacing xi = (2I)−1/3.

Note: Other geometric choices of prefactor for calculation of xi could be reasonable.

I (mM) κ−1DH (nm) xi (nm)

1 9.6 9.4

10 3.0 4.4

100 0.96 2.0

1000 0.30 0.94

screened over a distance in which there are on average no ions (Table II). As an alternative

to this seemingly unphysical picture, we posit the Debye screening length can be replaced

by the mean inter-ion spacing xi. Replacing κ−1DH in the traditional OSF expression (Eq. 1)

with xi results in an lelecp which scales with c
−2/3
ion , consistent with the experimental results

shown here (since c ∼ I in 1:1 salt).

B. Experiments in Z:1 Salt

When multivalent salt is present in solution, we expect a complex interplay between

strong ion-PE interactions and weaker screening effects, motivating the need for experiments

on single PE chains in carefully controlled salt conditions. We study the case of a small,

constant concentration of multivalent salt alongside varying amounts of added 1:1 salt.

Our experimental systems are (1) HA with 0.1 mM 3:1 salt (either Cobalt (III) Hexamine

Chloride (CoHex) or Ruthenium (III) Hexamine Chloride (RuHex), data reported in our

previous publication [34]), and (2) ssDNA with 1 mM 2:1 salt (CaCl2), to which we add NaCl

to increase the ionic strength. Previously we showed no difference between HA elasticity

in CoHex versus RuHex [34], and the data presented here combine measurements on both.

We co-fit force-extension curves measured in the presence of multivalent salt onto the same

reference curves used for the monovalent-only data set, taken at Iref = 54 mM. Co-fit

multivalent salt data are shown in Appendix A, Fig. 12.

We find a large regime in which both systems show no dependence on the NaCl. Fig. 3

shows the I-dependence of the multivalent-containing curves alongside the 1:1-salt data. At
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FIG. 3. Inverse crossover force 1/(f̄f refc ) as 1:1 salt is added to increase I, with and without a

small constant amount of multivalent salt. A. HA, with and without 0.1 mM 3:1 salt. Blue: 1:1

salt only. Red: combined trivalent data set. Blue points and associated fit are reproduced from

Fig. 2. The plateau value has been subtracted from HA data. B. ssDNA with and without 1 mM

2:1 salt. Blue: 1:1 salt only. Orange: CaCl2. Blue points and associated fit are reproduced from

Fig. 2.

low and moderate salt, the values of inverse crossover force 1/(f̄f refc ), which are proportional

to lelecp , are much smaller than in 1:1 salt of equal I. However, over a large range, the values

do not change as NaCl is added. This plateau persists until the multivalent-affected data

curve meets the 1:1-only curve. Beyond that point they are indistinguishable and 1/(f̄f refc )

decreases with I as expected. The I-insensitive regime persists until about 30 mM for the

HA/trivalent system and up to about 100 mM for the ssDNA/divalent system. To our

knowledge, this regime of ionic strength insensitivity has not been predicted theoretically.

IV. SIMULATION RESULTS

Simulations can provide understanding of the microscopic origins of ionic strength insen-

sitivity in the presence of multivalent ions. Coarse-grained molecular dynamics simulations

were previously shown to give a good approximation of the real elastic behavior of a charged

chain, including in the presence of trivalent ions [34]. Simulations of HA-like and ssNA-like
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FIG. 4. Simulated chain average end-to-end extension R under no applied force, as a function of

ionic strength I. A. HA-like chain with (red squares) and without (blue circles) 0.1 mM 3:1 salt.

B. ssNA-like chain with (orange squares) and without (blue circles) 1 mM 2:1 salt. Error bars

show standard error of the mean, approximately ±3% and ±6% for the HA and ssNA systems

respectively.

PEs with multivalent ions reproduce the same regime of extensional salt-independence ob-

served at low forces in experiments (Fig. 4). Based on the similarity between simulation

and experimental behavior, and in agreement with previous work [45], we conclude that the

simulations provide a good approximation, and examine microscopic details in the simulated

system to glean information about how the ions control PE elasticity.

Simulations show no evidence of the chain wrapping or bending around ions. As discussed

previously [34], examination of the structure factor for the simulated HA-like chain rules out

the possibility of distinct local structures (on scales < l0p) induced by binding multivalent

ions. This indicates instead that the effect is caused by long-range, non-specific electrostatic

interactions. It does not rule out the existence of specific multivalent ion interactions (which

others have observed, e.g., for HA and calcium [52]), but shows that they are not necessary

for the effect we observe here.

As we do not observe major contributions from ion-induced short length-scale structure

changes, we next examine the local ion environment, including strongly interacting multiva-

lent cations and weakly associated monovalent cations. We define the local environment by

examining the radial charge profile near the PE. Figure 5 shows the net charge enclosed as a
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FIG. 5. Charge enclosed in a cylinder centered at the chain, from simulation, as a function of

distance r from the chain. A. HA-like chain (225 negative charges) with 0.1 mM 3:1 salt and 4–16

mM 1:1 salt. B. ssNA-like chain (200 negative charges) with 1 mM 2:1 salt and 4–50 mM 1:1 salt.

Insets are zoomed in on region near the chain and linearly scaled to show the precipitous decrease

in total enclosed charge due to a layer of closely associated multivalent counterions.

function of distance r from the chain. At short distances (and especially when salt is low), a

steep region is visible, corresponding to a layer of closely associated multivalent counterions.

Beyond that initial region, the charge decreases with a slope that depends on total salt. We

define the local region as a cylinder approximating the distance to reach charge neutrality,

i.e. when the chain charges are all compensated by the excess cations attracted (strongly

or weakly) to the chain. In practice, the data get very noisy as net charge approaches

zero, so we define our charge neutrality radius Rneut
cyl as the distance to achieve 90% charge

neutralization in the simulation, indicated by x’s in Fig. 5.

We then count the ions within the local cylinder. These ion numbers are listed in Tables

III and IV. It is worth noting that nearly all the multivalent cations are situated extremely

close to the chain, while the monovalent ones are more dispersed throughout the cylinder.

This is consistent with condensation, as expected due to the strong electrostatic attraction

between the multivalent cations and the PE. It is further expected that increasing 1:1 salt

should progressively screen these condensation interactions. Tables III and IV confirm that

as 1:1 salt is added, fewer multivalent cations remain near the chain. However, as shown in

Fig. 3 and 4, this loss of condensed ions does not lead to a change in elasticity, presumably
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1:1 salt (mM) 3:1 salt (mM) Rneutcyl (nm) Rneutcyl /xi Rneutcyl /κ
−1
DH # ions within Rneutcyl

+3 +1 -1

4 0.1 10.4 1.79 2.32 32 251 144

8 0.1 8.6 1.84 2.62 15 359 200

12 0.1 7.4 1.81 2.73 10 400 228

16 0.1 6.5 1.75 2.75 8 410 231

TABLE III. Ion environment near simulated HA-like chain with 0.1 mM 3:1 salt and 4–16 mM 1:1

salt. At each salt condition, radius Rneutcyl of the 90% charge-neutral cylinder is proportional to xi,

the mean bulk ion spacing. The final three columns list number of ions within Rneutcyl .

1:1 salt (mM) 2:1 salt (mM) Rneutcyl (nm) Rneutcyl /xi Rneutcyl /κ
−1
DH # ions within Rneutcyl

+2 +1 -1

4 1 5.52 1.04 1.19 74 46 14

9 1 4.71 1.10 1.50 61 72 22

20 1 3.91 1.16 1.84 43 129 35

50 1 2.83 1.12 2.08 21 185 47

TABLE IV. Ion environment near simulated ssNA-like chain with 1 mM 2:1 salt and 4–50 mM 1:1

salt. At each salt condition, radius Rneutcyl of the 90% charge-neutral cylinder is proportional to xi,

the mean bulk ion spacing. The final three columns list number of ions within Rneutcyl .

due to the compensating increase in nearby monovalent ions.

Tables III and IV also list cylinder radius Rneut
cyl , which depends on salt. Interestingly,

the salt-dependence of Rneut
cyl collapses when it is rescaled by xi = c

−1/3
ion , the mean bulk

ion spacing, and not by the bulk Debye length. This supports the idea that xi, rather

than κ−1DH , is the relevant length scale. As discussed previously, this idea is consistent with

the lelecp ∼ I−0.66±0.02 scaling observed for the PEs in 1:1 salt. The factor of proportionality

(Tables III, IV, Column 4) is of order 1, and differs slightly between the HA-like and ssDNA-

like chains (1.8 versus 1.1), likely due to differences in flexibility.

In the following section, we incorporate this new information about the size of the local

neutralizing ion environment to build a model of how ion exchange within a local jacket
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leads to an I-insensitive PE stiffness.

V. THEORETICAL MODEL

Our theoretical model aims to predict the condensation-renormalized PE charge spacing

deff in salt mixtures, reflecting the multivalent-monovalent ion exchange observed in our

simulations (Tables III and IV). Based on the collapse of 1/(f̄f refc ) versus I data for HA

and ssNAs (Fig. 2B), we expect that when multiplied by the correct d2eff , the multivalent-

induced plateau shown in Fig. 3 will collapse back onto the I−0.66 curve observed in 1:1-only

salt (for which we expect condensation effects are minimal).

To predict the number of condensed ions (and thus deff ) as a function of added 1:1 salt,

we introduce a three-state model (Figure 6). An ion may be (1) condensed directly on

the chain, (2) uncondensed but constrained within a local, charge neutral volume, termed

here an “ion jacket,” or (3) free in the bulk solution. We first invoke Donnan equilibrium

between regions (2) and (3) to calculate the concentrations of each type of ion within the ion

jacket, and then use those concentrations to define a local screening length that controls ion

condensation within a two-state model. The subsequent two-state approach (i.e. between

regions (1) and (2)) assumes a condensed ion interacts with the chain via an unscreened site

binding term, the Born energy −ZlB/a [53], where a is the distance of closest approach,

taken to be 4 Å, in addition to a screened interaction with the rest of the chain, modeled as

a uniformly charged cylinder. As described in detail below, we also include a mixing entropy

term for site-bound ions, and we then equate the bound ion chemical potential with that of

an uncondensed ion within the local jacket. Our model predicts an ion exchange within the

condensed and jacket regions consistent with our simulations and experimental results.

The approach we take here is inspired by existing theories, including Manning’s two-

variable theory [21] and the similar two-state model of Burak, Ariel, and Andelman (BAA)

[22]. These models describe an exchange between bulk and condensed ions, predicting that

as 1:1 salt is added, the electrostatic interaction driving condensation will be screened. How-

ever, these models assume that a condensed ion interacts with a uniformly charged cylindrical

PE via a screened electrostatic potential. In some cases this may lead to an underestimate

of condensation due to the large energy associated with a counterion condensing directly on

a chain charge. We thus include a site binding (Born) term; however, this addition alone
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FIG. 6. Illustration of three-state model for ions interacting with the PE . An ion may be (1) free

in the bulk solution, (2) free to move within a charge-neutral local jacket whose composition is

dictated by Donnan equilibrium, or (3) condensed on the charged chain.

leads to a model that overestimates condensation at low ionic strength. To resolve this, we

incorporate an intermediate state between “condensed” and “free,” corresponding to those

ions constrained within the local jacket. This addition is supported by our simulations,

which show ions are enhanced in the region near the charged chain, necessitating definition

of a local screening length that governs the interaction of condensed ions with the nearby

cylindrical PE. This picture is consistent with the cylindrical cell model of macroions in

salt-containing solutions, discussed in Ref. [25].

A. Donnan equilibrium

Based on our simulations, we define the ion jacket as the local charge neutral environment:

a cylinder of radius Rcyl = Rneut
cyl = uxi, where xi = c

−1/3
ion is the mean distance between ions

in the bulk solution, and u is a constant of order 1, taken from simulations as u = 1.8 for
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FIG. 7. Number of ions within a cylinder of radius Rcyl = uxi. Symbols show ion numbers from

simulation, solid curves show Donnan model predictions. Blue: monovalent cations, green: mono-

valent anions, red/orange: tri-/divalent cations. Dot-dashed lines show the number of expected

cations if all ions were uniformly distributed. A. HA-like chain + 0.1 mM 3:1 salt. B. ssNA-like

chain + 1 mM 2:1 salt.

the HA system, and u = 1.1 for the ssDNA system (Tables III and IV). Within the jacket

volume V = LcπR
2
cyl, we use a Donnan equilibrium approach [54], treating the cylinder

as a membrane permeable to free ions but impermeable to the PE charges. This approach,

described in detail in Appendix B, dictates how each ion species will be distributed on either

side of the cylinder, subject to both compartments maintaining charge neutrality.

The ion numbers calculated from this model are in good agreement with those from

simulation, as shown in Fig. 7. With the total number of ions in the jacket predicted by

Donnan equilibrium, we then use a two-state condensation model, similar to Ref. [34].

Instead of the bulk ion concentrations, we will use the concentrations inside the Donnan

volume.

B. Condensation equations

In order to solve for the number of condensed ions, we equate the chemical potential

for a condensed and free ion within the Donnan cylinder. Inside the cylinder of volume

V = LcπR
2
cyl, there are nZ,in Z-valent cations (including both free and condensed), n+,in
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monovalent cations (free and condensed), and n−,in monovalent anions. dZ (d1) is the spacing

between Z(1)-valent ions that are condensed onto the chain, giving a number of condensed

ions equal to Lc/dZ . The ideal gas chemical potential for a “free” Z-valent cation in the

cylinder of volume V is given by:

µfreeZ = ln

(
nZ,in − Lc

dZ

)
a3

V
(3)

where a is the ion size. We assume that a free ion in the charge-neutral cylinder sees on

average no electrostatic potential. We then write the chemical potential for a condensed

Z-valent cation:

µcZ = −ZlB
a
− 2ZlB

d

[
− ln

(
1− e−κd

)]
+

2ZlB
d1

[
− ln

(
1− e−

κd1
2

)]
+
Z2lB
dZ

[
− ln

(
1− e−κdZ

)]
− ln

(
dZ

(
1

d
− 1

d1

))
(4)

where κ is defined using cZ,in, c+,in, and c−,in predicted by the Donnan model, and not

the bulk ion concentrations. The first term is the Born energy [53], the second term gives

the screened attractive interaction with the negatively charged chain, the third and fourth

terms give the screened repulsive interactions with other condensed cations (monovalent

and Z-valent, respectively), and the fifth term accounts for mixing entropy from possible

rearrangements on available sites. The condensation of monovalent cations is governed by

equivalent expressions, though the extent of monovalent condensation is small, even for

[1:1] ∼ 100 mM. We solve the system of two equations for the two unknown condensed ion

spacings dZ and d1, which in turn yield deff = Lc
N0−ZLC/dZ−LC/d1

, where N0 is the number of

PE charges (see Fig. 8).

We next evaluate whether the renormalized charge spacing predicted by our model can

explain the insensitivity of lelecp to I when multivalent salt is present. For the monovalent-only

measurements (for which little to no condensation is expected), we find that multiplication

by the PE structural charge spacing squared collapses the data onto a common curve that

decays as I−0.66 (Fig. 2). If we replace d with the predicted deff , we indeed find that the

multivalent containing systems display a similar salt scaling to the monovalent-only ones

(Fig. 9). The collapse of the rescaled data shows our model is sufficient to explain the

experimental results.

The salt dependent effective charge spacing from our model accounts for the unexpected

regime of salt-insensitivity. In Fig. 10, we compare alternative means of calculating the
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FIG. 8. Renormalized chain charge spacing deff predicted from the Donnan/condensation three-

state model. A. HA + 0.1 mM 3:1 salt. B. ssDNA + 1 mM 2:1 salt. Thin dotted red line shows

deff neglecting monovalent condensation. Dashed black line shows the structural charge spacing

d.

FIG. 9. I−0.66 scaling of inverse crossover force in monovalent salt (black line), reproduced from

Figure 2B, alongside data on HA + 0.1 mM 3:1 salt and ssDNA + 1 mM 2:1 salt, which show

plateaus when multiplied by the structural charge spacing d2 (HA: purple points, ssDNA: yellow

points), but collapse nearly onto the expected curve when d2eff is used instead (HA: dark red circles,

ssDNA: yellow circles).
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FIG. 10. Comparison of condensation models used to calculate I-dependent deff to replace struc-

tural charge spacing d in the normalization. Red points are multiplied by d2. Yellow circles use

deff calculated from our three-state model. Green triangles use deff calculated from a two-state

model with no locally enhanced screening. Orange squares show result of the BAA model [22].

Black line shows α = 0.66 power law fit to all monovalent-only data. A. HA + 0.1 mM 3:1 salt.

B. ssDNA + 1 mM 2:1 salt.

renormalized charge spacing. The BAA model [22] produces very similar deff values to our

model over most of the salt range studied; however, the HA data shows that it underestimates

condensation at very low salt (orange squares in Fig. 10A). A two-state model that includes

a Born energy term but assumes screening dictated by bulk κDH dramatically overestimates

condensation at low salt (green triangles, Fig. 10). We conclude that our three-state model,

which accounts for some inhomogeneity in the uncondensed ion atmosphere in addition to

the discrete nature of chain charges, is most successful at describing condensation in these

salt regimes.

VI. CONCLUSIONS

We have measured the behavior of several charged biopolymers in varying concentrations

of 1:1 salt and in multivalent salt mixtures. We first found the electrostatic stiffness, when

properly adjusted for the charge spacing d, demonstrated a universal scaling with ionic

strength for HA, ssDNA, and sRNA in 1:1 salt (Fig. 2). This universal behavior is somewhat
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remarkable, given the differences between the chains: the intrinsic stiffness of HA (l0p ≈ 5 nm

[14, 36]) far exceeds that of the nucleic acids (l0p < 1 nm[37]). Further, the chemical identity

of the charges differs between HA and the ssNAs (carboxyls versus phosphates), and the

bases of the ssNAs constitute side chains that are not present in HA.

The universal value, for all three chains, of the measured scaling exponent of electrostatic

stiffness with salt, lelecp ∼ I−α with α = 0.66 ± 0.02, disagrees with standard theoretical

predictions. The scaling is consistent with our modified OSF suggestion, in which we posit

the screening length is set by the inter-ion spacing xi ∼ c−1/3 rather than by κ−1DH . This

approach is attractive as it would also explain why, in the simulations, the charge neutrality

distance Rneut
cyl ∼ xi. However, this explanation is not a full theory, so more work is needed

to explore it.

Alternatively, the exponent could be explained by the theory of Netz and Orland [35], in

which OSF scaling with ionic strength is modulated by salt-dependent condensation. This

theory was recently invoked to explain the scaling of lp with salt for dsDNA [8]. However, the

Netz-Orland viewpoint does not explain the behavior of Rneut
cyl . Golestanian et al. [28] also

propose a modified OSF formula whose prediction at low salt is consistent with our scaling

behavior for certain parameter choices. However, that theory focuses on stiff PEs, and the

prediction diverges from power-law-like behavior at relatively modest salt; in contrast, our

data is on flexible PEs, and the power-law persists to high salt. Thus, while intriguing, the

Golestanian prediction seems unlikely to be relevant to the present results.

If small amounts of multivalent salt are present, our experiments show that altering

I by addition of monovalent salt has no effect on PE behavior over a large range of I.

We demonstrated this effect on HA with 0.1 mM 3:1 salt and on ssDNA with 1 mM 2:1

salt. Coarse-grained molecular dynamics simulations reproduced the effect and provided

microscopic information about the structure of the ion environment near the chain, notably

demonstrating that the diameter of the local charge-neutral cylinder (i.e. the ion jacket

region) scales with xi rather than κ−1DH . We incorporate this scaling relation, along with a

numerical prefactor, also from simulation, into a new model, combining Donnan equilibrium

between the bulk and the jacket region with a model for condensation. This three-state

model reproduces the ion-exchange phenomena seen in simulation, in which increasing bulk

monovalent salt concentration leads to exchange of multivalent for monovalent salt within

the jacket region, thus weakening condensation (i.e. decrease of deff , Fig. 8) in a manner that
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counteracts the effects of increasing ionic strength. Apart from matching the simulation,

the success of this model is demonstrated by the collapse of experimental data from two

distinct PEs when rescaled by the calculated value of deff .

Our results have implications on the behavior of the studied biopolymers in applied or

biological situations. Other work [55] has shown that trivalent cations can, under some

circumstances, crosslink HA. Understanding the I-dependence of the electrostatic ion-chain

interactions may help in developing stable (and even tunable) HA materials. Most biological

environments have I > 100 mM; this is above the salt-insensitive regime for HA with 0.1

mM trivalent ions, and this may have implications on the stability of ionic crosslinks. While

free trivalent cations are not commonly present in biological solutions, divalent cations are

usually found at concentrations ∼1 mM, alongside monovalent ions at concentrations of

100–200 mM [56–59]. Based on the experiments conducted here, this physiologically relevant

condition appears to be roughly the point at which ssDNA transitions from I-insensitive to

I-responsive. As such, the I-insensitive regime may have relevance for the conformation of

ssNAs inside biological cells.

Appendix A: Details of co-fitting

1. Co-fitting to find salt-dependence of crossover force

Co-fitting a set of force-extension curves in different salt conditions enables us to estimate

the scaling of the crossover force with ionic strength. We first select a reference salt condition,

Iref , and average all force-extension curves taken at Iref to create a smooth reference curve.

The reference curves are shown in Figure 11, and are taken at 50 mM NaCl with 10 mM

MOPS, pH 7, for HA and ssDNA, and 10 mM Tris HCl, pH 7.5, for ssRNA. The number of

50 mM curves averaged to create the reference curve is 13 for HA, 8 for ssDNA, 4 for ssRNA.

For all force-extension curves measured at other values of I, we shift by constant factors

in force and length (f̄ and L̄) to achieve the best overlap with the reference curve. This is

accomplished by interpolating both the reference curve and the curve to co-fit at log-spaced

intervals and minimizing the sum of squared errors in length per overlapping point. Fig. 11

shows force-extension curves at various values of I co-fit onto the 50 mM reference curves.

Force-extension curves on HA and ssDNA measured with multivalent salt were co-fit onto
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the same reference curves as the monovalent salt data; the results of co-fitting are shown in

Fig. 12.

There are some limitations to the co-fitting procedure. It implicitly assumes the elastic

behavior is dictated by just two length scales and does not account for other aspects of the

chain structure that may be altered by salt (e.g. the excluded volume parameter approaching

zero). Previous work has shown some residual salt-dependence in low-force elasticity after

co-fitting [14]. Additionally, co-fitting is only effective for force-extension curves that sample

regimes on either side of the crossover; if it does not (e.g. a flexible chain at very high salt

will not sample the high-force regime), then there will be no minimum in the cost function,

and the output will be determined by the initial guess. This tends to cause difficulties in

co-fitting at extreme salt conditions. For this reason, we conduct all our measurements at

or below 1 M salt.

The crossover force of a curve is related to the unitless shift factor f̄ according to fc =

f̄f refc . The reference curve crossover force is f refc = C1

lrefp
, where C1 is a constant with units

of energy and does not depend on the PE system, and lrefp is the total persistence length of

the PE at I = Iref . Thus for any curve shifted onto the reference curve,

1

f̄
=

lp

lrefp
=
lpf

ref
c

C1

=
f refc

C1

(l0p + lelecp ). (A1)

We take the form of the electrostatic persistence length to be

lelecp = Bd−βI−α, (A2)

where B is a constant that does not depend on the PE, d is the PE charge spacing, and

β = 2 following Ref. [2, 4], because the screened Coulomb potential per unit charge is

proportional to line charge density. The form of Eq. A2 is supported by data on ssNAs (for

which lp ≈ lelecp ) showing 1/f̄ decays as a power law with I (Fig. 2). We plug lelecp from Eq.

A2 into Eq. A1, giving:

1

f̄
− f refc

C1

l0p = C2f
ref
c d−βI−α (A3)

where constant C2 = B/C1 does not depend on the PE system.

From Eq. A3, it is clear that the persistence length of a PE with a significant intrinsic

stiffness will behave as a −α power law when salt is low, and plateau to a constant when salt
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FIG. 11. Cofitting onto reference curves. A.–C. n force-extension curves at various concentrations

of 1:1 salt are co-fit onto reference curves on the same PE at 50 mM NaCl. Salt ranges from 1 mM

to 1000 mM, with low salt data in blue and high salt data in yellow. A. HA, n = 274. B. ssDNA,

n = 59. C. ssRNA, n = 33. D.–F. Reference curves fit by piecewise functions (Eq. A6 and A7).

Crossover at f refc is indicated by an orange cross. Low force power law of exponent γ, green, is

extended to f > f refc with a dashed line to show deviation above the crossover. Yellow curves show

high force fits. D. HA, γ = 0.62, f refc = 0.50 ± 0.01 pN. E. ssDNA, γ = 0.57, f refc = 0.64 ± 0.03

pN. F. ssRNA, γ = 0.60, f refc = 0.50± 0.01 pN. f̄ and L̄ denote shift factors in force and length,

Lc denotes chain contour length, estimated from WLC fit.

is high. Let Ic denote the ionic strength above which the stiffness plateaus and Iref denote

the reference salt condition. The behavior is described by the following expression [14]:

1

f̄
=

1

1 +
(

Ic
Iref

)α +
Iαc I

−α

1 +
(

Ic
Iref

)α . (A4)

HA has significant intrinsic stiffness (l0p ≈ 5 nm) and plots of 1/f̄ clearly show the expected

plateau (Figure 2A). We fit the HA data with Eq. A4 and extract estimates of Ic and

α, listed in Figure 2 caption. These parameters allow us to calculate and subtract off the
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FIG. 12. Cofitting n force-extension curves with multivalent salt (black) onto reference curves

taken in 54 mM monovalent salt (yellow). A. HA + 0.1 mM 3:1 salt, n=170. B. ssDNA + 1 mM

2:1 salt, n=63. f̄ and L̄ denote shift factors in force and length.

plateau value to plot a quantity proportional to the electrostatic persistence length (which

decays as I−α), and redo the fit as a single-parameter power law. For the ssNAs, the intrinsic

stiffness is very small, and the 1/f̄ data show no sign of a plateau. In both cases, we extract

α as a fit parameter. Values of α are shown in Table I and Figure 2.

2. Piecewise fitting to find crossover force of reference curve

The above method is a powerful way to analyze scaling with salt, but, because everything

is defined relative to a reference curve, it does not give the absolute value of lelecp for the

different PEs. To compare absolutely between the PEs, we must account for the stiffness

at Iref , which is in general different for the different PEs. Eq. A3 and A4 each give an

expression for 1/f̄ ; we can equate the I-dependent terms in each, giving:

1

f̄
− 1

1 +
(

Ic
Iref

)α = C2f
ref
c d−βI−α (A5)

where the constant term subtracted on the left-hand side is assumed to be negligible for the

ssNAs. C2 is a constant independent of PE identity, but to compare between PEs, we must

first account for the different values of f refc , which depends on choice of Iref in addition to
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PE species. Once f refc has been divided out, any remaining differences between PEs must

be ascribed either to differences in the charge spacing d, or in the scaling exponents.

We estimate the reference curve crossover force f refc by fitting a piecewise function with

the following characteristics: below f refc , it behaves as a power law with exponent γ (γ = 2/3

is expected [49]), and above f refc , HA behaves as a wormlike chain, while ssNA behavior is

well-approximated by log scaling [33]. Following Refs [10, 11], we define continuous functions

with continuous first derivatives with the expected low force power law and high force

behavior:

L = Lrefc

(
f

f refc

)γ
H(f refc − f) + Lrefc

[
−2γ

(
f refc

f

)1/2

+ 2γ + 1

]
H(f − f refc ) (A6)

L = Lrefc

(
f

f refc

)γ
H(f refc − f) + Lrefc

[
γ ln

(
f

f refc

)
+ 1

]
H(f − f refc ) (A7)

where H(x) is the Heaviside step function. Eq. A6 is used to fit the HA reference curve

and Eq. A7 is used to fit the ssNA reference curves. In a first pass, we assume γ = 2/3,

however, in practice we find that γ is often slightly lower. Thus we subsequently fit a power

law to only the low force data (f < f refc0 , where f refc0 is the estimate of f refc from the first

fit). This produces a better estimate of γ, which we then use for a second fit. This second

piecewise fit gives the final value of f refc . Fits to reference curves are shown in Fig. 11, with

fit parameters γ and f refc listed in the caption (see also Tables V, VI, and VII).

We must verify the robustness of the piecewise fitting method before interpreting the

values of f refc . Additionally, as discussed above, the co-fitting procedure itself can fail

when curves do not contain a clear crossover. To validate both aspects of our procedure

(piecewise fitting to reference curves and co-fitting across salt), we confirm that our results

are not sensitive to the choice of reference salt concentration.

3. Choice of reference salt conditions

To explore sensitivity to the choice of reference curve, we repeat the co-fitting procedure

with different choices of Iref . We find that for reference curves at moderate salt conditions

(20–50 mM), the results are consistent on all PEs. However, a very high salt reference curve

(≈500 mM) will impede cofitting on the very flexible NAs. These findings are shown in

Fig. 13 and Tables V, VI, VII, which list f refc and α from analyses using different reference
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Iref (mM) n
[
f̄0, L̄0

]
γ f refc (pN) α

24 31 [1.3 1.3e-3], I < 4 mM 0.59 0.46 ± 0.01 0.73 ± 0.02

[1.1 1.1e-3], 4 mM < I < 10 mM

[1.0 1.0e-3], I > 10 mM

54 13 [1.0 1.0e-3] 0.62 0.50 ± 0.01 0.71 ± 0.02

504 5 [1.2 1.0e-3], I < 20 mM 0.72 0.51 ± 0.01 0.73 ± 0.02

[1.0 1.0e-3], I > 20 mM

TABLE V. Co-fitting HA data using different reference curves. For each choice of Iref , we list

the number of curves n averaged to make the reference curve, the initial guess of
[
f̄0, L̄0

]
used

for co-fitting, the best-fit exponent γ for the reference curve at low forces, and α obtained from

co-fitting the full data set.

curves. These tables also list the initial guess conditions used to co-fit to all reference curves.

Even in cases for which a clear crossover is present, careful choice of initial conditions is

required.

For HA, choice of reference curve has essentially no impact on fit α (Table V), and the

data referenced to different curves collapse as expected when divided by f refc (Fig. 13). This

robustness is not surprising; depending on salt, HA’s crossover force is ∼0.1–1 pN, within

the scope of the force-extension curves. We note HA’s lp plateaus to its intrinsic value at

around 50–100 mM and is not strongly sensitive to salt changes above 10s of mM; this

explains the lack of difference in f refc .

For ssDNA, not all choices of f refc are equivalent. We compare co-fitting on reference

curves at 54 mM and 504 mM. In this regime, ssDNA is still strongly salt sensitive, and as

expected, f refc varies greatly between the conditions. However, at 500 mM, ssDNA barely

accesses the high force regime, so it is unlikely that the piecewise fitting will perform well.

Further, the low salt data could not be properly co-fit onto the 504 mM curve due to minimal

overlap. In an attempt to resolve this, we first co-fit moderate salt data (I > 20 mM) onto

the 504 mM curve using initial guess f̄0 = 3, L̄0 = 1e-3. Once co-fit, those shifted curves

were averaged to create a continuation of the reference curve above the crossover force,

approximating the missing high-force regime. The low salt (I < 20 mM) data were then

co-fit onto the combined curve using initial guess f̄0 = 10, L̄0 = 1.5e-3. However, even then
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Iref (mM) n
[
f̄0, L̄0

]
γ f refc (pN) α

54 8 [1.4 1.0e-3], I < 100 mM 0.57 0.64 ± 0.03 0.62 ± 0.09

[0.5 1.0e-3], I > 100 mM

TABLE VI. Co-fitting ssDNA data for Iref = 54 mM. We list the number of curves n averaged to

make the reference curve, the initial guess of
[
f̄0, L̄0

]
used for co-fitting, the best-fit exponent γ

for the reference curve at low forces, and α obtained from co-fitting the full data set.

Iref (mM) n
[
f̄0, L̄0

]
γ f refc (pN) α

27 5 [1.0 1.0e-3], I < 20 mM 0.62 0.31 ± 0.01 0.68 ± 0.01

[0.4 5.0e-4], 20 mM < I < 1000 mM

[0.1 1.0e-4], I > 1000 mM

57 4 [.01 1.0e-3], I < 20 mM 0.60 0.50 ± 0.01 0.70 ± 0.03

[0.4 5.0e-4], 20 mM < I < 1000 mM

[0.1 3.0e-4], I > 1000 mM

507 6 [5.0 1.0e-3], I < 20 mM 0.64 1.65 ± 0.06 0.66 ± 0.02

[1.0 1.0e-3], 20 mM < I < 1000 mM

[0.5 5.0e-4], I > 1000 mM

TABLE VII. Co-fitting ssRNA data using different reference curves. For each choice of Iref , we

list the number of curves n averaged to make the reference curve, the initial guess of
[
f̄0, L̄0

]
used

for co-fitting, the best-fit exponent γ for the reference curve at low forces, and α obtained from

co-fitting the full data set.

the fits of the low salt data were very sensitive to the choice of initial guess and should

be considered suspect. Fig. 13 confirms the lack of equivalence between the two reference

conditions and shows larger error bars for the 504 mM reference curve, pointing to a failure

of the co-fitting procedure. Due to the co-fitting failure for ssDNA at high salt and a lack

of sufficient data at low salt, we report only the parameters for Iref = 54 mM (Table VI).

We conducted the same tests with the ssRNA data (Table VII). As with the ssDNA data,

co-fitting onto a very high salt reference curve appears problematic, showing a systematic

divergence from the other two conditions as well as increased error bar sizes (Fig. 13). The
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FIG. 13. Comparison of inverse crossover force values obtained from different reference curves. For

HA (left), we have already subtracted the plateau value from the quantity plotted on the y-axis.

Light blue: Iref = 24 mM (27 mM for ssRNA), purple: Iref = 54 mM (57 mM for ssRNA), black:

Iref = 504 mM (507 mM for ssRNA). If co-fitting procedures are equivalent, division by f refc will

collapse data referenced to different curves.

ssRNA 1/(f̄f refc ) data are consistent for the two lower-salt reference curves (27 and 57

mM), and f refc changes are consistent with the expected salt-induced decrease in stiffness.

We conclude that the co-fitting procedure is relatively robust for moderate salt reference

curves.

Appendix B: Donnan Equilibrium

The Donnan equilibrium approach defines a “compartment” of volume V , containing a

PE with N0 negative charges. In the bulk, there are +1, -1, and +Z ions at concentrations

c+, c−, and cZ . Inside the compartment, the concentrations of each ion species are c+,in,

c−,in, and cZ,in. Donnan equilibrium dictates [54]:

cZ,in
cZ

=

(
c+,in
c+

)Z
=

(
c−,in
c−

)−Z
≡ gZ . (B1)

Charge neutrality requires:

ZcZ,in + c+,in − c−,in −
N0

V
= 0 (B2)

inside the compartment, and

ZcZ + c+ − c− = 0 (B3)
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outside the compartment. We rewrite the charge neutrality condition (Eq. B2) in terms of

g and dimensionless parameters p = c+
ZcZ

and m = N0

ZcZV
:

gZ+1 + pg2 −mg − (p+ 1) = 0. (B4)

We then solve for g, which allows us to calculate concentrations of all species inside the

cylinder, since the concentrations outside the cylinder (i.e. the bulk) are known.
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