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We present the first direct measurements of electron temperature variations within an inertially
confined deuterium-tritium plasma caused by localized mix of higher-Z materials into the central
hot-spot. The data are derived from newly developed differentially-filtered penumbral imaging of
the Bremsstrahlung continuum emission. Our analysis reveals distinct localized emitting features
in the stagnated hot-spot plasma and we infer spatial variations in the electron temperature: the
mixed region is 660 ± 130 eV colder than the surrounding hot-spot plasma at 3.26 ± 0.11 keV. Our
analysis of the energy flow shows that we measure approximately steady state conditions where
the radiative losses in the mix-region are balanced by heat conduction from the surrounding hot
deuterium-tritium plasma.

I. INTRODUCTION

Spherical implosions are a highly efficient method to
create extreme densities and temperature conditions in
the laboratory. One major application are experiments
on inertial confinement fusion (ICF) as pursued at the
National Ignition Facility (NIF) [1–4]. The indirect drive
configuration [5] at NIF uses a hohlraum to convert the
laser energy of NIF’s 192 beams into x-rays that rapidly
ablate the surface of a thin, millimeter-radius shell. The
ablation pressure causes a radially inward acceleration
designed to reach velocities above 350 km/s and kinetic
energies >20 kJ which compresses and heats the 50/50
deuterium-tritium (D-T) vapor at the capsule core to a
pressure of >250 Gbar and ion temperature of >4 keV.
In this hot-spot, the D-T reactivity is high enough to
initiate enough fusion events that further heat the plasma
by the energetic α-particles created. Understanding how
kinetic energy of spherically imploding shells transforms
into compression, heat and ultimately results in thermo-
nuclear burn is a major challenge on the path towards
ignition. In particular, the effective mitigation of the
various instabilities still pose an eminent challenge.

The injection of any other material into the central
hot D-T plasma core leads to increased energy losses as
electrons that interact with higher charges will produce
continuum radiation more efficiently. Ablator material
can be injected into the hot-spot when instabilities, such
as Rayleigh-Taylor and Richtmyer-Meshkov, grow from
surface defects, capsule debris, inhomogeneities in the
bulk of crystalline ablators or engineering features such as
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the fill-tube [6–10]. The resulting radiation losses remain
a key loss mechanism in current implosions, especially
at the highest performance level [11–13]. Understanding
and mitigating hot-spot mixing is thus essential on the
pathway toward ignition and high gain burn.

In prior studies [14–17], it was unclear whether the
observed bright, localized features in x-ray self-emission
images were caused by the mix of a small amount of ab-
lator material in the hot D-T plasma or if the mix region
contains significantly more high-Z material emitting at
a lower temperature. Both scenarios are plausible and
while requiring different mitigation strategies, they can-
not be distinguished by their total or relative measured
brightness. It is thus key to quantify the local tempera-
ture of the bright features within the hot-spot.

Here, we demonstrate for the first time experimentally
that radiation losses can significantly lower the tempera-
ture of a confined region in the hot-spot. While also ap-
plicable to other sources of mix, we focus on a case where
mix is caused by the fill-tube perturbation that produces
an inward-directed jet transporting ablator material into
the central hot-spot. Similar radiation has been observed
in many fusion experiments [14–21] and is hypothesized
to be a primary source of neutron yield degradation for
the best performing implosions on the NIF to date [13].

Our measurements of temperature variations are based
on penumbral images of the central hot-spot using its
hard x-ray (19 and 22 keV) emission and have high signal-
to-noise (500-1000), high-spatial resolution (5µm) and
high dynamic range (16 bit). They allow to detect spatial
variations of the electron temperature caused by the radi-
ation losses during peak compression of the D-T plasma.
Our measurements show that, averaged over the burn
duration and the localized region with mix, the temper-
ature is reduced by 660 ± 130 eV from the surrounding
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FIG. 1. (a) Cross section of the beryllium capsule with Cu dopant fractions [25]. (b) Diagram of the indirect drive hohlraum
configuration, showing the x-ray penumbral imaging configuration and raw data for implosion N180121-2, imaged through an
array of approximately 100 penumbral apertures with 100µm diameter each and filtered with a series of x-ray differential filters.
(c) Early time, soft x-ray image captured from the north-pole of the target chamber, approximately 50 ps before peak x-ray
emission, tracking the bright feature coming from the direction of the fill-tube. (d) Reconstructed penumbral image of the
equatorial hot-spot emission (axis 90-100), orthogonal to the fill-tube axis. Increased x-ray emission from the fill-tube jet is
clearly visible in the center.

3.26±0.11 keV hot-spot plasma. In the center of the mix,
we find even larger reductions. Moreover, we find that
heat conduction into the mix and radiative losses balance
each other during the x-ray emission.

II. EXPERIMENTAL PROCEDURE

The set-up of our experiment is shown in Fig. 1. For
this study, we use a beryllium ablator shell with graded
copper-doping that has a 45µm thick D-T ice fuel layer
on the inside (see panel a). The D-T fuel is filled into
the capsule through a fill-tube with 5µm diameter. The
implosion (N180121-2) is driven by 1.2 MJ laser energy
with 320 TW peak power [21–25]. The drive is designed
such that only 5 to 10% of the ablator is remaining at
the time of peak compression. At this time, conditions
are sufficient for α-particle production in the hot-spot.
Whereas the associated neutrons are used as additional
diagnostics, the fusion rate on these subscale experiments
is too low to initiate a burn wave and ignition of the entire
D-T fuel.

In order to measure hot-spot temperature variation
with sufficient spatial resolution and signal-to-noise, an
array of circular apertures orthogonal to the fill-tube axis
collects a series of x-ray penumbral images of the plasma
inside the capsule (see Fig. 1(b)) [26]. These images are
filtered with a variety of hard x-ray filters (see Fig. 2(a)-
(c)), detected with high signal-to-noise (500 - 1000) via
an image plate, and reconstructed using computed to-
mography techniques to produce x-ray images of the im-
ploding hot-spot with a spatial resolution of 5µm [27].
For this shot, we used a 103.5± 0.5µm and a 207± 1µm
thick titanium filter in addition to a 2.7 mm polycarbon-
ate debris shield and 460µm of Kapton, which is common
to all x-ray channels in this setup. Through these filters,
we measure the x-ray distribution at emission weighted

average x-ray energies of 19 and 22 keV, respectively.
The resolution is adequate for resolving the localized

bright region shown in Fig. 1(d). Compared to typically
fielded 10µm diameter pinholes with ≈ 12µm spatial
resolution, the larger penumbral apertures increase the
photon flux by a factor of approximately 36. This allows
measurements with high signal-to-noise at higher x-ray
energies that are less affected by ablator absorption. This
combination enables the measurements of local temper-
atures presented here.

The reason for the clearly visible region with enhanced
x-ray emission in Fig. 1(d) is a significant mix of D-T
plasma with ablator material, initiated by the fill-tube
perturbation. This can be seen from a time-resolved
framing camera pinhole image taken from the target
chamber pole and earlier in time, which shows the jet
moving inwards along the fill-tube axis (Fig. 1(c)).

III. DATA ANALYSIS

The local temperature of the mix region is obtained by
a novel analysis. Using a Fourier mode decomposition of
the reconstructed penumbral image [19], we separate the
image into high and low spatial frequency components.
The high frequency component is then used to locate the
bright region. Moreover, a mask over this bright region
is created via 2D-biharmonic spline interpolation [28] to
produce a hot-spot image without the bright region (see
Fig. 2(d)).

The image of the localized bright x-ray distribution
is obtained by subtracting the pseudo-homogenous hot-
spot image from the original image. Results are shown in
Fig. 2(e). As the mask is designed to slightly overfill the
localized bright region, this subtraction method results in
a robust determination of the bright region. Effectively,
its significantly larger surrounding emission subtracts to
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FIG. 2. (a-c) Differentially filtered, reconstructed penumbral images of the hot-spot from (90-100) line-of-sight. (d) X-ray
image of the hot-spot without the local mix feature from the 103.5µm titanium channel. (e) X-ray image of the extracted mix
region with normalized color scale. Images in (a-d) are on the same color scale.

zero.
After separating the bright region with mix from the

surrounding hot-spot using the same mask region in each
channel, and using the intrinsic co- registration prop-
erties of penumbral images to spatially align the chan-
nels, we use a Monte Carlo forward-fitting technique
[29] to calculate the electron temperatures of both, the
bright mix region and the surrounding hot-spot. This
is achieved by matching ratios of integrated, synthetic
bremsstrahlung emission spectra to measured ratios of
detected x-ray emission coefficients by χ2-minimization
[30]. Here, we use the same temperature (Te) dependency
of the high-energy tail on the bremsstrahlung radiance ε
as a function of x-ray energy (hν) as in reference [29],
that is,

ε(hν) ∝ exp(hν/Te)

(hν)α
, (1)

with α = 0.39 for D-T, α = 0.31 for Beryllium, and
α = −0.19 for Copper. These values for α are determined
by fitting the high-energy tail of spectral radiances from
detailed configuration accounting tables [31, 32]. Note
the value of α has a small effect on the derivative of the
x-ray emission spectra.

Error propagation is performed through Monte Carlo
sampling of the uncertainties in measured signal ratios,
plasma composition, image plate detector sensitivity, and
absorption in the materials traversed by the x-rays by
applying nontrivial error probability functions [33]. The
error bars quoted for electron temperatures reported here
are ± one standard deviation of the approximately nor-
mal distributed electron temperature histograms (com-
pare Fig. 3(b)). These histograms represent the statis-
tical temperature probability distributions due to those
uncertain quantities only and do not contain possible sys-
tematic errors. We note that, among others, one possi-
ble source of such error is a systematic over- or under-
prediction of the brightness in the previously described
interpolated hot-spot region. Based on self-consistency
tests with synthetic data, we can assume that such sys-
tematic over- or under-prediction is approximately com-
pensated when taking the ratio of the x-ray channels as
described above. In addition, we calculated the tem-
peratures with two statistically independent subsets of

penumbral images from each x-ray energy channel which
yielded, within statistical error bars, the same results.

Expanding the formalism of Ref. [29], we use the
two titanium channels and additionally a cobalt channel
(24.5 ± 0.5µm thickness, see Fig. 2(a)), which is more
sensitive to the Be-shell absorption. This combination
allows to simultaneously solve for temperature and shell
optical depth τ = κ · ρR, where κ is the shell opacity
and ρR is the shell areal density. For that goal, we
used the mass attenuation coefficient of cold beryllium
and copper from NIST [34] and randomly vary the re-
maining copper fraction in-between zero and 2.7%. The
upper bound represents the peak dopant fraction of the
shell. The temperature of the pseudo-homogeneous hot-
spot (see Fig. 2(d)) is found to be 3.3± 0.2 keV together
with a shell optical depth at 18 keV of τ = 0.46 ± 0.11.
We find very similar results if we apply the previously
published technique [29] with the inferred shell optical
depth and using the two titanium filters only, resulting
in a temperature of 3.26± 0.11 keV.

IV. RESULTS AND DISCUSSION

Fig. 3(a) shows the most probable, normalized hot-
spot emission spectrum that results from the analy-
sis described above. It also displays spectra from a
1D radiation-hydrodynamics simulation without mix and
one that includes a mix model to match the observed nu-
clear yield and down-scattered neutron ratio only [25].
For better comparison, these data have been normalized
matching their mean peak emission and show good agree-
ment with the experimentally inferred hot-spot spec-
trum. For reference, the lowest ion temperature from
D-D reactions, measured by the neutron time-fo-flight
detectors, which sets an upper limit for the plasma
temperature [29, 35, 36], is 3.27 ± 0.28 keV, consistent
with our inferred electron temperature in the pseudo-
homogeneous hot-spot image.

We now apply the same Monte Carlo technique to the
localized bright region (Fig. 2(e)). Here, the presence
of higher-Z elements, that radiate more efficiently, rep-
resent a significant energy sink in the energy balance
of the mix region. Since we do not know the fractions
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FIG. 3. (a) Calculated x-ray emission spectra for the self-
emission of the pseudo-homogeneous hot-spot including shell
absorption and additional filtration. The grey shaded area
is bound by predictions from a clean 1D simulation and one
that includes a mix model to match the observed nuclear yield
and down-scattered neutron ratio. (b) Histograms represent-
ing the electron temperature probability distributions in the
mix region and in the hot D-T plasma inferred by Monte
Carlo sampling of the experimental data using uncertainties
of plasma composition, shell optical depth, filter thicknesses,
detected photon yield and image plate detector response.

of D-T, Be and Cu in this region, we use Monte Carlo
sampling that combines DCA spectra of the three possi-
ble plasma constituents and randomly varies their frac-
tions. We find a mix temperature of 2.61 ± 0.08 keV,
which is insensitive to the plasma composition. The cor-
responding temperature probability distribution is shown
in Fig. 3(b). The significant reduction of the tempera-
ture in the mix (660±130 eV lower mix temperature than
the surrounding hot-spot plasma) demonstrates that the
observed strongly enhanced x-ray emission occurs at a
locally reduced electron temperature.

The temperature gradients occurring in the hot-spot
can be further investigated by dividing the mix region
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FIG. 4. (a) Simplified picture of the temperature evolution in
the mix with different possible initial conditions for the mix
center (solid yellow) and mix edge (dotted red) assuming a
temperature equilibration time of τ = 10 ps and a constant
D-T temperature (solid blue). Early times (shaded) may not
be present in the measured, time-integrated x-ray images as
the x-ray emission is below the detection threshold at those
temperatures. (b) Sketch of the regions that have been spa-
tially resolved and the inferred temperatures.

into an envelope and the central region (cf. Fig 4(b)).
We define the envelope’s width by our current spatial
resolution, i.e., 5µm. For both sub-parts, the analysis
can be done as described above. With this additional
subdivision, we obtain a temperature of the mix envelope
of 2.9 ± 0.16 keV, that is, between the average mix and
D-T temperatures. The central chords of the mix are,
however, even cooler than the total average of the mix
region: 2.55±0.09 keV. A sketch of these different regions
and their temperatures is shown in Fig. 4(b).

We can estimate the absolute energy that is lost from
the mix region via continuum radiation from the x-ray
flux detected, and calculate losses in the hot D-T plasma.
The latter is given in unit of GJ by [37]

QDT = 3.1× 107 ρDT mDT

√
T δnuc . (2)

As most neutrons are generated in the hotter D-T
plasma, we can employ the flux of fusion neutrons to infer
a hot-spot density of ρDT = 53± 12 g/cm3, with a mass
of mDT = (2.4 ± 0.5) × 10−6 g [25]. The nuclear burn-
width of δ = 148 ± 30 ps corresponds to the burn-width
of the x-ray emission. These inputs yield a radiative loss
from hot D-T of 1.0± 0.4 kJ.

The energy loss ratio between the mixed and unmixed
regions of the hot-spot is calculated by forward fitting
and Monte Carlo sampling including all uncertainties of
input parameters. We note, that the integrated x-ray
energy loss from the mix region strongly depends on the
fraction of copper which introduces additional free-bound
emission above 9 keV. This procedure yields low radia-
tion losses of 28 ± 6 J for the extreme case that the mix
only contains material from the initially doped layer, and
310 ± 76 J assuming pure beryllium in the mix region.
The inferred losses increase further up to 380 ± 89 J if
beryllium is diluted with 99% D-T. Future radiation loss
measurements may strongly reduce the uncertainty by
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using materials without significant bound-free emission
features. Such future experiments could therefore pro-
vide a strong constraint for validating new mix models
that aim to describe localized mix. Furthermore, a local
temperature deficit also impacts the determination of ra-
diation losses as lower temperatures result in a steeper
spectral gradient at high x-ray energies. For example,
the energy loss from the mix region is 3.2 times higher
here than it would be inferred if the mix was assumed to
be in thermal equilibrium with the hot D-T plasma.

The observed temperature difference between regions
with and without mix drives an energy flow into the
cooler part. In general, it is important to know if our
time-integrated signal is the average of a dynamically
evolving system or represents a quasi-equilibrium mix
temperature. Originating from the ablator, the mix will
initially be much colder than the D-T plasma and radia-
tive losses will be small. Without radiation losses, the
mix temperature obeys

dTmix
dt

=
TDT − Tmix

τ
, (3)

where the time constant τ is determined by the total
heat flow into the region and its heat capacity (cmix ∼
10−7 J/K). The heat flow via conduction is given by

Qcond = cmix
dTmix
dt

=

∫
dA κcond ∇T . (4)

Here, the integral is to be taken over the surface area of
the mixed region. κcond is the electron heat conduction
which we estimate to be on the order of 108 Jm−1K−1s−1

[38]. The temperature gradient can be estimated by the
temperature difference over its length scale; its lower
bound is the electron mean free path (0.5µm), its up-
per bound the radius of the mix region, i.e., approxi-
mately 7µm. With these input data, we obtain a rapid
rise of the mix temperature on a timescale of a few, up
to tens of picoseconds. This is shown in Fig. 4(a), which
displays a simplified, quasi-static picture of the mix tem-
perature evolution with constant hot-spot temperature.
While the hot-spot temperature will rise to a peak dur-
ing compression and subsequently fall during decompres-
sion, this Figure illustrates that a locally reduced electron
temperature can be quickly established and maintained
during the implosion.

The bold, solid yellow line may represent a worst case,
where cold material is injected right at the beginning of
the burn. If it is injected earlier as suggested by time-
resolved imaging, it will track the hot-spot temperature
more closely as the plasma is compressed. Thus, we con-
clude that, while at a locally reduced temperature, the
mix region is in a quasi-stationary state where energy
gain by conduction and radiative losses balance for most
of the emission time.

Since we have a balance between heat input through
conduction and radiation losses, we can also estimate

the total radiation losses from the stationary condition
Qcond −Qrad = 0, close to peak compression. Of course,
the temperature in the mix is here the key quantity as
both heat source and sink strongly depend on it. With
our estimates for the heat transfer from the hot D-T
plasma to the mix, and assuming a spherical mix sur-
face area we obtain low radiation losses of 12 J if we as-
sume the radius of the mix region (7µm) as the temper-
ature gradient length scale, and 170 J if we assume the
length scale to be equal to the electron mean-free path.
These energies increase linearly when the surface area is
increased at constant volume and are consistent with the
losses inferred from the x-ray spectrum. More precise cal-
culations would require additional information on the 3D
shape of the mix region and its temperature distribution.

V. CONCLUSIONS

In summary, we have applied a novel technique to
determine spatial temperature variations in the central
plasma of a spherically imploding shell. Using penumbral
imaging with large apertures allows for large through-
puts and probing with hard x-rays that are less suscep-
tible to absorption by the surrounding material and in-
creases spatial resolution. The present resolution of 5µm
allows to resolve strongly radiating features in NIF im-
plosions. For such a zone, we find a significant temper-
ature deficit compared to the hot D-T plasma around it
indicating large localized energy losses. Contrary to in-
tuition, cooler regions radiate more strongly in our case;
indeed, they are cooler because they radiate strongly.
The estimated heat flow into the mix region is consistent
with the spectrally inferred radiation losses. Moreover,
we find that the mix quickly establishes an equilibrium
where heat conduction into the mix region and radiative
losses balance. Thus, localized mix results in a continu-
ous energy loss during the confinement of the hot-spot.
Our measurement of local temperatures yields important
information for mix mitigation strategies, e.g., a reduced
fill-tube diameter [39, 40]. Besides ICF, this technique
can also contribute to quantify mix features in science
experiments that create and study extreme conditions
by spherical implosions [41–43].
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