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We report measurements of K-shell fluorescence lines induced by fast electrons in ramp-compressed Co targets. The fluorescence emission was stimulated by fast electrons generated through short-pulse laser-solid interaction with an Al target layer. Compression up to 2.1 times solid density was achieved while maintaining temperatures well below the Fermi energy, effectively removing the thermal effects from consideration. We observed small but unambiguous red shifts in the $K_{\beta}$ fluorescence line relative to unshifted Cu $K_{\alpha}$. Red shifts up to 2.6 eV were found to increase with compression and to be consistent with predictions from self-consistent models based on density functional theory.

I. INTRODUCTION

The electronic structure of warm dense matter (WDM) informs our understanding of material properties relevant to astrophysics, planetary science and inertial confinement fusion applications. Under compression and heating, many-electron atoms can undergo both thermal and pressure ionization, which lead to a complex reorganization of their electronic structure. These changes in electronic structure can be revealed by measurements of x-ray emission and fluorescence lines.

Previous experiments have investigated the properties of warm and hot dense matter through both thermal and fluorescence emission measurements. Pioneering experiments in laser plasmas hinted at density-driven red shifts in the 1s-3p $He_{\beta}$ and $L_{\gamma}\beta$ lines of hot laser-produced plasmas, and red shifts up to 6 eV in He-like Cl were recently definitively measured on the Orion laser facility and found to be smaller than the redshifts predicted by an analytic model. Pressure ionization was investigated in warm (180 eV) solid-density aluminum through fluorescence emission on LCLS and found to be well described by a density-functional theory (DFT) model but not by a collisional-radiative model with a standard treatment of ionization potential depression (IPD). In contrast, the standard IPD model was adequate to describe observed pressure ionization in hot compressed aluminum experiments on Orion. Finally, a recent Z experiment measured 5 - 12 eV shifts in both K-edge absorption and $K_{\beta}$ fluorescence features with high-precision spectrometer from warm (~10 eV) compressed (5x) iron; these shifts agreed well with DFT-based models.

In all these experiments, however, both thermal and compression effects had some impact on the inferred electronic structure. In this paper we report on an experiment that decouples density effects from thermal effects. Cobalt samples were ramp compressed to densities up to 2.1x solid (8.68 g/cm$^3$) while kept at temperatures below 1 eV, and fluorescence emissions were induced by fast electrons. The energy shifts of Co $K_{\beta}$ lines were measured as a function of compression using a high-resolution X-ray spectrometer. Here we present details of the experiments and provide comparisons to both collisional-radiative models using various prescriptions for IPD and to self-consistent DFT-based models. We find good agreement between the experimental results and the DFT models, and an incoherence in the collisional-radiative models with ad-hoc density effects that may preclude their use as reliable tools to interpret data from dense plasmas with significant pressure effects on valence orbitals.

II. EXPERIMENT

A. Experimental Setup

The experiment was performed on the OMEGA EP laser facility. A schematic of the experimental setup as well as the target structure is shown in Fig. 1(a) and (b). The target is made up of two parts. The primary part is a fluorescence layer sandwiched between two diamond plates. The material under study is a 20 µm Co foil, and an additional 4 µm Cu is inserted as an X-ray energy reference. The long UV pulses are incident from the right side of the target in Fig. 1(a), with a quasi-ramp pulse shape shown in Fig. 1(c). A similar technique has been demonstrated to compress Fe up to 5 Mbar on OMEGA$^{7,8}$, where the same planar geometry was used to reach a 2x density while keeping the temperature below 1 eV. The diamond plates play a similar role as in the diamond anvil cell to confine the sample and maintain the pressure, thus creating a spatially uniform compression state in the fluorescence layer. The compression history is obtained via VISAR (velocity interferometer system for any reflector) in a separate shot without the short pulse as is shown in the inset of Fig. 1(a).

The change in ionization due to compression leads to variations in the energy levels of the material. These variations can be detected by measuring the shifts of K
shell fluorescence lines. In order to induce fluorescence, a secondary, thick Al layer is attached to the other side of the primary target. It is irradiated by a short pulse (ps scale), high intensity (> $10^{18}$ W/cm$^2$) laser. A portion of the MeV electrons created via laser-solid interaction are able to transport through the secondary target. These electrons reaching the fluorescence layer can then induce K$_{\alpha}$, K$_{\beta}$ emissions. The X ray emission is measured using a 1D spatially resolved high-resolution X ray spectrometer \cite{9,10}.

A key feature in this experiment is that the low temperatures effectively eliminate thermal ionization effects. Co is close to Fe in Z, and the slow-ramp pulse shape in our experiment is expected to create a temperature similar to that in previous experiments \cite{7,8}. We have performed hydrodynamic simulations which show that the temperature remain < 1 eV under our driver laser conditions. The simulated electron temperatures are shown in Fig. 3(c) (see Section II C for more details). In fact, the density falls into the region defined by Co isentropes with temperature T$_{e}$ below 1 eV. In Fig. 2(d), the blue and green lines are isentropes corresponding to two different equation of state (EOS) models: the Livermore based EOS and the SESAME EOS. The solid and dashed curves correspond to two different temperature ranges (< 0.1 eV and < 0.9 eV respectively) which define the upper and lower bounds of the region. The yellow shaded areas are the pressure range deducted from VISAR for the two driven conditions shown in Fig. 2(c). The black dots show the estimated compression with error bars. The compression reached about 1.5x with 1500 J drive, and 2.1x with 6600 J drive.

### B. Material Conditions

We employed two driver energies, 1500 J and 6600 J, to reach different densities. The ramp pulse is overall 10 ns long, with a peak intensity of $3.38 \times 10^{13}$ W/cm$^2$ for 1500 J and $1.14 \times 10^{14}$ W/cm$^2$ for 6600 J. The stress due to the driver is obtained from measurements of the free surface velocity of diamond using a line-imaging VISAR. The secondary Al target was removed from the primary target for VISAR measurements. The measured VISAR images are shown in Fig. 2(a), and the extracted velocity histories are shown in Fig. 2(b). VISAR A and B correspond to two different setups with different delays and sweep speeds, in order to remove ambiguity due to $2\pi$ phase jumps. The short pulse probe time for 1500 J is 10.3 ns and for 6600 J is 10.0 ns. The corresponding spatially averaged pressure in Co as a function of time is shown in Fig. 2(c) with the spatial distribution inside the fluorescence layer displayed in the inset. The 4 $\mu$m Cu layer and the 20 $\mu$m Co layer are indicated with different colors. The pressures reach approximately 2 Mbar and 8 Mbar for the two driver conditions, respectively, and are quite uniform across the foils. The foil density is then obtained from the pressure using the isentropic compression curve. We have found from hydrodynamic simulations that the relation between density and pressure agrees well with the isentropic curve as is shown in Fig. 3(d) (see Section II C for more details). In fact, the density falls into the region defined by Co isentropes with temperature T$_{e}$ below 1 eV. In Fig. 2(d), the blue and green lines are isentropes corresponding to two different equation of state (EOS) models: the Livermore based EOS and the SESAME EOS. The solid and dashed curves correspond to two different temperature ranges (< 0.1 eV and < 0.9 eV respectively) which define the upper and lower bounds of the region. The yellow shaded areas are the pressure range deducted from VISAR for the two driven conditions shown in Fig. 2(c). The black dots show the estimated compression with error bars. The compression reached about 1.5x with 1500 J drive, and 2.1x with 6600 J drive.

### C. Comparison with Hydrodynamic Simulations

To confirm the density measured from the experiment and get a further estimate of the temperature, we have done hydrodynamic simulations with the same target structures and driver conditions that have been used...
FIG. 2. Pressure and density measurements. (a) Raw VISAR images for 6600 J driver energy. (b) Extracted free surface velocity history for two different driver conditions. (c) Average pressure in Co as a function of time, with the shaded areas showing the error bars. The results are derived from VISAR measurements. The short pulse probe arrives at 10.3 ns for 1500 J and 10.0 ns for 6600 J of driver energy. Pressure reaches about 2 Mbar and 8 Mbar respectively. Pressure distribution across the Cu and Co layer at the time of the short pulse probe is shown in the inset. (d) Inferred compression using Co isentrope. The blue and green curves are from two different models: the Livermore based EOS (L270) and the Sesame table (s3120). The solid curves show the isentropes from very low temperatures (< 0.3 eV), while the dashed curves are from slightly higher temperatures (but still < 0.9 eV). The compression is confined within the upper and lower bounds defined by the green solid curve and blue dashed curve.

D. Fluorescence Spectra

The fluorescence spectra were measured using a high-resolution spectrometer IXTS\textsuperscript{9,10}. It spans an energy range from ∼7550 eV to ∼8050 eV with a spectral resolution of about 3 eV. Both the Cu K\textalpha and Co K\beta emissions are within this range. Calculations from multiple models indicate that the shift in Cu K\alpha that originates from density changes is much smaller than that in Co K\beta. DFT-based models, which we will show later in the text are in the best agreement with data, suggest that there is only a small shift in Cu K\alpha (< 1 eV) from 1x to 2.5x compression. This is because K\alpha (2p → 1s) transition has a deeply bound initial state that is less sensitive to density effects than K\beta (3p → 1s) transition, whose upper level lies much closer to the continuum. Here we employ Cu K\alpha as a spectral fiducial and measure the relative shift in Co K\beta. The Co spectra under different compressions are shown in Fig. 4. In Fig. 4(a), the Co K\beta peaks are normalized with respect to the maximum intensity of

in the experiment. The simulations were performed using the HYADES code\textsuperscript{12} with the Livermore based EOS L270. The free surface velocities for the two driver energies (1500 J and 6600 J) from the simulations are compared to the VISAR measurements, as is shown in Fig. 3. The simulations have reasonably reproduced the experimental results.

The spatially averaged electron temperature T\textsubscript{e} in Co as a function of time from the simulations is displayed in Fig. 3(c). Both the 1500 J- and 6600 J- driver energy results show that the temperatures are below 1 eV during the whole compression process. Fig. 3(d) shows the spatially averaged Co compression vs. pressure extracted from the two simulations. The simulated results actually fall on the isentropic curve of Co. This further justifies that we can get Co compression using the isentropic curve and the experimentally measured pressure.
The Cu K\(\alpha\) peaks, while in (b), they are normalized to 1. We have observed a small red shift that is about -3 eV from 1x to \(\sim 2.0 - 2.2x\) compression, as well as broadening and suppression in the Co K\(\beta\) peak. In comparing the measured spectra to predictions using various ionization models and atomic codes in the next section, both the Co K\(\beta\) and Cu K\(\alpha\) lines at different compressions are calculated, and the relative energy shifts are compared with the experimental result.

III. MODELS AND COMPARISON TO EXPERIMENT

Collisional-radiative models (e.g., CRETIN\(^{13}\), FLYCHK\(^{14}\), LASNEX-DCA\(^{15}\), SCSF\(^{16,17}\), SCRAM\(^{18}\) etc.), are typically based on isolated-ion electronic structure that can be modified at high densities by continuum lowering (or ionization potential depression) models such as Stewart-Pyatt\(^{19}\) or Ecker-Kroll\(^{20}\). As density increases and an ion’s bound states move closer to (and eventually merge with) the continuum, these prescriptions for pressure ionization can introduce sharp discontinuities in the calculated \(Z^*\) when an occupied valence state is destroyed. For example, the \(Z^*\) of cold Co would change from 0 to 9 under pressure ionization of its valence 3d shell. Some collisional-radiative models smooth out this effect by gradually decreasing statistical weights in states near the continuum, but the precise implementation tends to be particular to individual models\(^{21}\). Predictions for line emission from these models can be complex: Both IPD and thermal effects can increase the average ion charge state \(Z^*\), which tends to reduce screening and increase the energies of line emission from particular transitions. But density shifts that tend to counteract this increase can be introduced by appealing to ad-hoc models such as the ones described by Nguyen et al.\(^{22}\) or Li et al.\(^{2}\). These line-shift models are not formally consistent.
with the IPD models that influence $Z^*$ and are also deployed somewhat idiosyncratically among existing collisional-radiative models.

By contrast, models based on density functional theory (DFT) (e.g. Purgatorio\textsuperscript{23,24}) treat all electrons quantum mechanically and self-consistently, varying orbital energies and wavefunctions with the plasma conditions. Fig. 5(a) gives a DFT model density of states for solid-density cobalt. Where the 3s and 3p orbitals have negative energies and are represented by delta functions, the pressure-ionized valence 3d orbital forms a resonance at $+8$ eV that corresponds roughly to a d-band in the metal. Filling the total density of states up to the calculated Fermi energy of $11$ eV leads to a $Z^*$ of $9$. However, filling only the ideal density of states, which excludes the resonance, gives a $Z^*$ of $1.8$, which is consistent with solid-state theory and typical carrier electron densities of cold transition metals. $Z^*$ is thus seen to be a problematic quantity for both collisional-radiative and DFT-based models (as discussed in Murillo et al.\textsuperscript{25}). However, edge energies and line shifts are much less problematic from DFT-based models than from collisional-radiative models. The lower panels of Fig. 5 illustrate that under compression, all of the critical energies (3f binding energies, d-band resonance energy, and the Fermi energy) shift up in energy by almost (but not exactly!) the same amount. These differential changes in energies provide native shifts in ionization potentials and line emission energies without the necessity of appealing to ad-hoc modifications to isolated-atom electronic structure.

Mean ionization values at the experimental compressions are given in Table I from a variety of collisional-radiative and DFT-based models. Both types of models predict that $Z^*$ should increase with compression. The two DFT-based models agree well with each other (as expected, since only the relativistic treatment differs between the models). Both show modest changes in $Z^*$ under compression. The collisional-radiative models also predict increasing $Z^*$ under compression, but have higher $Z^*$ than the DFT models at all compressions and large variations between models. The differences due to using different underlying structure and IPD implementation (which vary between models) are similar to the differences due to different choices in IPD theory (SP or EK). However, in general the collisional-radiative models predict larger ionization with EK than with SP.

The incoherence of the ad-hoc density effect required by collisional-radiative models is increased when line shifts are considered, so that comparison to the observable quantity reported here (the change in the Co K$_\beta$ fluorescence energy relative to Cu K$_\alpha$) is conflated with
**TABLE I. Mean ionization state Z* predicted by various models.**

<table>
<thead>
<tr>
<th>compression</th>
<th>1x</th>
<th>1.5x</th>
<th>2.1x</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>collisional-radiative models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRETIN$^{13}$ + SP$^{19}$</td>
<td>5.0</td>
<td>6.0</td>
<td>8.0</td>
</tr>
<tr>
<td>CRETIN$^{13}$ + EK$^{20}$</td>
<td>9.0</td>
<td>9.0</td>
<td>17.0</td>
</tr>
<tr>
<td>FLYCHK$^{14}$ + SP$^{19}$</td>
<td>4.0</td>
<td>6.0</td>
<td>7.0</td>
</tr>
<tr>
<td>FLYCHK$^{14}$ + EK$^{20}$</td>
<td>9.0</td>
<td>9.0</td>
<td>17.0</td>
</tr>
<tr>
<td>SCSF$^{16,17}$ + SP$^{19}$</td>
<td>3.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>SCSF$^{16,17}$ + EK$^{20}$</td>
<td>5.0</td>
<td>6.0</td>
<td>8.0</td>
</tr>
<tr>
<td>SCRAM$^{18}$ + SP$^{19}$</td>
<td>3.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>SCRAM$^{18}$ + EK$^{20}$</td>
<td>5.0</td>
<td>6.0</td>
<td>8.0</td>
</tr>
<tr>
<td><strong>DFT-based models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purgatorio$^{23,24}$</td>
<td>1.8</td>
<td>2.5</td>
<td>3.3</td>
</tr>
<tr>
<td>MUZE</td>
<td>1.8</td>
<td>2.5</td>
<td>3.2</td>
</tr>
</tbody>
</table>

many choices that can reasonably differ among models. We might interpret the number of bound electrons $Z_b = Z_n - Z^*$ as a complete picture of screening, thus associating changes in $Z^*$ with shifts in Co K$_\beta$. Depending on the particular electronic structure of the collisional-radiative models and the calculated $Z^*$, we find 1-4 eV blue shifts per ionized 3d electron. In this interpretation, a redshift in Co K$_\beta$ under compression implies a decrease in $Z^*$, inconsistent with all predictions in Table I. Adding density-dependent plasma polarization shifts from Nguyen et al.$^{22}$ of about -1 eV per charge state to the collisional-radiative models moderates this conclusion, but even with this second-order correction, none of the collisional-radiative models are consistent with the measured data. This incoherence is illustrated in Fig. 6, which shows $Z^*$-dependent Co K$_\beta$ and Cu K$_\alpha$ shifts along with measured and modeled Co K$_\beta$ energy shifts with respect to Cu K$_\alpha$, as a function of compression. Here, CRETIN and FLYCHK with EK both predict strong relative redshifts at 1.5x compression and then the complete destruction of M shell states at 2.1x compression, which would lead to no K$_\beta$ emission at all. SCSF and SCRAM with EK predict large blue shifts (17.7 eV and 14.7 eV respectively) at 2.1x compression that are inconsistent with the measurements and a significant reduction in the 3p statistical weight that would significantly weaken Co K$_\beta$ line. With SP, the four different codes predict smaller ionization and significant blue shifts that remain inconsistent with the measurements. Given the large variations among models and the inability of any such variation to match the measured data, caution should clearly be taken when using collisional-radiative models to draw conclusions about the ionization stage of warm dense matter or the validity of any particular IPD theory.

The DFT-based models, however, provide direct predictions for the change in K$_\alpha$ and K$_\beta$ emission energies under compression, and their predictions follow the measured shifts within the experimental error bars. As implied by the close agreement of two independent implementations, the energy separation between electronic orbitals in these models is highly constrained due to the internal coherence of the underlying models and the absence of appeals to external ad-hoc prescriptions. The difficulty with these models is that, because the DFT orbitals are fictitious average states that do not account for multiple detailed configurations, they tend to have poor "absolute" agreement with precisely measured fluorescence-line transition energies for cold materials. However, initial Hartree-Fock calculations indicate that these multi-configuration effects impact different compressions in similar ways, so that the predicted changes in the Co K$_\beta$ and Cu K$_\alpha$ separation are meaningful as reflections of the balance between increasing pressure ionization (which reduces screening of the nuclear charge by bound electrons) and increasing pressure from the pressure-ionized electrons (which increases screening of the nuclear charge by free electrons). The fact that a red shift is observed indicates that the increase in free-electron screening has a slightly greater impact than the reduction of bound-electron screening. This is also consistent with the results shown by Hansen et al. in the Z experiment.$^6$

**IV. CONCLUSIONS**

We have described a method to study the electronic structure of a transition metal as a function of mass density. Using ramp compression to increase the density of the material while keeping the temperature below 1 eV, we have isolated density effects from thermal effects. Our measurements of K-shell fluorescence lines induced by fast electrons generated through short-pulse laser-solid interaction show a small but unambiguous decrease in the energy separation of Co K$_\beta$ and Cu K$_\alpha$, which increases with compression. We found a fundamental incoherence in attempts to compare these results with multiple independent collisional-radiative models, each of which has a different implementation of ad-hoc density effects. We found good agreement of the measured data with two independent implementations of models based on density-functional-theory.
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