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We present constraints on extensions of the minimal cosmological models dominated by dark matter and
dark energy, ΛCDM and wCDM, by using a combined analysis of galaxy clustering and weak gravitational
lensing from the first-year data of the Dark Energy Survey (DES Y1) in combination with external data. We
consider four extensions of the minimal dark energy-dominated scenarios: 1) nonzero curvature Ωk, 2) number
of relativistic species Neff different from the standard value of 3.046, 3) time-varying equation-of-state of dark
energy described by the parameters w0 and wa (alternatively quoted by the values at the pivot redshift, wp,
and wa), and 4) modified gravity described by the parameters µ0 and Σ0 that modify the metric potentials. We
also consider external information from Planck cosmic microwave background measurements; baryon acoustic
oscillation measurements from SDSS, 6dF, and BOSS; redshift-space distortion measurements from BOSS;
and type Ia supernova information from the Pantheon compilation of datasets. Constraints on curvature and
the number of relativistic species are dominated by the external data; when these are combined with DES Y1,
we find Ωk = 0.0020+0.0037

−0.0032 at the 68% confidence level, and the upper limit Neff < 3.28 (3.55) at 68%
(95%) confidence, assuming a hard prior Neff > 3.0. For the time-varying equation-of-state, we find the pivot
value (wp, wa) = (−0.91+0.19

−0.23,−0.57+0.93
−1.11) at pivot redshift zp = 0.27 from DES alone, and (wp, wa) =

(−1.01+0.04
−0.04,−0.28+0.37

−0.48) at zp = 0.20 from DES Y1 combined with external data; in either case we find no
evidence for the temporal variation of the equation of state. For modified gravity, we find the present-day value
of the relevant parameters to be Σ0 = 0.43+0.28

−0.29 from DES Y1 alone, and (Σ0, µ0) = (0.06+0.08
−0.07,−0.11+0.42

−0.46)
from DES Y1 combined with external data. These modified-gravity constraints are consistent with predictions
from general relativity.

I. INTRODUCTION

Evidence for dark matter [1] and the discovery of cosmic
acceleration and thus evidence for dark energy [2, 3] were pin-
nacle achievements of cosmology in the 20th century. Yet be-
cause of the still-unknown physical mechanisms behind these
two components, understanding them presents a grand chal-
lenge for the present-day generation of cosmologists. Dark
matter presumably corresponds to an as-yet undiscovered el-
ementary particle whose existence, along with couplings and
other quantum properties, is yet to be confirmed and investi-
gated. Dark energy is even more mysterious, as there are no
compelling models aside, arguably, from the simplest one of
vacuum energy.

Dark matter and dark energy leave numerous unambiguous
imprints in the expansion rate of the universe and in the rate of
growth of cosmic structures as a function of time. The theo-
retical modeling and direct measurements of these signatures
have led to a renaissance in data-driven cosmology. Numerous
ground- and space-based sky surveys have dramatically im-
proved our census of dark matter and dark energy over the past
two decades, and have led to a consensus model with∼5% en-
ergy density in baryons, ∼25% in cold (non-relativistic) dark
matter (CDM), and ∼70% in dark energy. These probes, re-
viewed in [4–6], include the cosmic microwave background
(CMB; [7]); galaxy clustering including the location of the
baryon acoustic oscillation (BAO) feature and the impact of
redshift space distortions (RSD); distances to type Ia super-
novae (SNe Ia); weak gravitational lensing (WL [8]), given
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by tiny distortions in the shapes of galaxies due to the de-
flection of light by intervening large-scale structure; and the
abundance of clusters of galaxies [9].

The simplest and best-known model for dark energy is the
cosmological constant. This model, represented by a single
parameter given by the magnitude of the cosmological con-
stant, is currently in good agreement with data. On the one
hand, vacuum energy density is predicted to exist in quan-
tum field theory due to zero-point energy of quantum oscil-
lators, and manifests itself as a cosmological constant: un-
changing in time and spatially smooth. On the other hand, the
theoretically expected vacuum energy density is tens of or-
ders of magnitude larger than the observed value as has been
known even prior to the discovery of the accelerating uni-
verse [10, 11]. Apart from the cosmological constant, there
exists a rich set of other dark energy models including evolv-
ing scalar fields, modifications to general relativity, and other
physically-motivated possibilities [12–14] with many possible
avenues to test them with data [15]. Testing for such exten-
sions of the simplest dark energy model on the present-day
data has spawned an active research area in cosmology [16–
32], and is the subject of the present paper.

The Dark Energy Survey (DES1) [33] is a photometric sur-
vey imaging the sky in five filters (grizY ) using the 570 Mpix-
els, 3 deg2 field-of-view Dark Energy Camera (DECam) [34],
mounted on the 4-meter Blanco telescope at the Cerro Tololo
International Observatory in Chile. After more than five years
of data-taking, the survey will end in early 2019 with more
than 300 million galaxies catalogued in an area of roughly
5000 deg2.

In 2017 the DES collaboration published the analyses of
its first year of data (Y1). It presented results which put
constraints on certain cosmological parameters derived from
their late-universe imprints in galaxy surveys at the same
level of precision as the constraints obtained on these same
parameters from their early-universe signatures in the CMB
data. These results, described in [35] (hereafter Y1KP) are
based on the two-point statistics of galaxy clustering and weak
gravitational lensing. The combined analysis of the three
different two-point correlation functions (galaxy clustering,
cosmic shear, and the galaxy-shear cross-correlation, typi-
cally referred to as galaxy-galaxy lensing) is the end-product
of a complex set of procedures which includes the analysis
pipeline and methodology [36], its validation on realistic sim-
ulations [37], the creation of shape catalogs [38], the esti-
mation and validation of the redshift distribution for different
galaxy samples [39], measurement and derivation of cosmo-
logical constraints from the cosmic shear signal [40], galaxy–
galaxy lensing results [41] and the galaxy clustering statis-
tics [42]. Both alone and in combination with external data
from CMB (Planck [43]), BAO (6dF Galaxy Survey [44], the
SDSS Data Release 7 Main Galaxy Sample [45], BOSS Data
Release 12 [46]) and SNe Ia (Joint Lightcurve Analysis (JLA
[47]), DES provides precise measurements in the parameters

1 http://www.darkenergysurvey.org/

describing the amplitude of mass fluctuations perturbation and
the matter energy density evaluated today. We refer the reader
to Y1KP for more details of the DES Y1 analysis, and to
Sec II D below for further description of external data.

In Y1KP we considered only the two simplest models
for dark energy: the standard cosmological constant ΛCDM
model and a wCDM model with an extra parameter (the dark
energy equation-of-state w) accounting for a constant relation
between the pressure and the energy density of the dark en-
ergy fluid (p = wρ). In this paper we explore the impact of
the DES Y1 data on the analysis of a few extensions of the
standard flat ΛCDM and wCDM models considered in Y1KP,
namely the possibilities of:

• Nonzero spatial curvature;

• New relativistic degrees of freedom;

• Time-variation of the dark energy equation-of-state;

• Modifications of the laws of gravity on cosmological
scales.

We describe these extensions in more detail below.
Our analysis applies the same validation tests with respect

to assumptions about the systematic biases, analysis choices,
and pipeline accuracy, as previously done in Y1KP. We also
adopt the parameter-level blinding procedure used in that pa-
per, and we do not look at the final cosmological constraints
until after unblinding, when the analysis procedure and esti-
mates of uncertainties on various measurement and astrophys-
ical nuisance parameters were frozen. Validation and param-
eter blinding are also described in further detail below.

Our study effectively complements and extends a number
of studies of extensions to Λ/wCDM in the literature using
state-of-the-art data, e.g. by Planck [25, 43], the Baryon Os-
cillation Spectroscopic Survey (BOSS) [46], the Kilo Degree
Survey (KiDS) [28, 48] and more recently by using the Pan-
theon compilation of SNe Ia data [49]. These studies report
no significant deviations from ΛCDM. We will comment on
the comparison of our results to these existing constraints in
the conclusions.

The paper is organized as follows: the data sets used in the
analyses are described in §II, while the models and parameters
used to describe the data are detailed in §III. To ensure that
our analysis will not mis-attribute an astrophysical systematic
error to a detection of an extension, we present a series of
validation tests in §IV. In §V, we present our results before
concluding in §VI.

II. DATA

The primary data used in this study are the auto- and cross-
correlations of galaxy positions and shapes measured in data
taken by the Dark Energy Survey during its first year of ob-
servations.2 We refer the reader to Y1KP for details and only

2 The DES Y1 data products used in this work are publicly available from:
https://des.ncsa.illinois.edu/releases/y1a1.
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give a summary here.

A. Catalogs

The images taken between August 31, 2013 and Febru-
ary 9, 2014 were processed with the DES Data Management
(DESDM) system [50–53], and its outputs validated and fil-
tered to produce the high-quality DES Y1 Gold catalog [54].

From the galaxies in this catalog, we define two samples
to be used here: lens galaxies, for which we measure the an-
gular correlation function of positions, and source galaxies,
for which we measure the auto-correlation of shapes and the
cross-correlation of shapes with lens galaxy positions. To re-
duce the impact of varying survey characteristics and to re-
move foreground objects and contaminated regions, we define
both samples over an area of 1321 deg2.

As lens galaxies, we use a sample of luminous red galax-
ies identified with the REDMAGIC algorithm [55]. This
choice is motivated by the small uncertainties in photomet-
ric redshifts, high completeness over most of our survey, and
the strong clustering of these galaxies. We divide the RED-
MAGIC sample into five redshift bins, using three different
cuts on intrinsic luminosity to ensure completeness. For bins
of redshift z ∈ [(0.15 − 0.3), (0.3 − 0.45), (0.45 − 0.6)], we
chose a luminosity cut of L > 0.5L∗ with a spatial density
n̄ = 10−3(h−1Mpc)−3, where the comoving density assumes
a fiducial ΛCDM cosmology. For the additional redshift bins
z ∈ (0.6−0.75) and (0.75−0.9), the luminosity cuts and den-
sities areL > L∗, n̄ = 4×10−4(h−1Mpc)−3 andL > 1.5L∗,
n̄ = 10−4(h−1Mpc)−3, respectively. In total, these samples
contain approximately 660,000 lens galaxies.

The primary systematic uncertainties in this catalog are
based on residual correlations of galaxy density with obser-
vational characteristics of the survey, and in the uncertainty
and bias of the lens galaxy redshifts as estimated from the
broad-band photometry. The first effect is studied in detail
and corrected in [42]. The redshift distributions estimated
for the REDMAGIC galaxies are validated, and the budget for
residual uncertainties in quantified, using their clustering with
spectroscopic galaxy samples [56].

To generate a catalog of source galaxies with accurate
shapes for estimating lensing signals, we use the METACAL-
IBRATION method [57, 58] on top of NGMIX3. NGMIX pro-
vides the ellipticity measurements for a sufficiently resolved
and high signal-to-noise subsample of the Y1 Gold catalog by
fitting a simple Gaussian mixture model, convolved with the
individual point spread function, to the set of all single expo-
sures taken of a galaxy. The primary systematic uncertainty in
this catalog is a multiplicative error on the mean shear mea-
surement due to biases related to noise and selection effects.
In the METACALIBRATION scheme, this bias is removed by in-
troducing an artificial shear signal and measuring the response
of the mean measured ellipticity to the introduced shear. To

3 https://github.com/esheldon/ngmix
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FIG. 1. Estimated redshift distributions of the lens and source galax-
ies used in the analysis. The shaded vertical regions define the bins:
galaxies are placed in the bin spanning their mean photo-z estimate.
We show both the redshift distributions of galaxies in each bin (col-
ored lines) and their overall redshift distributions (black lines).

this end, all galaxy images are artificially sheared, and their
ellipticities and all properties used for selecting the sample
are re-measured on the sheared versions of their images. By
applying a response correction to all estimated shear signals,
we find that this method provides measurements with a small
multiplicative bias that is dominated by the effect of blending
between neighboring galaxies [38].

To divide these source galaxies into redshift bins, we use
the means of the redshift probability distributions provided
by a version of the BPZ algorithm [59]. This procedure
is based on the METACALIBRATION measurements of griz
galaxy fluxes, as detailed in [39]. By splitting on zmean ∈
[(0.2 − 0.43), (0.43 − 0.63), (0.63 − 0.9), (0.9 − 1.3)], we
generate four bins with approximately equal density. The red-
shift distribution of each source bin is initially estimated from
the stack of individual galaxy BPZ redshift probability distri-
butions. This initial estimate is validated, and the systematic
uncertainty on the mean redshift in each bin is estimated us-
ing a resampling method of high-quality photometric redshifts
gained from multi-band data in COSMOS [39] and the clus-
tering of the sources with REDMAGIC galaxies [60, 61].

The lens and source galaxy distributions are shown in Fig-
ure 1. The systematic uncertainties on redshift of both sam-
ples, and on the shear estimates of the source sample, are
quantified in [38, 39] and marginalized over in all cosmologi-
cal likelihoods.
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B. Measurements

For the lens and source sample, we use measurements of
the three sets of two-point functions in [35]:

• Galaxy clustering: the auto-correlation of lens galaxy
positions in each redshift bin w(θ), i.e. the fractional
excess number of galaxy pairs of separation θ relative
to the number of pairs of randomly distributed points
within our survey mask [42],

• Cosmic shear: the auto-correlation of source galaxy
shapes within and between the source redshift bins, of
which there are two components ξ±(θ), taking the prod-
ucts of the ellipticity components of pairs of galaxies,
either adding (+) or subtracting (−) the component tan-
gential to the line connecting the galaxies and the com-
ponent rotated by π/4 [40],

• Galaxy-galaxy lensing: the mean tangential ellipticity
of source galaxy shapes around lens galaxy positions,
for each pair of redshift bins, γt(θ) [41].

Details of these measurements and the checks for potential
systematic effects in them are described in detail in [40–42],
and an overview of the full data vector is given in [35]. Here
we follow Y1KP, and refer to results from combining all 3
two-point functions as “DES Y1 3× 2pt”.

Each of these measurements is performed in a set of 20
logarithmic bins of angular separation between 2.5’ and 250’
using the software TREECORR [62]. We only use a subset
of these bins, removing small scales on which our model
is not sufficiently accurate. The fiducial scales that we use
for clustering and galaxy-galaxy lensing correspond to min-
imal scale of R = 8h−1Mpc and 12h−1Mpc, respectively.
For cosmic shear, the minimal angular scale θmin is redshift-
dependent, and is determined by requiring that the cross-
correlation (ξ±)ij(θmin) at a pair of redshift bins i and j not
incur an expected fractional contribution from baryonic inter-
actions exceeding 2%; see [40] for details.

For the curvature, number of relativistic species, and dark
energy tests, we use the exact same set of scales as in
Y1KP, and the datavector with a total of 457 measurements
in (w(θ), ξ±(θ), γt(θ)). For our modified gravity tests, we
use a more stringent range of scales, described at the end of
Sec. III C 4; this datavector spans only the linear scales, and
has a total of 334 measurements.

DES Y1 measurements provide information at z . 1, when
– in most models – dark energy starts to play a role in cosmic
evolution. They provide information about both the geomet-
rical measures (distances, volumes) and the growth of cosmic
structure. In particular, both lensing and galaxy clustering are
sensitive to the growth of structure, while the kernels in the
calculation of the corresponding two-point correlation func-
tions also encode the geometry given by distances (see e.g.
equations in Sec. 4 of Y1KP). Therefore, all of the DES Y1
3 × 2pt measurements probe both geometry and the growth
of structure, and thus complement the largely geometrical ex-
ternal data discussed below in Sec. II D. The geometry-plus-
growth aspect of the DES Y1 3 × 2pt measurements makes

them particularly sensitive to predictions of the models stud-
ied in this paper such as modified gravity.

C. Covariance

The statistical uncertainties of these measurements are due
to spatial variations in the realizations of the cosmic matter
density field (cosmic variance) and random processes govern-
ing the positions (shot noise) and intrinsic orientations (shape
noise) of galaxies. We describe these uncertainties and their
correlations with a covariance matrix C, which is calculated
using CosmoLike [63] using the relevant four-point func-
tions in the halo model [64]. Shot and shape noise are scaled
according to the actual number of source galaxies in our ra-
dial bins to account for source clustering and survey geometry.
Details of this approach are described in [63, 65], along with
our validation of the covariance matrix and the corresponding
Gaussian likelihood.

D. External data

Combining the DES large-scale structure weak lensing and
galaxy clustering data with other, independent probes has ben-
efits in constraining the beyond-minimal cosmological mod-
els considered in this paper. In particular, the measurements
of distances by SNe Ia and BAO, along with the distance to
recombination from the CMB, provide precise geometrical
measures, while redshift-space distortions (RSD) are sensi-
tive to the growth of cosmic structure [66–70]. These external
data significantly complement the combination of geometry
and growth probed by the DES clustering and lensing data.
Similarly, combining DES with external data enables the com-
parison of the inferred cosmology from early- and late-time
probes (see e.g. Fig. 11 in Y1KP).

As in Y1KP, we combine DES data with a collection of
external data sets to derive the most precise constraints on
the ΛCDM extensions models. We use CMB, CMB Lensing,
BAO, RSD, and Supernova Ia measurements in various com-
binations. Our final set of external data, described in more
detail below, is similar to that used in Y1KP; the main dif-
ferences are that we add RSD measurements from BOSS, and
that we update the JLA supernova dataset used in Y1KP to the
more recent Pantheon results.

We treat the likelihoods of individual external datasets as
independent, simply summing their log-likelihoods. We now
describe the individual external datasets that we add to DES
data in our combined analysis.

1. CMB & CMB lensing

The cosmic microwave background temperature T and
polarization (E- and B-modes) anisotropies are a powerful
probe of the early universe. The combination of a rich phe-
nomenology with linear perturbations to a background yields
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very strong constraints on density perturbations in the early
Universe, and on reionization.

In this work we use the Planck 2015 likelihood4 as de-
scribed in Aghanim et al. [71]. We use the Planck TT like-
lihood for multipoles 30 ≤ ` ≤ 2508 and the joint TT , EE,
BB and TE likelihood for 2 ≤ ` ≤ 30. We refer to this
likelihood combination as TT+lowP.5

Planck primary CMB measurements like these strongly
constrain all of the baseline cosmological parameters that we
use across our models. They have varying power to constrain
extension parameters.

We also make use of Planck CMB lensing measurements
[72], from temperature only6. These are measured from
higher-order correlations in the temperature field, and act like
an additional narrow and very high redshift source sample.
We neglect any cross-correlation between DES Y1 measure-
ments and Planck’s CMB lensing map because 1) the noise in
the CMB lensing map is sufficiently large; 2) the overlap of
the surveys is small compared to the total CMB lensing area;
and 3) the CMB lensing auto-spectrum receives most of its
contribution from z ' 2, while DES constraints are at z . 1,
which further reduces covariance. We have explicitly tested
that the assumption of ignoring the DES-CMBlens covariance
holds to an excellent accuracy.

2. BAO + RSD

BAO measurements locate a peak in the correlation func-
tion of cosmic structure that corresponds to the sound horizon
at the drag epoch. Since the sound speed before that point de-
pends only on the well-understood ratio of photon to baryon
density, this horizon acts as a standard ruler and can be used
to measure the angular diameter distance with a percent-level
precision.

As in Y1KP we use BAO measurements from BOSS
Data Release 12 [46], which provides measurements of
both the Hubble parameter H(zi) and the comoving an-
gular diameter distance dA(zi), at three separate redshifts,
zi = {0.38, 0.51, 0.61}. The other two BAO data that
we use, 6DF Galaxy survey [44] and SDSS Data Release
7 Main Galaxy Sample [45], are lower signal-to-noise and
can only tightly constrain the spherically averaged combina-
tion of transverse and radial BAO modes, DV (z) ≡ [cz(1 +
z)2D2

A(z)/H(z)]1/3. These constraints are at respective red-
shifts z = 0.106 (6dF) and z = 0.15 (SDSS MGS).

We also utilize the redshift-space distortion measurements
from BOSS DR12; they are given as measurements of the

4 Planck 2018 results [32] were released as this paper was in advanced stages
of the analysis, so we stick with using the Planck 2015 likelihood. The
main difference between the two is better measurements of CMB polar-
ization in Planck 2018, resulting in better constraints on the optical depth
τ .

5 We used the public Planck likelihood files PLIK LITE V18 TT.CLIK and
LOWL SMW 70 DX11D 2014 10 03 V5C AP.CLIK.

6 We use the file SMICA G30 FTL FULL PTTPTT.CLIK LENSING.

quantity f(zi)σ8(zi) at the aforementioned three redshifts.
Here f is the linear growth rate of matter perturbations and
σ8 is the amplitude of mass fluctuations on scales 8h−1Mpc.
We employ the full covariance, given by [46], between these
three RSD measurements and those of BAO quantities H(zi)
and dA(zi). We treat the 6dF and SDSS MGS measure-
ments as independent of those from BOSS DR12, and we ne-
glect any cosmological dependence on the derived values of
f(zi)σ8(zi) from BOSS DR12 data.

Finally, we ignore the covariance between these BAO/RSD
measurements and those of DES galaxy clustering and weak
lensing; the two sets of measurements are carried out on dif-
ferent areas on the sky and the covariance is expected to be
negligible.

3. Supernovae

Type Ia supernovae (SNe Ia) provide luminosity distances
out to redshift of order unity and beyond, and thus excellent
constraints on the expansion history of the universe. In this
analysis we use the Pantheon SNe Ia sample [49] which com-
bines 279 SNe Ia from the Pan-STARRS1 Medium Deep Sur-
vey (0.03 < z < 0.68) with SNe Ia from SDSS, SNLS, vari-
ous low-z and HST samples. The Pantheon data was produced
using the Pan-STARRS1 Supercal algorithm [73] which es-
tablished global calibration for 13 different SNe Ia samples.
The final Pantheon sample includes 1048 objects in the red-
shift range 0.01 < z < 2.26.

III. THEORY AND MODELING

A. Standard cosmological parameters

We assume the same set of ΛCDM cosmological parame-
ters described in Y1KP, then supplement it with parameters
alternately describing four extensions. We parametrize the
matter energy density today relative to the critical density Ωm,
as well as that of the baryons Ωb and of neutrinos Ων

7. More-
over, we adopt the amplitudeAs and the scalar index ns of the
primordial density perturbations power spectrum, as well as
the optical depth to reionization τ , and the value of the Hub-
ble parameter today H0. Except in the case of varying cur-
vature, we assume that the universe is flat and, except in the
case of varying dark energy, we assume that it is Λ-dominated
with w = −1; under those two assumptions, ΩΛ = 1 − Ωm.
Note that the amplitude of mass fluctuations σ8 is a derived
parameter, as is the parameter that decorrelates σ8 and Ωm,
S8 ≡ σ8(Ωm/0.3)0.5. The fiducial parameter set is therefore

θbase = {Ωm, H0,Ωb, ns, As, (τ)}, (1)

7 In the Σ0, µ0 systematic tests that use the older MGCAMB, this was not
implemented, so Ων is fixed in these tests. We do vary Ων in our runs on
the real data.
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where the parentheses around the optical depth parameter in-
dicate that it is used only in the analysis combinations that use
CMB data.

To model the fully nonlinear power spectrum, we first es-
timate the linear primordial power spectrum on a grid of
(k, z) using CAMB [74] or CLASS [75]. We then apply the
HALOFIT prescription [76–78] to get the nonlinear spectrum.
Throughout this work, we employ the version from Takahashi
et al. [77].

In addition to this set of ΛCDM parameters, we use the
following parametrization for each of the extension models:

1. Spatial curvature: Ωk;

2. The effective number of neutrinos species Neff ;

3. Time-varying equation-of-state of dark energy: w0, wa;

4. Tests of gravity: Σ(a), µ(a).

We describe these extensions in more detail below in
Sec. III C.

B. Nuisance parameters

We follow the analysis in Y1KP, and model a variety of
systematic uncertainties using an additional 20 nuisance pa-
rameters. The nuisance parameters are:

• Five parameters bi that model linear bias of lens galax-
ies in five redshift bins;

• Two parameters, AIA and ηIA, that model the power
spectrum of intrinsic alignments as a power-law scaling
AIA( 1+z

1+z0
)ηIA , with z0 = 0.62 (see Sec. VIIB of [40]

for a complete description of the model);

• Five parameters ∆zil to model the uncertainty in the
means of distributions n(zi) of galaxies in each of the
lens bins;

• Four parameters ∆zis to model the uncertainty in the
means of distributions n(zi) of galaxies in each of the
source bins;

• Four parameters mi that model the overall uncertainty
in the multiplicative shear bias in each of the source
bins.

All of the cosmological and nuisance parameters in our stan-
dard analysis, along with their respective priors, are given in
Table I.

Note that we did not change any assumptions about the
nuisance parameters relative to our previous analysis applied
to ΛCDM and wCDM. It is possible in principle that exten-
sions (e.g. modified gravity) to these simplest models warrant
more complicated modeling and therefore more nuisance pa-
rameters (e.g. adopting more complicated parametrizations of
galaxy bias). To address this possibility, we consider a num-
ber of more complicated parametrizations of the systematic
effects (described in Sec. IV) with the aim of determining

TABLE I. Parameters and priors used to describe the measured two-
point functions, as adopted from Y1KP. Flat denotes a flat prior in
the range given while Gauss(µ, σ) is a Gaussian prior with mean µ
and width σ.

Parameter Prior
Cosmology

Ωm flat (0.1, 0.9)
As flat (5 × 10−10, 5 × 10−9)
ns flat (0.87, 1.07)
Ωb flat (0.03, 0.07)
h flat (0.55, 0.91)

Ωνh
2 flat(5 × 10−4,10−2)

Lens Galaxy Bias
bi(i = 1, 5) flat (0.8, 3.0)

Intrinsic Alignment
AIA(z) = AIA[(1 + z)/1.62]ηIA

AIA flat (−5, 5)
ηIA flat (−5, 5)

Lens photo-z shift (red sequence)
∆z1

l Gauss (0.008, 0.007)
∆z2

l Gauss (−0.005, 0.007)
∆z3

l Gauss (0.006, 0.006)
∆z4

l Gauss (0.000, 0.010)
∆z5

l Gauss (0.000, 0.010)
Source photo-z shift

∆z1
s Gauss (−0.001, 0.016)

∆z2
s Gauss (−0.019, 0.013)

∆z3
s Gauss (+0.009, 0.011)

∆z4
s Gauss (−0.018, 0.022)

Shear calibration
mi

METACALIBRATION(i = 1, 4) Gauss (0.012, 0.023)

whether we could mis-identify a systematic effect as evidence
for an extension. Our tests, also described in that section, in-
dicate that constraints on the key extension parameters studied
in this paper are not sensitive to these additional parameters.
This justifies our choice not to modify our fiducial nuisance
parameterization described in the bullet-point list above and
used previously in Y1KP. Future, more precise data will re-
quire revisiting these, in addition to potentially extracting in-
formation about these extensions from the modified behavior
of astrophysical nuisance effects.

C. ΛCDM extensions

We now introduce the four extensions to the simplest
Λ/wCDM models that we study in this paper. The cosmolog-
ical parameters describing these extensions, along with priors
given to them in our analysis, are given in Table II.
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1. Spatial Curvature

Standard slow-roll inflation predicts that spatial curvature
is rapidly driven to zero. In this scenario, the amount of cur-
vature expected today is Ωk ' 10−4, where the tiny devia-
tion from zero is expected from horizon-scale perturbations
but will be very challenging to measure even with future cos-
mological data [79]. Departures from near-zero curvature are
however expected in false-vacuum inflation, as well as scenar-
ios that give rise to bubble collisions [80, 81]. With curvature,
and ignoring the radiation density whose contribution is neg-
ligible in the late universe, the Hubble parameter generalizes
to

H(a)

H0
=
[
Ωma

−3 + (1− Ωm − Ωk) + Ωka
−2
]1/2

. (2)

so that Ωk < 0 corresponds to spatially positive curvature, and
the opposite sign to the spatially negative case. In this work,
we compare constraints on Ωk using DES data alone, as well
as with combinations of subsets of the external data described
in §II D.

We do not modify the standard HALOFIT prescription
[76, 77] for prediction of the nonlinear power spectrum for
nonzero values of Ωk. Simulation measurements of the non-
linear spectrum for nonzero values of Ωk do not exist to suf-
ficiently validate this regime. However, it is not an unreason-
able a priori assumption that the nonlinear modification to the
power spectrum is only weakly affected by curvature beyond
the primary effect captured in the linear power spectrum being
modified. We do incorporate the impact of Ωk in the evolu-
tion of the expansion and growth, which is properly modeled
as part of the linear matter power spectrum that is modified by
HALOFIT. We verify that this approximation does not signif-
icantly impact our results by comparing to the case where we
restrict our data to scales that are safely ‘linear’ as described
in §IV below.

2. Extra relativistic particle species

Anisotropies in the CMB are sensitive to the number of
relativistic particle species. The Standard Model of particle
physics predicts that the three left-handed neutrinos were ther-
mally produced in the early universe and their abundance can
be determined from the measured abundance of photons in the
cosmic microwave background. If the neutrinos decoupled
completely from the electromagnetic plasma before electron-
positron annihilation, then the abundance of the three neutrino
species today would be

n = Neff × 113 cm−3 (3)

with Neff = 3. In actuality, the neutrinos were slightly cou-
pled during e± annihilation, so Neff = 3.046 in the standard
model [82–84]. Values of Neff larger than this would point to
extra relativistic species. The DES observations are less sen-
sitive to Neff than the CMB, because the effect of this param-
eter in the DES mainly appears via the change in the epoch of

matter-radiation equality. Nevertheless, DES might constrain
some parameters that are degenerate with Neff so, at least in
principle, adding DES observations to other data sets might
provide tighter constraints.

There are well-motivated reasons for exploring possibilities
beyond the standard scenario. First, the most elegant way to
obtain small neutrino masses is the see-saw model [85], which
typically relies on three new heavy Standard Model singlets,
or sterile neutrinos. While these often are unstable and have
very large masses, it is conceivable that sterile neutrinos are
light and stable on cosmological time scales [86]. Indeed,
there are a variety of experimental anomalies that could be
resolved with the introduction of light sterile neutrinos, and a
keV sterile neutrino remains an interesting dark matter can-
didate. If one or more light sterile neutrinos do exist, then
they would typically be produced in the early universe via os-
cillations from the thermalized active neutrinos with an abun-
dance determined by the mixing angles. As an example, the
LSND/Miniboone anomaly [87, 88] could be resolved with a
light sterile neutrino thus implying Neff ' 4; the mixing an-
gle of the sterile neutrino would dictate that it would have the
same abundance as the 3 active neutrinos. More generally,
a wide variety of extensions to the Standard Model contain
light stable particles that would have been produced in the
early Universe [89] and impacted the value of Neff . It is im-
portant to note that while the addition of an extra relativistic
species would explain some aspects of these observations, it
is difficult for such models to accommodate all of the existing
neutrino oscillation observations.

In the fiducial model, we are allowing for a single free pa-
rameter

∑
mν , treating the 3 active neutrinos as degenerate

(since they would be approximately degenerate if they had
masses in the range we can probe, > 0.1 eV). There is some
freedom in how to parametrize the extension of a light sterile
neutrino, however. If we attempt to model the addition of a
single sterile neutrino, then in principle two new parameters
must be added. For example, if the sterile neutrino has the
same temperature as the active neutrinos, then the parameters
can be chosen to be Neff , allowed to vary between 3.046 and
4.046, andms, the mass of the sterile neutrino. Two light ster-
ile neutrinos would require two more parameters, etc. How-
ever, we expect that the cosmological signal will be sensitive
primarily to the total neutrino mass density and the number of
effective massless species at the time of decoupling, as cap-
tured by Neff , so we use only these two parameters,

∑
mν

and Neff . Note that a value of Neff appreciably different than
3 would point to a sterile neutrino or another light degree of
freedom. We give Neff a flat prior in the range [3.0, 9.0],
where the lower hard bound encodes the guaranteed presence
of at least three relativistic neutrino species.

When varying Neff , the fraction of baryonic mass in he-
lium Yp is set by a fitting formula based on the PArthENoPE
BBN code [90]. This interpolates a Yp for a given combina-
tion of Ωbh

2 and Neff . An additional prior of Ωbh
2 < 0.04 is

applied in the Neff analysis to restrict the interpolation to its
valid range.
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3. Time-varying equation-of-state of dark energy

Given the lack of understanding of the physical mechanism
behind the accelerating universe, it is important to investigate
whether the data prefer models beyond the simplest one, the
cosmological constant. In Y1KP, we investigated the evidence
for a constant equation-of-state parameter w 6= −1. We found
no evidence for w 6= −1, with a very tight constraint from
the combination of DES Y1, CMB, SNe Ia, and BAO of w =
−1.00+0.05

−0.04.
We now investigate whether there is evidence for the time-

evolution of the equation-of-state w. We consider the phe-
nomenological model that describes dynamical dark energy
[91]

w(a) = w0 + (1− a)wa, (4)

where w0 is the equation-of-state today, while wa is its vari-
ation with scale factor a. The (w0, wa) parametrization fits
many scalar field and some modified gravity expansion histo-
ries up to a sufficiently high redshift, and has been used ex-
tensively in past constraints on dynamical dark energy.

It is also useful to quote the value of the equation-of-state
at the pivot wp ≡ w(ap); this is the scale factor at which the
equation-of-state value and its variation with the scale factor
are decorrelated, and where w(a) is best-determined. Rewrit-
ing Eq. (4) as w(a) = wp + (ap− a)wa, the pivot scale factor
is

ap = 1 +
Cw0wa

Cwawa

(5)

where C is the parameter covariance matrix in the 2D
(w0, wa) space, obtained by marginalizing the full 28×28 co-
variance over the remaining 26 parameters. The correspond-
ing pivot redshift is of course zp = 1/ap − 1.

The linear-theory observable quantities in this model are
straightforwardly computed, as the new parameters affect the
background evolution in a known way, given that the Hubble
parameter becomes

H(a)

H0
=
[
Ωma

−3 + (1− Ωm)a−3(1+w0+wa)e−3wa(1−a)
]1/2

.

(6)
To obtain the nonlinear clustering in the (w0, wa) model,

we assume the same linear-to-nonlinear mapping as in the
ΛCDM model, except for the modified expansion rate H(z)
[92–94]. In particular, we implement the same HALOFIT
nonlinear [76, 77] prescription as we do in the fiducial ΛCDM
case. We impose a hard priorw0+wa ≤ 0; models lying in the
forbidden region have a positive equation of state in the early
universe, are typically ruled out by data, and would present
additional challenges in numerical calculations. For the same
reason we impose the prior w0 < −0.33. Note also that in our
analysis we do implicitly allow the “phantom” models where
w(a) < −1; while not a feature of the simplest physical mod-
els of dark energy (e.g. single-field quintessence), such a vio-
lation of the weak energy condition is in general allowed [95].

TABLE II. Summary of the extensions to the ΛCDM model that we
study in this paper, the parameters that describe these extensions, and
the (flat) priors given to these parameters. In addition to the priors
listed in the table, we also impose the prior w0 + wa ≤ 0 for dark
energy, and 2Σ0 + 1 > µ0 for modified gravity.

ΛCDM Extension Parameter Flat Prior

Curvature Ωk [−0.25, 0.25]

Number relativistic species Neff [3.0, 7.0]

Dynamical dark energy
w0 [−2.0,−0.33]

wa [−3.0, 3.0]

Modified gravity
Σ0 [−3.0, 3.0]

µ0 [−3.0, 3.0]

4. Modified gravity

The possibility of deviations from General Relativity on
cosmological scales has been motivated by the prospect that
an alternative theory of gravity could offer an explanation for
the accelerated expansion of the Universe. In the past several
years, numerous works constraining modifications to gravity
using cosmological data have been published, including from
the Planck team [25, 32], the Kilo Degree Survey [28], and
the Canada-France-Hawaii Lensing Survey [96]. Constraints
from the Dark Energy Survey Science Verification data were
obtained in [97]. Recently, stringent constraints were made
on certain alternative theories of gravity [98–104] via the si-
multaneous observation of gravitational and electromagnetic
radiation from a binary neutron star merger with the Laser In-
terferometer Gravitational Wave Observatory (LIGO) [105].

In what follows, we refer to the scalar-perturbed
Friedmann-Robertson-Walker line element in the conformal
Newtonian gauge:

ds2 = a2(τ)
[
(1 + 2Ψ)dτ2 − (1− 2Φ)δijdxidxj

]
. (7)

In General Relativity and without anisotropic stresses, Ψ = Φ.
The parameterization of deviations from General Relativity
studied in this work is motivated by theoretical descriptions
which make use of the quasistatic approximation (see, e.g.,
[106]). It can be shown that in the regime where linear
theory holds and where it is a good approximation to ne-
glect time derivatives of novel degrees of freedom (e.g. extra
scalar fields), the behavior of the majority of cosmologically-
motivated theories of gravity can be summarized via a free
function of time and scale multiplying the Poisson equation,
and another which represents the ratio between the potentials
Φ and Ψ. Such a parameterization is an effective description
of a more complicated set of field equations [107–116], but
this approximation has been numerically verified on scales
relevant to our present work [117–121].
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There are a number of related pairs of functions of time and
scale which can be used in a quasistatic parameterization of
gravity; we choose the functions µ and Σ, defined as

k2Ψ = − 4πGa2(1 + µ(a))ρδ , (8)
k2(Ψ + Φ) =− 8πGa2(1 + Σ(a))ρδ , (9)

where we are working in Fourier space where k is the
wavenumber, and δ is the comoving-gauge density pertur-
bation. This version of the parameterization was used in
[25, 32, 96], and benefits from the fact that Σ parametrizes
the change in the lensing response of massless particles to a
given matter field, while µ is linked to the change in the mat-
ter overdensity itself. Therefore, weak lensing measurements
are primarily sensitive to Σ but also have some smaller degree
of sensitivity to µ via their tracing of the matter field, whereas
galaxy clustering measurements depend only on µ and are in-
sensitive to Σ. We find the DES data alone are more sensitive
to Σ than to µ; constraining the latter requires combining DES
with a non-relativistic tracer of large-scale structure such as
the RSD (e.g. [96, 97]) which we also do below as part of our
combined analysis.

To practically constrain µ and Σ, we select a functional
form of

µ(z) = µ0
ΩΛ(z)

ΩΛ
, Σ(z) = Σ0

ΩΛ(z)

ΩΛ
(10)

where ΩΛ(z) is the redshift-dependent dark energy density
(in the ΛCDM model) relative to critical density, and ΩΛ is
its value today. This time dependence has been introduced
in [122], and is widely employed (see e.g. [25, 32, 96]). It
is motivated by the fact that in order for modifications to GR
to offer an explanation for the accelerated expansion of the
Universe, we would expect such modifications to become sig-
nificant at the same timescale as the acceleration begins. We
do not model any scale-dependence of µ and Σ since it has
been shown to be poorly constrained by current cosmological
data while not much improving the goodness-of-fit [25]. We
therefore include only the parameters µ0 and Σ0 (but, as ex-
plained in Sec. IV A, only quote constraints on Σ0). In GR,
µ0 = Σ0 = 0.

Note that although our choice of parameterization is moti-
vated by the quasistatic limit of particular theories of gravity,
our analysis takes an approach which is completely divorced
from any given theory. We endeavor instead to make empiri-
cal constraints on the parameters µ0 and Σ0 as specified by
Eqs. (8), (9), and (10). Because we take this empirically-
driven approach, we include certain data elements in which
the quasistatic approximation would not be expected to hold,
most importantly the near-horizon scales for the ISW effect.
Although not rigorously theoretically justified, a similar ap-
proach with respect to inclusion of the ISW effect at large
scales was taken in, for example, [96]. Practically, this choice
has the benefit of providing an important constraint on τ from
external CMB data, which is useful in breaking degeneracies.

We use CosmoSIS with a version of MGCamb8 [123, 124]

8 https://aliojjati.github.io/MGCAMB/mgcamb.html

modified to include the Σ, µ parametrization to compute the
linear matter power spectrum and the CMB angular power
spectra. For some sets of (Σ0, µ0) MGCamb returns an error;
we estimated this region of parameter space can be avoided
by imposing an additional hard prior µ0 < 1 + 2Σ0. We
therefore implement this prior in order to avoid computa-
tions for parameters not handled by MGCamb. The effects of
this hard prior can be visually observed in our constraints on
modified-gravity parameters with DES alone (Fig. 4 below);
we demostrate in Appendix A that its effects on the combined
DES+external constraint is likely to be minimal.

To validate our modified-gravity analysis pipeline, we
compare the CosmoSIS results to that of another code,
CosmoLike [63]. We require that the two codes give the
same theory predictions for clustering and lensing observ-
ables, and the same constraints on cosmological parameters
given a synthetic data vector. The comparison shows good
agreement, and details can be found in Appendix A.

Finally, because the (µ,Σ) description does not constitute
a complete theoretical model, its nonlinear clustering predic-
tions are not available to us even in principle. We therefore
restrict ourselves to the linear-only analysis. To do this, we
follow the Planck 2015 analysis [25] and consider the differ-
ence between the nonlinear and linear-theory predictions in
the standard ΛCDM model at best-fit values of cosmological
parameters and with no modified gravity. Using the respective
data vector theory predictions, dNL and dlin, and full error co-
variance of DES Y1, C, we calculate the quantity

∆χ2 ≡ (dNL − dlin)T C−1 (dNL − dlin) (11)

and identify the single data point that contributes most to this
quantity. We remove that data point, and repeat the process
until ∆χ2 < 1. The resulting set of 334 (compared to the
original 457) data points that remain constitutes our fiducial
choice of linear-only scales.

IV. VALIDATION TESTS AND BLINDING

We subject our ΛCDM extensions analyses to the same bat-
tery of tests for the impact of systematics as in Y1KP. The
principal goal is to ensure that all of our analyses are robust
with respect to the effect of reasonable extensions to models
of astrophysical systematics and approximations in our mod-
eling. As part of the same battery of tests, we also test that the
range of spatial scales that are used lead to unbiased cosmo-
logical results, and that motivated modifications to our model-
ing assumptions do not significantly change the inferred cos-
mology.

In these tests and the results below,9 sampling of the
posterior distribution of the parameter space is performed

9 One important distinction from the data-based results in later sections is
that we sample a lower-precision version of the CMB lensing contribution
to constraints including external data when varying Ωk , then modify the
posterior to the higher precision prediction via importance sampling. We
do this to speed up the evaluation of non-flat models, as in our implementa-
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FIG. 2. Impact of assumptions and approximations adopted in our analysis, demonstrated on synthetic data (that is, noiseless DES data
centered on the theoretical expectation, along with actual external data). Each column shows one of the cosmological parameters describing
ΛCDM extensions; the dotted vertical line is the true input value of that parameter in the DES data vector (which does not necessarily coincide
with the parameter values preferred by the external data). The vertical shaded bands show the marginalized 68% CL constraints in the baseline
model for the DES-only synthetic data (blue) and DES+external. The horizontal error bars show the inferred constraint for each individual
addition to the synthetic data vector which are listed in rows; they match the shaded bands for the baseline case. For subsequent rows, they
show the inferred constraint for each individual addition to the synthetic data vector as listed on the right. Some cases that appear inconsistent
with the baseline analysis are discussed further in Sec. IV A. In cases where the prior is informative, we also include a dashed vertical line to
signify the prior edge.

with Multinest [125] and emcee [126] wrappers within
CosmoSIS10 [127] and CosmoLike [63]. While the conver-
gence of Multinest is intrinsic to the sampler and achieved
by verifying that the uncertainty in the Bayesian evidence is
below than some desired tolerance, we explicitly check the
convergence of emcee chains. In order to do so, we com-
pute the autocorrelation length of each walk, then continue
the walks until a large number of such lengths is reached11.
The autocorrelation length estimates how long a chain needs
to be in order for new “steps” to be uncorrelated with previ-
ous ones. We then split chains into several uncorrelated seg-
ments and verify that marginalized parameter constraints do
not change significantly when these segments are compared
with each other. The typical number of samples of the pos-
terior in these chains is between two and three million. We

tion of CAMB, particularly when evaluating CMB lensing, sampling over
many chains at full precision is impractical. We checked that this approxi-
mation has a minor effect on the shape of the posterior.

10 https://bitbucket.org/joezuntz/cosmosis/
11 The recommended methods for convergence testing (as

well as the documentation for emcee) can be found in
https://emcee.readthedocs.io/

have also verified in select cases that this procedure leads to
excellent agreement with the 1D marginalized parameter pos-
teriors achieved by Multinest, so both samplers are used
interchangeably in what follows.

A. Validation of assumptions using synthetic data

In order to verify that our results are robust to modeling as-
sumptions and approximations, we compare the inferred val-
ues of the extension parameters (Ωk, Neff , . . .) obtained by a
systematically shifted, noiseless synthetic data vector. The
synthetic data vector is centered precisely on the standard
ΛCDM cosmology, except it is shifted with the addition of a
systematic effect that is not included in our analysis. The goal
is to ensure that we do not claim evidence for an extension to
ΛCDM when the real data contains astrophysical effects more
complex than those in our model. For each systematic effect,
we compare the inferred set of extension parameters to the
fiducial, unmodified extension parameters used to create the
synthetic data (which we refer to as the “baseline” constraint).
For all of these tests, for DES we use the synthetic data vec-
tors (for the baseline case and the systematic shifts described
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below), but for the external data sets — CMB, BAO, RSD,
and SN Ia — we use the actual, observed data vector.

The changes to modeling assumptions that we consider are:

1. Baryonic effects: we synthesize a noiseless data vec-
tor including a contribution to the nonlinear power
spectrum caused by AGN feedback using the OWLS
AGN hydrodynamical simulation [128] and following
the methodology of [40].

2. Intrinsic alignments, simple case: we synthesize a
noiseless data vector with the IA amplitude AIA = 0.5
and redshift scaling ηIA = 0.5 using the baseline non-
linear alignment model used in Y1KP. While we explic-
itly marginalize over these IA parameters in our analy-
sis, this systematic check is still useful to monitor any
potential biases due to degeneracy between the cosmo-
logical parameters and (AIA, ηIA) and the presence of
non-Gaussian posteriors.

3. Intrinsic alignments, complex case: we synthesize a
noiseless data vector using a subset of the Tidal Align-
ment and Tidal Torquing model (hereafter TATT) from
[129]. This introduces a tidal torquing term to the IA
spectrum that is quadratic in the tidal field. The TATT
amplitudes were set to A1 = 0, A2 = 2 with no z
dependence, as was done in [130] when validating the
analysis of Y1KP.

4. Non-linear bias: we test our fiducial linear-bias assump-
tion by synthesizing a noiseless data vector that models
the density contrast of galaxies as

δg = bi1δ +
1

2
bi2[δ2 − σ2] (12)

where δ and δg are the overdensities in matter and
galaxy counts respectively, and and the density variance
σ2 = 〈δ2〉 is subtracted to enforce 〈δg〉 = 0. While
this relationship is formally defined for smoothed den-
sity fields, the results do not depend on the choice of
smoothing scale since, e.g., the variance explicitly can-
cels with contributions to the two-point correlation. We
are considering scales that are sufficiently larger than
the typical region of halo formation that we neglect
higher-derivative bias terms. See Ref. [131] for further
discussion of nonlinear biasing. Here i refers to the lens
redshift bin and where bi1 = {1.45, 1.55, 1.65, 1.8, 2.0}
for the five bins. The b2 values used for each lens bin
were estimated from from the following relationship fit
in simulations [132]: b2 = 0.412−2.143 b1+0.929 b21+
0.008 b31. Because the contribution from tidal bias bs2 is
expected to be small, we set it to zero in these validation
tests.

5. Magnification: we synthesize a noiseless data vector
that includes the contribution from magnification to γt
andw(θ). These are added in Fourier space using [133].

6. Limber approximation and RSD: we synthesize a noise-
less data vector that uses the exact (non-Limber) w(θ)

calculation12 and include the contribution from redshift
space distortions [135].

More information about the implementation of these tests can
be found in [130].

The results of these tests are shown in Fig. 2. The columns
show the parameters describing ΛCDM extensions, namely
wp, wa, Ωk, Neff , Σ0, and µ0. The shaded vertical region
shows the marginalized 68% posterior confidence limit (CL)
in each parameter for the baseline case. The horizontal error
bars show how this posterior, fully marginalized over all other
parameters, including the other parameter in two-parameter
extensions, changes with the systematic described in the given
row for the case of DES-only (blue bars) and DES+external
(red bars) data. We observe that, except in the cases ex-
plained below, the marginalized posteriors are consistent with
the baseline analysis in these tests13.

Fig. 2 shows shifts in some DES-only 68% C.L. constraints
relative to the input value shown by the dotted vertical lines.
The most pronounced effect is in the DES-only case for mod-
ified gravity parameter µ0 (and, to a slightly smaller extent,
Σ0 andNeff ), which is more than 1-σ away from its true value
of zero. Upon investigating this, we found that the bias away
from the input value is caused by the interplay of two effects:
1) weak constraints, with a relatively flat likelihood profile in
these parameters in certain directions, combined with 2) prior-
volume effect, where the large full-parameter-space volume
allowed in the direction in which the parameter is a reason-
ably good fit ends up dominating the total integrated poste-
rior, resulting in a 1D marginalized posterior that is skewed
away from the maximum likelihood true value. For example,
with the restricted range of scales that we use for the mod-
ified gravity tests, negative values of µ0 are an acceptable
(though not the best) fit and, because of the relatively large
number of combinations of other parameters that result in a
good likelihood for −3 ≤ µ0 . 0, the 68% C.L. constraint
on µ0 ends up excluding the input best-fit value of zero (see
Fig. 2). We have explicitly checked that removing the princi-
pal degeneracy with other parameters — in modified gravity
tests, achieved by fixing the bias parameters bi — removes
the bias in µ0. Nevertheless, because these tests imply that
the DES-only constraint on this parameter would suffer from
the aforementioned bias, we choose not to quote constraints
on µ0 from the DES-only data in the results below.

We also observe a bias in the DES+external constraint on
wa relative to the input value of zero. This is mostly driven
by the fact that the best fit of the external data does not nec-
essarily coincide with the cosmological parameter values as-
sumed for the synthetic data vectors used to produce DES con-

12 We do not investigate the effect of the Limber approximation on the tan-
gential shear profile γt, since it includes the projection from the observer to
the source galaxy, and is less sensitive to the Limber approximation, below
the level of the DES Y1 statistical uncertainty [134].

13 The DES+external Ωk column in Fig. 2 is narrow and hard to visually in-
spect, but we have verified that there are no biases in the curvature parame-
ter with alternate assumptions about the systematic errors shown shown in
the different rows.
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straints – in fact, it is well-known that external data alone fa-
vorwa < 0 [32]. Additionally, even the DES synthesized data
alone mildly prefer negative wa due to the prior-volume effect
mentioned above. The resulting synthesized DES+external
constraint on wa is then biased negative at greater than 68%
confidence. Because the combined analysis on the real data
will not be subject to the principal cause of the wa bias ob-
served here, we proceed with the analysis.

There are therefore two takeaways from Fig. 2:

• First, the projected 1D inferences from DES-only mea-
surements on µ0 are likely to be biased principally due
to the prior volume effect, so we choose not to quote
constraints on this parameter in the DES-only case (but
still include it in the analysis throughout). We do not at-
tempt to correct the biases in the w0-wa DES+external
case or inflate the parameter errors to account for it; see
the discussion above.

• Second and most importantly, the different assumptions
considered in Fig. 2 produce consistent results with the
baseline constraint for all parameters describing ΛCDM
extensions.

B. Validation of assumptions using DES data

In addition to the tests in the previous section that constrain
potential biases due to our modeling assumptions and approx-
imations on synthesized noiseless data, we implement several
validation tests that modify how we analyze the actual DES
data vector. In particular, we test the following assumptions:

7. Intrinsic alignments, free redshift evolution: while the
fiducial analysis assumes IA to scale as a power-law in
redshift (see Sec. III B), we relax that here by assuming
four uncorrelated constant amplitudes per source red-
shift bin.

8. Conservative scales: to gauge how our results depend
on the range of angular scales used, we adopt the con-
servative set of (basically linear) scales used in the mod-
ified gravity extension, and apply it to the other three
extensions (curvature, Neff , dynamical dark energy).

9. Alternate photometric redshifts: to investigate the ro-
bustness of our results to the shape of the redshift dis-
tribution of source galaxies, we adopt the distributions
obtained directly from resampling the COSMOS data,
as described in [39].

For each of these alternate analysis options, we investigate
how the fiducial constraints on the ΛCDM extensions param-
eters change. These results are presented and discussed along
with our main results, near the end of Sec. V.

C. Blinding

We follow the same strategy as in Y1KP, and blind the prin-
cipal cosmological results to protect against human bias. We

do so by shifting axes in all plots showing the cosmological
parameter constraints. Where relevant, this includes simulta-
neously not plotting theory predictions (including simulation
outputs as “theory”) in those same plots. A different shift was
applied to each of the DES, external data, and joint constraint
contours in any figures made at the blinded stage. Moreover
evidence ratios of the joint constraints were not read before
unblinding. This was done to prevent confirmation bias based
on the level of agreement between the DES and external con-
straints.

We unblinded once we ensured that there are no biases
on the extension parameters due to systematics, as shown in
Figs. 2 and 7, apart from those that have a known, statistical
explanation (see Sec. IV A).

We have made two modifications to the analysis after the
results were unblinded. First, we identified that the incorrect
Planck data file (PLIK LITE V18 TTTEEE.CLIK) was used
for our (w0, wa) results and reran these chains with the correct
file (PLIK LITE V18 TT.CLIK). We verified that this modi-
fication does not lead to appreciable differences in the final
constraints, though it does lead to a difference in the reported
Bayesian evidence ratios for this case. Second, we adopted
the GetDist code to evaluate the marginalized posteriors, as
it is more suitable to handle boundary effects in the poste-
riors [136]. This leads to small differences in cases where
the constraints are strongly informed by the prior boundaries,
such as Neff .

V. RESULTS

The constraints on curvature and the number of relativistic
species are given in the two panels of Fig. 3. For curvature,
we find

Ωk = 0.16+0.09
−0.14 DES Y1

= 0.0020+0.0037
−0.0032 DES Y1 + External

(13)

while for the number of relativistic species, the lower limit
hits against our hard prior of Neff > 3.0 so we quote only the
68% (95%) upper limits

Neff < 5.28 (—) DES Y1

< 3.28 (3.55) DES Y1 + External.
(14)

where the dashes indicate that we do not get a meaningful
upper limit from DES alone at the 95% since the constraint
hits against the upper limit of our prior.

Figure 3 indicates that DES alone constrains curvature
weakly, showing mild (∼ 1-σ) preference for positive values
of Ωk; note also that this constraint is informed by the up-
per prior boundary. The DES-only constraint on Neff is also
relatively weak, and is fully consistent with the theoretically
favored value Neff = 3.046. Moreover, the DES Y1 data do
not appreciably change the existing external-data constraints
on these two parameters. The addition of the DES data to
external measurement does slightly suppress Neff , which can
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FIG. 3. Posterior constraints on the spatial curvature (left panel) and the number of relativistic species (right panel) in two of the extensions
to ΛCDM considered in this paper. Blue contours show DES alone, yellow is external data alone, and red is the combination of the two. The
68% confidence region is shaded. The x-axis ranges in both panels coincide with the priors given to Ωk and Neff , respectively. Posteriors’
maxima are normalized to unity for better visibility of the DES only results.

be understood as follows. The DES data prefer a lower Ωm
than the external data, leading to a slight increase in h such
that the posterior distribution in Ωmh

3 is downweighted at the
high values of this parameter combination. Because Ωmh

3 is
highly correlated withNeff — they both generate out-of-phase
changes in the CMB temperature power spectrum — adding
DES to external data also has the consequence of slightly sup-
pressing Neff .

We also compare the cases where the number of relativis-
tic species is fixed at Neff = 3.046 (the standard model) and
Neff = 4.046 (standard model, plus a single fully thermalized
sterile neutrino). Preference for one model over the other is
assessed using the evidence ratio,

RNeff =
P (d|Neff = 4.046)

P (d|Neff = 3.046)
. (15)

where P (d|Neff) is the Bayesian evidence, given by the inte-
gral over the parameter space of the likelihood times the prior;
see Eq. (5.1) in Y1KP. A ratio much greater than 1 would
imply Neff = 4.046 is favored and a ratio much less than
1 would imply that Neff = 3.046 is favored. The Bayesian
evidence ratios for DES alone is RNeff = 0.78, indicating
no statistical preference for an extra relativistic species. For
the external data alone and DES plus external data, the ratios
are RNeff = 0.0033 and RNeff = 0.0049, respectively. The
combined data therefore show strong evidence to support the
standard value Neff = 3.046 relative to the case with one ad-
ditional relativistic species; DES does not appreciably change
the result obtained using the external data alone (the apparent
increase on the odds of Neff = 4 when going from external to

DES+external data is not statistically significant as the errors
on R are larger than the difference between these two values.)

We now turn to dynamical dark energy. The constraints are
shown in the left panel of Fig. 4. We find

w0 = −0.69+0.30
−0.29, wa = −0.57+0.93

−1.11 DES Y1

= −0.95+0.09
−0.08, = −0.28+0.37

−0.48 DES Y1 + Ext.

The DES Y1 data alone are therefore consistent with the
cosmological-constant values of (w0, wa) = (−1, 0); they
do not appreciably change the constraint from external data
alone.

The pivot equation-of-state (see definition in Eq. (5)) is ob-
tained to be

wp = −0.91+0.19
−0.23 DES Y1

= −1.01+0.04
−0.04 DES Y1 + External.

(16)

For the DES-only and DES + External cases, the pivot redshift
is found to be zp = 0.27 and zp = 0.20, respectively. Figure
5 shows the constraints in the (wp, wa) plane.

Do the DES data favor the introduction of two new param-
eters, w0 and wa, to the ΛCDM model? Again, we calculate
the Bayesian evidence ratio

R(w0,wa) =
P (d|w0, wa)

P (d|w0 = −1, wa = 0)
. (17)

For DES data alone, we find R(w0,wa) = 0.11, while the
DES+external data give R(w0,wa) = 0.006. Therefore,
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FIG. 4. Constraints on dark energy parameters (w0, wa) (left panel) and the modified gravity parameters (Σ0, µ0) (right panel). Blue contours
show the 68% and 95% confidence regions from DES alone, yellow is external data alone, and red is the combination of the two. The
intersection of the horizontal and vertical dashed lines shows the parameter values in the ΛCDM model (left panel) and in general relativity
(right). The x-axis range in the left panel and the y-axis range in the right panel coincide with the respective priors given to w0 and µ0. The
cause of the non-intuitive shift in the combined Σ0 constraint (red contour) relative to separate constraints is discussed in Sec. V.

Bayesian evidence ratios strongly support ΛCDM, and do not
favor introduction of the additional parameters w0 and wa.

Finally, we turn our attention to modified gravity, the ex-
tension for which DES carries the most weight. Recall from
Sec. IV A that we have decided to quote only the constraint
on the parameter Σ0 in the DES-only case. The constraint,
shown in the right panel of Fig. 4, is

Σ0 = 0.43+0.28
−0.29 DES Y1

Σ0 = 0.06+0.08
−0.07, µ0 = −0.11+0.42

−0.46 DES Y1 + Ext,
(18)

the latter of which can be compared to the external-only con-
straint, which is Σ0 = 0.28+0.13

−0.14. Thus the addition of DES
data improves the constraints on Σ0 by almost a factor of two.

Besides the tighter constraint, DES also pushes Σ0 closer
to its ΛCDM value of zero. An interesting manifestation
of the multi-dimensionality of the parameter space is that
the DES+external value is lower than either DES or exter-
nal alone. This arises because DES favors a lower amplitude
of mass fluctuations than that favored by the external data,
due to the lower amplitude of the lensing signal observed by
the DES. Because the lensing amplitude is proportional to the
product Σ0S8, these two parameters are highly anti-correlated
in DES, and the lensing amplitude suppression can be accom-
modated by decreasing either of them. Since external data
constrain mostly S8 and constrain it to be high, the DES lens-
ing amplitude is accommodated by shifting Σ0 down.

The constraints on the extensions parameters are summa-

rized in Table III. The last column in the Table shows the im-
provement in the goodness-of-fit between the corresponding
best-fit extension and the best-fit ΛCDM model, and indicates
that none of the extensions are strongly preferred relative to
ΛCDM.

In Fig. 6, we show the constraints in the Ωm-S8 plane for
the extended models (solid contours); for comparison, we
also show the ΛCDM model constraints for DES data alone
(dashed contours which are the same in all panels). The top
right corner of each panel shows which extension the plot
is referring to. For Ωk, Neff and w0-wa extensions, we see
that the Ωm-S8 contour from DES alone is only modestly in-
creased by marginalization over the additional nuisance pa-
rameter(s). The exception is the modified-gravity case, where
the Ωm-S8 contour from DES alone is significantly larger and
also pushed to smaller values of S8 because of the amplitude
degeneracy between Σ0 and S8.

Furthermore, Fig. 7 shows the results of the systematic tests
on the analysis assumptions outlined in Sec. IV B. The top
row shows our fiducial constraints on the extensions param-
eters presented earlier in this Section, relative to the corre-
sponding marginalized best-fit value in the same fiducial anal-
ysis. The next three rows show these constraints (still relative
to the corresponding best-fit value in the fiducial analysis): as-
suming alternative treatment of intrinsic alignments; the use
of conservative scales (except in the modified-gravity exten-
sion which assumes them by default); and adopting alternative
photometric redshifts. The results show no significant biases
in the results on the extensions parameters, providing further
support that our modeling is robust with respect to our mod-
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TABLE III. Constraints on the parameters describing the extensions of the ΛCDM model that we study in this paper. All errors are 68%
confidence intervals, except for Neff where we show the 68% upper bound. We do not quote the DES-only constraint on µ0, as discussed in
Sec. IV A. The last column shows the improvement in the goodness-of-fit, ∆χ2, between the corresponding best-fit extension and the best-fit
ΛCDM. Note that the sampling error in the ∆χ2 values is ∼0.5; hence, the two positive values in the last column (and many of the negative
ones) should be treated as consistent with zero.

Curvature DES Y1 External DES Y1 + External [(∆χ2)DES, (∆χ
2)Ext, (∆χ

2)DES+Ext]

Ωk 0.16+0.09
−0.14 0.0023+0.0035

−0.0030 0.0020+0.0037
−0.0032

[−0.9,−0.2,−0.1]

Number Rel. Species DES Y1 External DES Y1 + External [(∆χ2)DES, (∆χ
2)Ext, (∆χ

2)DES+Ext]

Neff < 5.38 < 3.32 < 3.28 [0.2, 0.4,−0.7]

Dynamical dark energy DES Y1 External DES Y1 + External [(∆χ2)DES, (∆χ
2)Ext, (∆χ

2)DES+Ext]

w0 −0.69+0.30
−0.29 −0.96+0.10

−0.08 −0.95+0.09
−0.08

[−1.9,−0.0,−0.1]wa −0.57+0.93
−1.11 −0.31+0.38

−0.52 −0.28+0.37
−0.48

wp −0.91+0.19
−0.23 −1.02+0.04

−0.04 −1.01+0.04
−0.04

Modified Gravity DES Y1 External DES Y1 + External [(∆χ2)DES, (∆χ
2)Ext, (∆χ

2)DES+Ext]

Σ0 0.43+0.28
−0.29 0.26+0.14

−0.13 0.06+0.08
−0.07

[−0.2,−3.4,−0.4]
µ0 — 0.16+0.43

−0.47 −0.11+0.42
−0.46
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FIG. 5. Constraints on the pivot value of the dark energy equation-of-
state wp and the variation with scale factor wa Blue contours show
DES alone, yellow is external data alone, and red is the combination
of the two. The intersection of the horizontal and vertical dashed
lines shows the parameter values in the ΛCDM model.

eling of intrinsic alignments, angular scales used, and photo-
metric redshifts.

We now compare our extended-model cosmological con-

straints to those obtained using KiDS-450 [28] shear mea-
surements, and to the Planck 2018 (P18) CMB measurements
[32]. KiDS analysis is similar to ours in that they use their
own shear measurements combined with external data; one
difference is that we use the full 3 × 2 data vector which, in
addition to shear, also includes galaxy clustering and galaxy-
galaxy lensing14. Planck, on the other hand, uses the DES
Y1 shear measurements as an external weak lensing data set,
combining it with their CMB information. It is important
to note that both KiDS and Planck fix the neutrino mass to∑
mν = 0.06eV in their baseline ΛCDM model, while we

vary the neutrino mass as part of the fiducial model. There-
fore, our cosmological constraints are expected to be weaker,
but more robust with respect to the neutrino mass, than they
would be with the same assumptions as KiDS and P18.

Comparison with KiDS-450 will be necessarily qualita-
tive, given that they do not quote the numerical values of
their constraints on the cosmological parameters. KiDS do
not consider Neff as one of their extensions, but they do
study curvature, finding some preference for a negative Ωk
(see their Fig. 8b), which is in the opposite direction of our
mild preference for positive Ωk. Their w0-wa constraint, like
ours, is broadly consistent with the ΛCDM scenario with val-
ues of −1 and zero, respectively. Their phenomenological

14 In their extended work [48], KiDS combine their own shear measurements
with galaxy clustering and RSD information from 2-degree Field Lens-
ing Survey (2dFLenS) and the Baryon Oscillation Spectroscopic Survey
(BOSS), effectively using a (3 × 2)-type data vector. Here we choose to
compare our DES-only results to KiDS-only results presented in Ref. [28].
We thank Shahab Joudaki for pointing this out.
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FIG. 6. Comparison of constraints on the matter density Ωm and S8 to the ΛCDM case. The panels illustrate how the Ωm-S8 constraints
broaden and shift as we allow to vary: curvature (top left), number of relativistic species (top right), equation-of-state parameters w0 and
wa (bottom left), and modified gravity parameters Σ0 and µ0 (bottom right). In each case, the shaded contours denote DES (blue), external
(yellow), and DES+external (red) constraints. For comparison, in the DES-only case we also show the constraints in the ΛCDM model with
dashed contours, which are the same in each panel.

tests of gravity assumed the (Q, Σ) parameterization, where
QKiDS = 1 + 2ΣDES − µDES and ΣKiDS = 1 + ΣDES, so
that general relativity corresponds to their (Q,Σ) = (1, 1).
They described each of their functions Q and Σ by piecewise
constant values across two bins in scale and two in redshift,
so that their analysis included eight modified-gravity parame-
ters as opposed to two in the present paper. Comparing DES
and KiDS modified-gravity results is therefore not straightfor-
ward but we can study the main trends. The parameters (Q2,
Σ2) corresponding to the modified gravity parameters in the
low redshift bin and small-scale (high-k) bin are the best con-
strained by KiDS and are shown in figure 13 of [28]. Much
like we see in our own results, KiDS measurements help con-
strain Σ as it is directly linked to the lensing potential. In-
terestingly, KiDS results are consistent with very positive val-
ues of Q2 (although they are also consistent with the stan-
dard value Q2 = 1), which corresponds to DES’s preference
for a positive Σ0 and negative µ0 shown in the right panel
of Fig. 4. On the whole, the different temporal and spatial

parametrizations of modified gravity functions in KiDS and
DES Y1, along with other differences in the two analyses,
make detailed comparisons impossible, but the two surveys’
constraints on modified gravity seem in broad agreement.

For comparison with Planck we only consider the modified-
gravity case, as this is the ΛCDM extension where DES Y1 in-
formation appreciably improves the constraints obtained from
Planck and other external data. P18 constraints on modi-
fied gravity [32] employ the base parameters µ and η, with
µP18 = 1 + µDES being defined to have the redshift varia-
tion same as ours in Eq. (10); they also quote constraints on
ΣP18 = 1 + ΣDES, whose redshift dependence however does
not coincide with ours. Planck considers a similar set of other
data as we do: their SN and RSD datasets are identical to
ours; they use a more extensive selection of BAO data, but
their DES information includes only the weak lensing (shear)
information and not the full 3× 2 data vector as in the present
paper. Therefore, a somewhat direct although not exact com-
parison of the combined constraints between DES Y1 and P18
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FIG. 7. Impact of changes in modeling assumptions to the inferred cosmology, using actual (and not synthesized as in Fig. 2) DES data.
Each column shows one of the cosmological parameters describing ΛCDM extensions. The horizontal error bars show the constraints for each
individual change in the analysis, listed to the right of the Figure. The vertical shaded band coincides with the horizontal error bars in the
fiducial-analysis case. The modified-gravity analysis assumes conservative scale cuts as a default, so the corresponding test is left blank in the
table.

is possible. We refer to Table 7 of [32] where P18 report con-
straints from the combination of Planck and external data, the
latter of which includes DES Y1 shear. The central values of
Σ0 and µ0 in our DES+external analysis are very close to the
corresponding values in P18. Our DES+external errors on Σ0

(µ0) are about 30% (80%) weaker that those in P18, which
is probably chiefly due to our marginalization over neutrino
mass, and possibly also to the aforementioned differences in
the selected data sets. On the whole, the DES and P18 con-
straints that combine all data are consistent both mutually and
with predictions of general relativity.

The new information that the DES Y1 data contribute to the
overall constraints on modified gravity that we presented in
this paper illustrates that near-future DES data should provide
sharp tests of the modified-gravity paradigm.

VI. CONCLUSIONS

The results in this paper extend the work done in the
Y1KP [35] by analyzing the models beyond flat ΛCDM
and wCDM. In Y1KP, we found good agreement with the
standard cosmological-constant dominated universe, and pro-
duced constraints on the matter density and amplitude of mass
fluctuations comparable to those from the Planck satellite. We
now extend that work into four new directions, allowing for:
1) nonzero curvature Ωk; 2) number of relativistic speciesNeff

different from the standard value of 3.046; 3) time-varying
equation-of-state of dark energy described by the parameters
w0 and wa (alternatively, the values at the pivot redshift wp
and wa); and 4) modified gravity described by the parameters
Σ0, µ0 that modify the metric potentials.

For the first three of these four extensions, we find that the
DES Y1 data alone are consistent with values of zero curva-
ture, three relativistic species, and dark energy parameters cor-
responding to the cosmological constant model. We also find

that DES Y1 data do not significantly improve the existing
constraints which combine the Planck 2015 temperature and
polarization measurements, BAO measurements from SDSS
and BOSS, RSD measurements from BOSS, and type Ia su-
pernova measurements from the Pantheon compilation. When
DES Y1 information is combined with that from the external
data, the constraints on curvature are Ωk = 0.0020+0.0037

−0.0032,
while that on the dark-energy equation of state pivot value
and its variation are wp = −1.01+0.04

−0.04 and wa = −0.28+0.37
−0.48,

respectively. The upper bound on the number of relativistic
species is Neff < 3.28(3.55) at the 68% (95%) confidence
level from the combination of DES and external data.

DES Y1 alone provides a stronger constraint on the fourth
extension of ΛCDM that we consider – modified gravity – giv-
ing Σ0 = 0.43+0.28

−0.29. The apparent DES-alone preference for
positive Σ0 is consistent with parameter volume effects dis-
cussed in Sec. IV A. When combining DES with external data,
the Σ0 constraint is shifted downwards with respect to the
external-only constraint, which can be explained by the fact
that DES data prefer a lower lensing amplitude than that pre-
dicted by external data in ΛCDM. Combining DES Y1 with
the external data gives Σ0 = 0.06+0.08

−0.07 and µ0 = −0.11+0.42
−0.46,

both of which are fully consistent with the ΛCDM values
(Σ0, µ0) = (0, 0).

We applied a suite of validation and null tests both to our
analysis and to our theory modeling; the results of these tests
are shown in Figs. 2 and 7. In nontrivial model spaces such
as modified gravity, we compared the results obtained by
two independently developed parameter inference pipelines,
CosmoLike and CosmoSIS, and also compared the con-
straints used obtained using two different samplers, emcee
and multinest. We modeled any remaining systematics
with 20 nuisance parameters, marginalizing over them to get
the constraints on cosmological parameters. Finally, in all
cases we applied the parameter-level blinding procedure, and
did not look at the final cosmological constraints until after
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unblinding.
The results in this paper also serve to develop the tools nec-

essary to take advantage of future constraints on these cosmo-
logical models by DES. In particular, the forthcoming analy-
sis of the DES Y3 data, which will contain information from
three times the area of Y1, should provide very interesting
constraints on extensions of the minimal cosmological model
including dark energy and modified gravity.
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Appendix A: CosmoSIS and CosmoLike comparison in the
context of testing gravity

In the course of our analyses, we have compared the pa-
rameter estimation code CosmoSIS [127] used in Y1KP to
the CosmoLike [63] code. The two codes show excellent
agreement within the statistical error bars as shown in [130],
giving us confidence that our analysis pipeline is robust. In
the present paper, we have made substantial modifications (as
described below) to the CosmoSIS pipeline, which we use
as our principal analysis tool, for the case of the parametrized
test of gravity. In order to validate the CosmoSIS pipeline,
we compare its results to those from CosmoLike. We first
give a brief description of the CosmoSIS and CosmoLike
pipelines as applied to the case of parametrized tests of gravity
and then show the results of this comparison.

The CosmoSIS pipeline has been used in Y1KP and is
further described in [130]. To apply CosmoSIS to modified-
gravity model analysis, we adopted the publically available
code MGCAMB, instead of CAMB, for the computation of
the matter and CMB power spectra. MGCAMB doesn’t come
with the parameterization of modified gravity identical to
ours, so we analytically translate our (Σ0, µ0) parameters
into MGCAMB’s (γ, µ). We use the January 2012 version of
MGCAMB to perform the systematics checks, and the more re-
cent 2015 version for the constraints on real data. We further
modify the part of the pipeline that projects the matter power
spectrum into clustering and weak lensing power spectra in
order to account for the modified-gravity parameters.

While MGCAMB embedded in CosmoSIS pipeline modi-
fies the perturbed gravitational potentials and the CMB source
functions, CosmoLike directly modifies the lensing kernel
with Σ0 and the growth factor with µ0. The two pipelines
should be equivalent except for the ISW effect which is im-
plemented in MGCAMB and not in CosmoLike. We therefore
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FIG. 8. Constraints on Ωm, As, S8, Σ0 and µ0 using DES Y1 syn-
thetic data for CosmoSIS (blue contours) and CosmoLike (red).

expect significant differences in the low multipole part of the
CMB power spectra, but not elsewhere.

First, we have checked that the weak lensing and clustering
observables ξ±(θ), γt(θ), w(θ) as computed by CosmoSIS
and CosmoLike agree well (difference well below the DES
Y1 error bars) for a few sets of (Σ0, µ0) values.

Second, we explicitly test the consistency of the
CosmoSIS and CosmoLike pipelines, comparing the con-
straints they report in the full parameter space. To do this we
use the emcee sampler on synthetic DES Y1 data, varying
the parameters over the prior ranges used in the main anal-
ysis. Fig. 8 shows the results for CosmoSIS (blue) and
CosmoLike (red) for a subset of the parameters, namely Ωm,
As, σ8, Σ0 and µ0. The two pipelines give similar results, with
the 1σ contours agreeing very well for all parameters plotted.
However the 2σ contours are wider for CosmoLike in some
cases, specifically for pairs of parameters including the mod-
ified gravity parameter µ0. This difference is most striking in
the (Σ0,µ0) plane. This is due to MGCAMB failing for sets of
(Σ0,µ0) in extreme areas. Thanks to its implementation of the
modified gravity parameters, CosmoLike does not have this
issue and is therefore able to explore a wider range of (Σ0,µ0).
In particular for this case of synthetic DES Y1 data, the 2-σ
contours as derived from CosmoLike extends to more pos-
itive µ0 than in CosmoSIS. This partially explains the con-
straints on µ0 from the real DES Y1 data shown in Fig. 4
in the area where µ0 is very positive. However we note that
using the more constraining data sets place us far from these
more extreme areas and therefore these results are safe from
this issue.


