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We propose a hybrid quadratic estimator to measure cross correlations between gravitational
lensing of the cosmic microwave background (CMB) and differential screening effects arising from
fluctuations in the electron column density, such as those which could arise from patchy reionization.
The hybrid quadratic estimators are validated by simulated data sets with both Planck and CMB-
Stage 4 (CMB-S4) instrumental properties and found to be able to recover the cross-power spectra

with almost no biases.

We apply this technique to Planck 2015 temperature data and obtain

cross-power spectra between gravitational lensing and differential screening effects. Planck data
alone cannot detect the patchy-reionization-induced cross-power spectrum but future experiments
like CMB-S4 will be able to robustly measure the expected signal and deliver new insights on

reionization.

I. INTRODUCTION

Recombination of hydrogen atoms 379,000 years after
the Big Bang left the early Universe with neutral hydro-
gen gas that was almost uniform but had small density
fluctuations [I]. These fluctuations seeded the population
of the first stars that emitted ultraviolet (UV) radiation,
by which electrons were stripped from neutral hydrogen
atoms and scattered with cosmic microwave background
(CMB) photons. Large inhomogeneities in the ioniza-
tion fraction of the gas were created during the so-called
epoch of reionization (EoR), leading to substantial vari-
ations in the CMB scattering optical depth. At later
times there are additional modulations in the scattering
optical depth that arise from fluctuations in the baryon
density. These variations in the scattering optical depth
cause secondary fluctuations in the CMB.

The secondary CMB anisotropies generated at the EoR
are extremely weak but can create excess power in CMB
temperature and polarization power spectra [2]. How-
ever, it is very difficult to detect the small amount of ex-
cess power from these secondary anisotropies in the pres-
ence of the substantial fluctuation power coming from the
(Gaussian) primary fluctuations and instrument noise.
To get sufficient sensitivities, higher order estimators
for patchy reionization have been developed with three-
point [3] and four-point [4H7] correlation functions. How-
ever, they either rely on a high-redshift large scale struc-
ture tracer which is hard to obtain or contain significant
higher order biases that introduce extra uncertainties for
the measurements. Although the auto-power spectrum
of patchy reionization can be recovered after subtracting
model-dependent biases, a Gaussian noise that is almost
six orders of magnitude higher than the signal makes it
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hard to detect.

Building on previous work [3] which investigated the
utility of cross-correlating a relatively noisy optical depth
reconstruction with higher signal-to-noise tracers of large
scale structure, we consider the CMB gravitational lens-
ing as a high-redshift tracer and construct a cross corre-
lation between gravitational lensing (¢) and differential
screening (7) effects. This is essentially a four-point cor-
relation function, using two-point estimators for ¢ and
T, respectively. In this paper, we study theoretical pre-
dictions of this cross correlation, and construct a hybrid
quadratic estimator to extract such a signal from CMB
data.

This paper is structured as follows: in Sec. II, we
describe details of constructing the “hybrid quadratic
estimator” as well as various debiasing steps; in Sec.
III, we validate the hybrid quadratic estimator with
simulations at noise levels appropriate for Planck and a
CMB-S4-like experiment; we then apply this estimator
to Planck 2015 temperature data in Sec. IV and
conclude in Sec. V.

II. HYBRID QUADRATIC ESTIMATORS

The CMB with both gravitational lensing (¢) and dif-
ferential screening (1) effects can be projected onto a unit
sphere as

X(n) = X(n+ Ve(n))e ™™, (1)

where n is a direction in the sky and X is the un-
lensed CMB. The symbol X refers to the lensed CMB
(or the measured CMB) and it can be CMB temper-
ature T or polarization ) + iU. For CMB measure-
ments, it is customary to express polarization measure-
ments in terms of electric-like (E) and curl-like (B)
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modes. These are related to the Stokes parameters via
Q=+ iU = =), (Eim £ 1Ben)+2Yem where Yy, are
spin-s spherical harmonics.

Noisy reconstructions of ¢ and 7 [4][8] are proportional
to off-diagonal elements of the covariance matrix for two
CMB modes Xy, and Zg,,,. In essence, a general form
for any noisy reconstruction can be expressed as

C C Z E/ L
W X Zinr) = 47 5 0 (10 )
ml'm’

% g5 (L) X o Zramr (2)

where the modes Xy, and Z;,, can be Ty, for tem-
perature, and FEy,, /By, modes for polarization. The big
bracket (...) is the 3-j Wigner symbol. Normalization
functions A; and weighting functions gex (L) are given
in [4 [ for ¢ and 7, respectively. The superscript
“(c)” = {¢,7} and quadratic estimators for lensing and
anisotropic optical depth are U(®) = ¢ and U(7) = 7,
respectively. A hybrid quadratic estimator is defined
as the cross power spectrum between these two recon-
structed fields, CA'ZST&@/(SW”/ = <\II(¢)\I'§,T,’:,)>. The weight-

Im
ing function gég,)(L) has a separable form and the hy-

brid quadratic estimators can be expressed as products
of filtered maps, thereby computation cost is significantly
reduced [9].

We  make a set of simulations
{p() p(@) p(1) H() 4G} for lensing potential and an
analogous set of simulations for 7. Here the superscripts
“(un)”, “(@)”, “(1)7, “(f)” and “(G)”, refer to unlensed
maps, lensed maps, maps only perturbed by 7, maps
with both ¢ and 7 perturbations, and Gaussian simu-
lations from lensed CMB power spectra. A four-point
correlation function is thus constructed from four CMB
maps X, Z, W and V:

G = ([6(x ), 29) — 4(x7), 2)]
% [f-(p{/(S)7 V(S)) _ f-(W(db), V(¢))]>, (3)

where the superscript “(s)” refers to data or simulations,

and applies to both lensing potential ¢ and CMB realiza-
tions (X, Z, W, V). Maps (;Aﬁ(X(T)7 Z(7)) are lensing recon-
structions from CMB realizations X (™) and Z(7) which
are unlensed CMB but perturbed by 7 signal only. Maps
+(W®), V() are reconstructions of the optical depth
from lensed CMB realizations W(#) and V(#). The (ﬁ(T)
could be affected by a different EoR model, but it is a
very negligible correction to ¢(*) so the bias due to a
EoR-model mismatch is negligible. We will use numeri-
cal simulations to validate that unbiased reconstructions
of the cross-power spectrum are always obtained with
very different EoR models. Mean field maps derived from
simulations are subtracted from measured ¢ and 7 recon-
structions. An estimator-based bias [Egs. or (A9)]
is subtracted from a raw signal-plus-noise trispectrum in
addition to the Gaussian and higher order biases (Ny).
To account for any potential covariance mismatch be-
tween data and simulations, a realization dependent bias
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FIG. 1. Theoretical cross-correlations (¢7) between CMB

gravitational lensing and differential screening effects. Con-
tributions by patchy reionization (solid) and large scale struc-
ture (dashed) are shown with three EoR models. It is seen
that the cross-power spectrum (¢7) due to patchy reioniza-
tion has a consistent shape but could have different ampli-
tudes. The theoretical predictions in the green curves are
calculated with assumptions that bubble size (R) and bubble
bias (bbubble) are free parameters as done in [4]. The param-
eter zre in the legend is a characteristic redshift for an ion-
ization history and is determined by the optical depth today
and the duration of EoR.

is subtracted from the measured raw trispectra instead
of the simulated Gaussian bias [Eq. (A2)] [10, I1]. We
will verify in the next section that the higher order bi-
ases are negligible for the cross-power spectrum (¢7) with
different amplitudes predicted by a broad range of EoR
models, but may not be negligible for the auto-power
spectrum (77) if its amplitude is too low.

III. NUMERICAL VALIDATIONS

We simulate CMB temperature and polarization for a
next generation experiment like CMB-54 with noise lev-
els at Ar = 1uK-arcmin and Ap = v/2uK-arcmin [12].
We assume a Gaussian beam with § = 1’ full width
at half maximum and a full-sky coverage. The un-
lensed CMB power spectra are calculated by CAMB E
The lensed CMB simulations are made by Taylens [13]
at HEALPix [I4] resolution Ngq. = 2048. Patchy-
reionization-related theory power spectra Cj77 and C’Z"
are calculated using the halo model formalism [15[16], in
which the CAMB’s tanh reionization model is used [17]
and the size of ionizing bubbles is assumed to satisfy a
logarithmic distribution [I8]. The bubble size and bub-
ble bias are self-consistently solved for a given reioniza-
tion history. The fiducial parameters for the EoR are

! https://camb.info
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FIG. 2. Comparison of the auto-power spectrum estimator (77) (left) and the cross-power spectrum estimator (¢7), i.e., the
hybrid quadratic estimator, with a CMB-S4-like data set. Here we only show detailed components for (r(EB)7(EB)) (left)
and (¢(EB)7(EB)) (right). The dashed portion is negative. Signal-to-noise ratios for the auto- and the cross-power spectra
with the fiducial EoR model are ~ 20 and ~ 220, respectively. The CMB modes within 200 < ¢ < 3000 are used for the
reconstructions and the error bars are calculated from 200 signal-plus-noise simulations.
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FIG. 3. Validations of the hybrid quadratic estimators with a CMB-S4-like data set. Simulations are made at HEALPIX
resolution Nsjae = 2048. The signal-to-noise ratios are 4o for (¢(TT)7(TT)), 140 for (¢(TT)T(EB)), 9o for (¢(EB)T(TT)) and
220 for (¢p(EB)T(EB)) [Fig. [2| (right)], respectively. The CMB modes within 200 < ¢ < 3000 are used for the reconstructions.

The dashed portion is negative.

{r = 0.05,Az = 8,01nrg = 1}, where 7 is the optical
depth today [I9], Az is duration of the EoR and oy, g
is the variance of the ionizing bubbles. A representative
plot for the cross-power spectrum C’Z’ " is shown in Fig.
where a calculation made by a toy model, assuming
the bubble size R and bubble bias bpuphie are free param-
eters, is also shown in green for comparison [4]. From
definition, electron density is a function of both free elec-
tron fraction and baryon density so fluctuations of the
optical depth can be decomposed into two main pieces,
ionizing field and matter density. The cross-power spec-
trum Cp = Cgawhy + CFSS, where CEatChy is the theoret-

ical cross-power spectrum created by patchy reionization
(blue solid line in Fig. (1)), and C%SS is the cross-power
spectrum due to the low-z large scale structure (LSS, blue
dashed line in Fig. . From a family of cross-power spec-
tra, it is seen that the large-scale-structure (LSS) gener-
ated piece has a weak dependence on the EoR models,
but the one generated by patchy reionization has a very
uncertain amplitude.

We made simulations for ¢input and Tinput by perform-
ing the Cholesky decomposition of the theoretical covari-
ance between them. These simulations are used as input
for generation of mock CMB data. For a CMB-S4-like
experiment, we make white noise simulations and con-
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FIG. 4. Cross-power spectrum (¢7) for Planck simulations
and data. Planck full focal plane simulations FFP8.1 are used
for the noise component. The dashed portion is negative.

volve mock CMB maps with the beam profile. We apply
the estimators ¥ (Eq. (2)) to the mock CMB data and
create reconstructed q% and 7 maps. We validate that the
cross-power spectra ((Z)d)input} and (7Tinput) are consistent
with input power spectra CZ) ¢ and cyr.

After subtracting the biases calculated using simula-
tions, the cross-power spectrum (¢7) can be recovered as
Fig. [2| shows. A residual bias, that is smaller than the
statistical uncertainty, is seen from the auto-power spec-
trum (77). Since the residual bias of the auto-power spec-
trum is EoR-model dependent, it would become negligi-
ble if the amplitude of the input model (77) is lower than
our nominal model. The sensitivity of the reconstructed
auto-power spectrum is much lower than the cross-power
spectrum (¢7) that is derived from the same reioniza-
tion model as seen from the error bars averaged from 200
signal-plus-noise simulations. Also, the auto-power spec-
trum (77) may strongly depend on the higher order bias
(N1) that must be determined from the desired patchy
reionization signal, and model uncertainty will compli-
cate interpretations of data measurements. On the other
hand, the numerical simulations show that the recon-
structed cross-power spectra (¢7) have negligible higher
order biases and a precise knowledge of the reionization
model is not required. We validated this by repeating the
same calculation with a minimum EoR model [red curves
in Fig. (1)] and we found that the auto- and cross-power
spectra are both correctly recovered, and the higher or-
der biases are negligible for the cross but not for the auto.
This can be understood intuitively: the cross-power spec-
trum (¢7) only relies on O(7) not O(72), so it is less
dependent of the poorly known reionization model.

In Fig. [3] we show various components generated by
the (¢7) hybrid quadratic estimators with CMB temper-
ature and polarization simulations and validate that the

hybrid quadratic estimators can recover the cross-power
spectrum Cf " from different CMB combinations. The
calculation shows that, for a CMB-S4-like experiment,
most of the signal-to-noise comes from the polarization
trispectrum (EBEB) and the total signal-to-noise ratio
would reach a ~ 300 level if all the cross-power spec-
tra are combined. This cross-spectrum is a four-point
correlation function resembling the reconstructed lensing
power spectrum, but applies different filters to the vari-
ous mode pairs. It is still an internal measurement that
only uses CMB data as an external large scale structure
tracer is not required.

Signal-to-noise ratios (SNRs) for the cross-power
spectra (¢7) are roughly one order of magnitude higher
than the auto-power spectra (77). The higher SNRs of
the hybrid quadratic estimator can be easily understood
by introducing a reconstruction noise for the hybrid

quadratic estimator, i.e., Ng’T o \/Ngb‘bNO”, from
which the SNR ratio of hybrid quadratic estimator to
(r7) can be approximated by the Knox formula as a

scaling law \/ NJ7™/NG?(CJ7 /C77) which is dominated

by the noise ratio \/J\fo”/]\f{fq5 . Here Ng‘b and Ng7©

are reconstruction noises of the estimators ¥ in Eq.
(2)). The reconstruction noise comes from disconnected
pieces of the four-point correlation functions and does
not vanish even if the CMB simulations are unlensed.
Theoretical calculations show that NJ¢ < Nj™ for next

VINGTING? > 1,
which means (¢7) will be more sensitive than (77).

generation CMB data sets, so the ratio

IV. MEASUREMENTS FROM PLANCK 2015
TEMPERATURE DATA

To measure a cross-power spectrum (¢7) from data
with the hybrid quadratic estimator, we use the 2015
Planck SMICA temperature data [20]. It is foreground-
cleaned and is less contaminated by foregrounds than sin-
gle frequency maps. The beam profile of SMICA data can
be well approximated as a 5’ Gaussian beam. An analy-
sis mask is applied to remove point sources and Galactic
plane, resulting in a sky fraction fs, = 0.67. The mask
is apodized with 60’ Gaussian beam to suppress mode-
mixing induced by the sky cut. To reduce potential sys-
tematic effects and dust contamination, we filter out the
data below £, = 200. We also set £, = 2048 to avoid
potential high-¢ foreground residuals. We use the Planck
full focal plane (FFP) simulation, i.e., FFP8.1 SMICA
noise simulations [21] ﬁ and have checked that the noise

2 https://crd.lbl.gov/departments/computational-science/c3/c3-
research /cosmic-microwave-background/cmb-data-at-nersc/
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FIG. 6. Constraints on component amplitudes for the cross-
power spectra (¢7) generated by patchy reionization and large
scale structure, respectively. Planck and CMB-S4-like con-
straints are shown in solid and dashed lines, respectively.

power spectra from SMICA component-separation simu-
lations can precisely match the measured ones.

The reconstructions with the hybrid quadratic estima-
tors are performed with a full suite of Planck simulations.
We have repeated the same validation procedures, as for
the CMB-S4-like experiment in the previous section, for
the Planck 2015 data. We show different components
of the cross-power spectrum (¢7) for the Planck 2015
simulations in Fig. [ where a bias-free reconstruction
(blue band powers) of the cross-power spectrum (¢7) is
achieved after subtracting simulation-derived biases. We
only use the Planck temperature data, as the polarization
data are too noisy to be used for this analysis.

In Fig. [5 (left), we show the measured cross-power
spectra (¢7) from Planck temperature maps that are sep-
arated from raw data using component-separation meth-

Left: measured cross-power spectrum (¢7) from 2015

BCyTx107]
\

100 500 1000 1500
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Planck component-separated temperature maps SMICA and

ods SMICA and SEVEM [20]. In the right panel of Fig.
we show that the cross-power spectra due to fore-
grounds and systematic effects are consistent with zero.
To constrain the EoR models, we compare the theoretical
models to the measurement and calculate a x? from

x> = (Cy— CiMChy (Cy — CiP). (4)

bb’

Here C is the covariance matrix between different band
powers and C} is the measured (¢7) band power at band
b. The theoretical band power is decomposed into two
parts: Ci" = Apateny CF Ay L ApgsCESS | where cP atchy
is the theoretical cross-power spectrum created by patchy
reionization (blue solid line in Fig. 7 and CL58 is the
cross-power spectrum due to the low-z large scale struc-
ture (LSS, blue dashed line in Fig. [l). This simple
parametrization is chosen to avoid degeneracy of the EoR
parameters which are still difficult to be constrained from
this measurement.

In Fig. [6] we show 1o and 20 bounds on the parameters
Apateny and Apgs for Planck 2015 measurements from
((TT)r(TT)) and CMB-54 from (¢(EB)7T(EB)). The
anti-correlation between the two amplitudes is shown in
Fig. [6]if both amplitudes are varied. Given the fact that
the LSS contribution Arss does not vary too much as
seen from the theoretical calculations in Fig. we fix
Arss to be 1 and find that Apaeny < 6 at 95% confi-
dence level. Compared to the fiducial model (Apateny=1,
Apss = 1), the SMICA measurement (red data points)
has an overall amplitude A < 3 at 95% confidence level,
and the x?/dof is found to be 0.22/4. We replace the
SMICA map by SEVEM and use its FFP8 noise simula-
tions. The same analysis is performed and the measure-
ment (in blue) is consistent with the one from SMICA
data. Moreover, we test a deeper masking scheme for
the SMICA data and find that a more expansive sky cut
with fay ~ 0.57 results in a negligible change to the
cross-power spectrum [Fig. [5] (left)].



From the Planck temperature data, the cross-power
spectrum (¢7) is not detected (at ~ 1o statistical signifi-
cance level), but will be detected by the CMB-S4-like ex-
periment, and the parameter space on the Apatchy—Arss
plane will be significantly reduced as seen from Fig. [6]
where only simulated band powers from (¢(EB)7(EB))
are taken into account.

Foregrounds and systematic effects could generate
spurious {¢7) cross-power spectra so we perform differ-
ent tests to estimate these biases. We construct a curl
null estimator [22] for the lensing potential and use it
to measure the cross-power spectrum (¢“'7) with an
expected signal of zero. In Fig. (right), it is found
to be consistent with zero and the PTE is 79%. Given
the fact that the SMICA data is foreground-cleaned and
only the temperature modes within 200 < ¢ < 2048 are
used, contaminating power of dust and foregrounds on
the cross-power spectrum (¢7) should be negligible. To
verify this, we investigate the maximum impact with
no dust isolation and propagate a Planck thermal dust
map “COM_CompMap_dust-commrul_2048_R.1.00.fits”
through the same analysis pipeline. The dust-induced
trispectrum (¢7) shown in green in Fig. (right) is
consistent with zero.

For the next generation experiments such CMB-54,
the hybrid quadratic estimators will be applied to data
at much broader angular ranges where other contam-
inants like thermal/kinetic Sunyaev-Zel’dovich effects
(tSZ/kSZ) will come into play. These contaminants are
correlated with the optical depth and lensing potential so
biases might be introduced to the hybrid quadratic esti-
mators. Moreover, the SNRs can be further boosted by
incorporating an iterative maximum likelihood technique
in the future CMB data sets. Detailed discussions for all
of these issues are beyond the scope of this paper and we
defer it to a full study in future work.

V. CONCLUSIONS

In this paper, we propose a hybrid quadratic estimator
formalism for the study of fluctuations in the anisotropic

optical depth, such as would be induced by patchy reion-
ization. We make mock data sets for Planck and CMB-
S4-like experiments and numerically validate that the
cross-power spectrum (¢7) can be correctly recovered
from the CMB data alone. Moreover, we measure a
(¢7) cross-power spectrum from Planck 2015 temper-
ature data and obtain a new upper bound for patchy
reionization. Various systematic and foreground tests are
performed and their effects are found to be negligible.
For the next-generation CMB experiments, both tem-
perature and polarization data can be used to measure
the cross-power spectra (¢7) with much higher signal-
to-noise ratios, and the signal of patchy reionization in
future experiments will be detected from CMB alone.
These measurements made at microwave wavelengths
and linear angular scales will complement current stud-
ies of reionization from 21 cm lines and kSZ, from which
good priors on 7 could also be obtained. However, to
make a robust detection, we should make efforts to sup-
press impacts of polarized foregrounds, such as tSZ, and
control instrumental systematic effects, such as differen-
tial beam and polarization angle etc. A detection of the
cross-power spectrum (¢7) will extend CMB science to a
new regime when the first stars and galaxies formed.
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SUPPLEMENTAL MATERIAL

In this supplementary material, we describe various trispectrum components for the patchy-reionization related esti-
mators, including realization dependent biases, estimator-based biases and higher order (N;) biases.

Appendix A: Trispectrum components for patchy-reionization related estimators

The weighting functions and normalization factors for estimators of gravitational lensing and anisotropic optical
depth are given in Table where the F' and J matrix are multipole-weighted 3-7 Wigner symbols [4, [§]. Symbols C;
and Cy refer to unlensed and noise-included CMB power spectra.

A four-point correlation function is constructed from four CMB maps X, Z, W and V. {X,Z,W,V} ={T, E, B}.
We make simulations for a map set for lensing potential (¢, p(®) ¢(7) »() $(S)). Here the superscripts “(un)”,
“(@)”, “(7)”, “(f)” and “(G)”, refer to unlensed, ¢-only, T-only, ¢+7, and Gaussian simulations. The same map set
is also made for 7 reconstruction. In the following, operators {A, B} = {¢,7}. Generally, the four-point correlation
function is expressed as

CAxBed _ (A(X(©), 7)) BWD, @), (A1)

w0

where the superscript “c” or “d” refers to a specific type of CMB map in the map set, and A or B refers to an
estimator operator ¢ or 7.
The realization dependent (RD) bias is calculated from

NF Xz wv) = (JAX®P), 2 + AX @, 2PN [BWP), V) + B vP)))

— (A, ZONBID, V) + BOVEO, VoY),
(A2)
Here the superscript “(D)” refers to the data. We make two map realizations labeled as (X, Z,W,V) and
(X/7 Z/’ W/’ V/)'
The estimator for the anisotropic optical depth (77) is defined as

77 = ([r(XD, 2D) = (XD, ZON|[r (WD, V) — (W, V). (43)

In the following, the average symbol () and subscript £ are omitted for brevity. Eq. can be decomposed into a few
components. The raw signal is

C™T = T(X(f),Z(f))T(W(f),V(f)), (A4)
and the raw lensing-induced trispectrum is
¢ = (XD, ZUN (W@ vy 4 (X 2O (WD vy (X Z2Or (W @) v, (A5)

which is related to a pure lensing bias as C7"¢ = C™¢ — C™C  and €7 is the Gaussian bias.
The N1 bias for 77 (A=7, B=7,c=d =“(1)") is

NP X2, W) = (AX @, 2N BW D, V@) + BWw @) viD))
— (AX©, ZENBW D VD) 4 WD vy,

where two realizations X, Z, W,V and X', Z', W', V' are created from the same ¢ or 7 but different CMB and noise
realizations.
With the components defined above, the reconstructed signal is expressed as

CIm=C7" — ;"% — Noy — Nuy, (A6)

where the RD is subtracted instead of the Gaussian bias Ny from simulations for the data.
The estimator of the cross-power spectrum (¢7) is defined as

CfT = ([o(X1, 200 = p(xX @, ZO)r (WD, VD) — r (WD), V). (A7)
The raw trispectrum is

G = (XD, 27w vy, (A8)



TABLE I. The weighting functions for lensing (¢) and patchy reionization (7) quadratic estimators [4] [§]
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and the lensing-induced raw trispectrum is
Comé — (b(X(T), Z(T))T(W(f), V(f)) + ¢(X(f)7 Z(f))’r(W((b)’ V(¢)) _ (;S(X(T), Z(T))T(W(¢), V(¢)),
(A9)

from which a pure lensing bias is defined as C?™¢ = C¢™¢ — C*"C and C?™C is the Gaussian term estimated from
Gaussian realizations.
The N1 bias for the cross-power spectrum is

Nig= le’lexB,(ff) _ Nf;a(f(b) _ [le)lexB,(Tf) _ le)lexB,(T@]’ (A10)

where A = & B = 7, and each term has a general form

N{EPd(X 2, WV) = (AX@, ZEO)BWD, V@) 4 gy v,
(A11)

With the components defined above, the reconstructed signal is expressed as
CIT=CJT —CI™? — Noy — Niy, (A12)

where the RD is subtracted instead of the Gaussian bias Ny from simulations for the data.
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