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Searches for continuous gravitational waves from rapidly spinning neutron stars normally assume
that the star rotates about one of its principal axes of moment of inertia, and hence the gravi-
tational radiation emits only at twice the spin frequency of the star, 2f?. The superfluid interior
of a star pinned to the crust along an axis non-aligned with any of its principal axes allows the
star to emit gravitational waves at both f? and 2f?, even without free precession, a phenomenon
not clearly observed in known pulsars. The dual-harmonic emission mechanism motivates searches
combining the two frequency components of a signal to improve signal-to-noise ratio. We describe
an economical, semicoherent, dual-harmonic search method, combined with a maximum likelihood
coherent matched filter, F-statistic, and improved from an existing hidden Markov model (HMM)
tracking scheme to track two frequency components simultaneously. We validate the method and
demonstrate its performance through Monte-Carlo simulations. We find that for sources emitting
gravitational waves at both f? and 2f?, the rate of correctly recovering synthetic signals (i.e., detec-
tion efficiency), at a given false alarm probability, can be improved by ∼ 10%–70% by tracking two
frequencies simultaneously compared to tracking a single component only. For sources emitting at
2f? only, dual-harmonic tracking only leads to minor sensitivity loss, producing . 10% lower detec-
tion efficiency than tracking a single component. In directed continuous-wave searches where f? is
unknown and hence the full frequency band is searched, the computationally efficient HMM track-
ing algorithm provides an option of conducting both the dual-harmonic search and the conventional
single frequency tracking to obtain optimal sensitivity, with a typical run time of ∼ 103 core-hr for
one year’s observation.

I. INTRODUCTION

Continuous waves, produced by rapidly rotating neu-
tron stars, including isolated stars and the ones in
binary systems, are persistent, quasi-monochromatic
gravitational-wave signals detectable by ground-based in-
terferometers such as the Laser Interferometer Gravita-
tional Wave Observatory (LIGO) and the Virgo detector
[1–3]. Depending on the generation mechanisms, the neu-
tron stars are expected to emit gravitational radiation at
specific multiples of the star’s spin frequency, f? [3, 4].
A persistent thermoelastic or magnetic mass quadrupole
produces emission at f? and/or 2f? [5–9]. An r-mode
current quadrupole produces emission roughly at 4f?/3
[10–13]. And a current quadrupole due to nonaxisym-
metric circulation in the superfluid interior pinned to the
crust emits at f? [14–17]. The emission spectrum of a
triaxial star may contain peaks at more frequencies, de-
pending on the source orientation.

In most of the continuous-wave searches to date, an
optimal scenario of a perpendicular rotor spinning about
one of its principal axes of moment of inertia is consid-
ered, and hence the gravitational waves are only emit-
ted at 2f? [3]. More generally, when the star’s rotation
axis and its principal axis of the moment of inertia do
not coincide, spanning an angle θ, a non-aligned rotor
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freely precesses, and emits gravitational waves mainly at
f? and 2f?, and weakly at a number of other frequen-
cies [9, 18–21]. However, there is no clear observational
evidence of free precession in the population of known
pulsars (although see Refs. [22–27]), which is one of the
reasons that a perpendicular rotor is generally considered
in most continuous-wave searches.

Jones [28] considered a model that a neutron star con-
tains a superfluid interior pinned to the solid crust along
an axis that is not aligned with any of the star’s prin-
cipal axes of moment of inertia. The pinned superfluid
inside the crust adds extra angular momentum to the
system, such that the star’s total angular moment vec-
tor coincides with its rotation axis. Hence the star can
steadily rotate without free precession, even though none
of its crustal principal axes is aligned with its rotation
axis. In this case, the gravitational-wave emission is
at both f? and 2f?. Unlike a triaxial precessing star,
the gravitational-wave spectrum of a triaxial star with
pinned superfluid interior does not involve weak emis-
sion at frequencies in addition to f? and 2f?. In a special
case, when the star is a non-perpendicular biaxial rotor,
the signal waveform proposed by Ref. [28], composed of
two frequency components, is identical to that from a
biaxial precessing star [18].

The pinned superfluid model has been adopted in
targeted searches for known pulsars [29, 30], using
ephemerides measured electromagnetically from absolute
pulse numbering. In the data collected by the initial

mailto:lssun@caltech.edu


2

LIGO in the fifth science run (S5), searches were carried
out for 43 known pulsars at both f? and 2f?, and the first
upper limits on the gravitational-wave strain amplitude
at two frequencies were set [30]. Recently, searches have
been conducted for 222 known pulsars at both f? and 2f?,
using the most sensitive data from the first two observing
runs of Advanced LIGO (O1 and O2), and new upper lim-
its have been placed on the gravitational-wave strain am-
plitude, mass quadrupole moment, and fiducial elliptic-
ity [31]. However, in directed continuous-wave searches,
search methods scan templates without guidance from an
electromagnetically measured ephemeris due to the lack
of timing data, although the sky position of the source
can be known precisely from photon astronomy. Hence
directed searches are generally more expensive than tar-
geted searches. All of the existing directed searches as-
sume the 2f? only emission for simplicity [3, 32–34].

In this paper, we introduce an approach based on a
hidden Markov model (HMM) [35], which provides an
economical solution to track both f? and 2f? simultane-
ously in a stack-slide-based semicoherent directed search.
A HMM tracks unobservable, time-varying signal param-
eters (hidden states) by relating them to the observed
data through a likelihood statistic in a Markov chain.
The Viterbi algorithm [36] provides a computationally
efficient HMM solution, finding the most probable se-
quence of hidden states. The technique was applied to
a search for continuous waves from the most luminous
low-mass x-ray binary, Scorpius X-1, in the Advanced
LIGO O1 run [37, 38], and a search for long-transient
signals from a post-merger remnant of the binary neu-
tron star merger GW170817 in O2 [39, 40]. The tech-
nique is also proposed as an economical alternative to
other stack-slide-based semicoherent methods in young
neutron star searches [41]. Here we extend the algorithm
to dual-harmonic tracking, which takes into consideration
the model of a non-perpendicular biaxial rotor in addition
to the conventional perpendicular biaxial rotor model in
directed continuous-wave searches, without introducing
much additional computing cost. We demonstrate the
sensitivity improvement through systematic simulations.

The structure of the paper is as follows. In Sec. II,
we review the signal model of gravitational waves from a
neutron star emitting at both f? and 2f?. We briefly de-
scribe a frequency domain maximum likelihood matched
filter F-statistic in Sec. III. In Sec. IV, we formulate
the dual-harmonic HMM tracking scheme, implement a
semicoherent search strategy, and discuss the analytic
path probability distribution. In Sec. V, we quantify the
sensitivity improvement of tracking two frequency com-
ponents compared to tracking a single component only
through Monte-Carlo simulations. The computing cost
and potential applications of the method are discussed
in Sec. VI. A summary of the conclusions is given in
Sec. VII.

II. SIGNAL MODEL

In this section, we review the phase of the continuous
wave signal observed at the detector on Earth (II A), and
describe three signal models: a perpendicular biaxial ro-
tor (II B), a non-perpendicular biaxial rotor (II C), and
a triaxial non-aligned rotor (II D).

A. Signal phase

Taking into consideration the Doppler modulation of
the observed signal frequency due to the motion of both
the Earth and the neutron star with respect to the solar
system barycentre (SSB), the signal phase observed at
the detector is given by [42]

Φ(t) = Φ0 + 2π

s∑
k=0

f
(k)
? tk+1

(k + 1)!
+

2π

c
n̂ ·~r(t)

s∑
k=0

f
(k)
? tk

k!
, (1)

where Φ0 is the initial phase at reference time t = 0, f
(k)
?

is the k-th time derivative of the spin frequency of the
neutron star at t = 0, n̂ is the unit vector pointing from
the SSB to the star, ~r(t) is the position vector of the
detector relative to the SSB, and c is the speed of light.

B. Perpendicular biaxial rotor

Let I1, I2, and I3 be the three principle moments of
inertia of the star, the simplest model is a perpendicular
biaxial rotor with I1 = I2, equivalent to a triaxial rotor
spinning about one of the principle axes. The dimension-
less amplitude of the gravitational-wave signal is

h0 =
16π2f2? (I3 − I1)

r
, (2)

where r is the distance from the Earth to the star. The
gravitational-wave emission is at 2f? only, with plus and
cross polarized amplitudes

h2+ =
1

2
h0(1 + cos2 ι) cos 2Φ, (3)

h2× = h0 cos ι sin 2Φ, (4)

where ι is the inclination angle of the source. The signal
can be written in the form

h(t) =

4∑
m=1

Amhm(t), (5)

where Am denotes the amplitudes, depending on h0, Φ0,
ι, and the wave polarization angle ψpol. They are associ-
ated with the linearly independent components

h1(t) = a(t) cos Φ(t), (6)

h2(t) = b(t) cos Φ(t), (7)

h3(t) = a(t) sin Φ(t), (8)

h4(t) = b(t) sin Φ(t), (9)
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where a(t) and b(t) are the antenna-pattern functions
defined by Eqns. (12) and (13) in Ref. [42], and Φ(t) is
the signal phase given by Eqn. (1). The four-component
model is generally applied in directed continuous-wave
searches [3].

C. Non-perpendicular biaxial rotor

We now consider a non-perpendicular biaxial rotor,
when θ 6= π/2. The gravitational-wave emission is at
both f? and 2f?, and the waveform is given by [42]

h2+ =
1

2
h0(1 + cos2 ι) sin2 θ cos 2Φ, (10)

h2× = h0 cos ι sin2 θ sin 2Φ (11)

h1+ =
1

8
h0 sin 2ι sin 2θ sin Φ, (12)

h1× =
1

4
h0 sin ι sin 2θ cos Φ. (13)

The four components in Eqns. (6)–(9) become eight

h(t) =

2∑
l=1

4∑
m=1

Almhlm(t). (14)

The amplitudes Alm, depending on h0, Φ0, ι, ψpol, and θ,
are associated with the eight linearly independent com-
ponents at both f? and 2f?

hl1(t) = a(t) cos lΦ(t), (15)

hl2(t) = b(t) cos lΦ(t), (16)

hl3(t) = a(t) sin lΦ(t), (17)

hl4(t) = b(t) sin lΦ(t). (18)

D. General triaxial non-aligned model

A general gravitational-wave signal model for a triaxial
star (I1 6= I2 6= I3), whose spin axis is not aligned with
any principal axis, consists of one additional dimension-
less amplitude in addition to Eqn. (2)

h′0 =
16π2f2? (I2 − I1)

r
. (19)

The components of the gravitational-wave signal are in a
more complicated form [43]

h2+ =
1

2
(1 + cos2 ι){[h′0(sin2 ψ − cos2 ψ cos2 θ)

−h0 sin2 θ] cos 2Φ + h′0 sin 2ψ cos θ sin 2Φ},(20)

h2× = − cos ι{h′0 sin 2ψ cos θ cos 2Φ

−[h′0(sin2 ψ − cos2 ψ cos2 θ)

−h0 sin2 θ] sin 2Φ}, (21)

h1+ =
1

4
sin ι cos ι[h′0 sin 2ψ sin θ cos Φ

+(h′0 cos2 ψ − h0) sin 2θ sin Φ], (22)

h1× = −1

4
sin ι[(h′0 cos2 ψ − h0) sin 2θ cos Φ

−h′0 sin 2ψ sin θ sin Φ], (23)

where ψ is the other orientation angle of the triaxial rotor
in the frame of the principal axes in addition to θ.

This triaxial non-aligned model can be regarded as a
superposition of two signals from two non-perpendicular
biaxial rotors (Sec. II C). Ref. [30] demonstrates that it
is difficult to distinguish between two signals described
by Eqns. (10)–(13) and Eqns. (20)–(23), even with high
signal-to-noise ratio (SNR). We note that Eqns. (20)–(23)
are only valid for the pinned superfluid model proposed
by Ref. [28] without free precession. More generally, the
h+ and h× signal components from a star involving free
precession can be written in the form [19]

h+ = −1

r
[(Ryµ cos ι−Rzµ sin ι)

× (Ryν cos ι−Rzν sin ι)−RxµRxν ]Aµν , (24)

h× =
2

r
(Ryµ cos ι−Rzµ sin ι)RxνAµν , (25)

where amplitudes Aµν are functions of angular velocity
components in the star’s body frame and the three princi-
ple moments of inertia, defined by Eqn. (21) in Ref. [19].
The amplitudes Aµν are associated with the rotation ma-
trix R in terms of the Euler angles θ, ψ, and ϕ, given by
[19]

R =

cosψ cosϕ− cos θ sinψ sinϕ − sinψ cosϕ− cos θ cosψ sinϕ sin θ sinϕ
cosψ sinϕ+ cos θ sinψ cosϕ − sinψ sinϕ+ cos θ cosψ cosϕ − sin θ cosϕ

sin θ sinψ sin θ cosψ cos θ

 . (26)

By substituting R into Eqns. (24) and (25), the resulting
gravitational-wave emission spectrum contains peaks in
addition to f? and 2f? [9, 19–21]. In the case of small
θ, small oblateness, and weak nonaxisymmetry, the first-

order contribution peaks are at 2f? and f? + fprec ≈ f?,
where fprec is the star’s precessing frequency [19]. The
second-order contribution peaks appear to be sidelobes
of the first-order peaks, e.g., at 2f? + 2fprec [21].
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In this paper, we focus on comparing a non-
perpendicular biaxial rotor (Sec. II C) to a perpendicular
biaxial rotor or a triaxial aligned rotor (Sec. II B; the con-
ventional model adopted in continuous-wave searches).
We parameterize the signal waveforms using Eqns. (3)–
(4), and (10)–(13), as described in Ref. [42].1

III. COHERENT MATCHED FILTER:
F-STATISTIC

The time-domain data collected by a detector takes the
form

x(t) = h(t) + n(t), (27)

where n(t) stands for stationary, additive noise. We de-
fine a scalar product (·|·) as a sum over single-detector
inner products,

(x|y) =
∑
X

(xX |yX) (28)

=
∑
X

4<
∫ ∞
0

df
x̃X(f)ỹX∗(f)

SXh (f)
, (29)

where X indexes the detector, SXh (f) is the single-sided
power spectral density (PSD) of detector X, the tilde
denotes a Fourier transform, and < returns the real part
of a complex number [44]. The likelihood function of
detecting a signal in data x(t) is given by [42]

ln Λ = (x|h)− 1

2
(h|h). (30)

The two frequency components of a gravitational-wave
signal given by Eqn. (14) are in narrow bands around f?
and 2f?. Hence to a good approximation, we can write
[42]

ln Λ ≈ (x|h1)− 1

2
(h1|h1) + (x|h2)− 1

2
(h2|h2). (31)

The F-statistic is a frequency-domain estimator maxi-
mizing ln Λ with respect to Alm.

Usually in F-statistic-based searches, it is assumed
that the gravitational-wave emission is only at 2f?
(Sec. II B). The F-statistic is expressed in the form

F2 =
1

2
xµMµνxν , (32)

where we write xµ = (x|h2µ), and Mµν denotes the ma-
trix inverse of Mµν = (h2µ|h2ν). Assuming the noise

1 A reformulation of the waveform parameters is given by Ref. [43],
which is adopted in some of the targeted known pulsar searches
[30, 31]. The two sets of parameters can be transformed inter-
changeably for comparison purpose.

n(t) is Gaussian, the random variable 2F2 follows a cen-
tral chi-squared distribution with four degrees of free-
dom without a signal, whose probability density function
(PDF) is

p(2F2) = χ2(2F2; 4, 0). (33)

With a signal present in Gaussian noise, the chi-squared
distribution of 2F2 is non-central, viz.

p(2F2) = χ2(2F2; 4, ρ22), (34)

with non-centrality parameter [42]

ρ22 =
K2h

2
0Tcoh

Sh(2f?)
, (35)

where the constant K2 depends on ι, the sky location
of the source, and the number of detectors, and Tcoh is
the coherent time interval over which F2 is computed.
Here we assume the same single-sided PSD, Sh(f), in all
detectors. The optimal SNR equals ρ2.

To consider a dual-harmonic signal at both f? and
2f? with eight nonindependent amplitudes Alm, the op-
timal matched filter maximizing Eqn. (31) needs to be
obtained through prohibitively expensive numerical cal-
culation, taking into consideration the five parameters
(h0, Φ0, ι, ψpol, and θ) that Alm depend on. To make
a search computationally feasible, a reduced likelihood
function is used to compute the F-statistic, assuming
that Alm are independent with respect to h0, Φ0, ι, ψpol,
and θ. The two terms in Eqn. (31), (x|h1)− 1

2 (h1|h1) and

(x|h2)− 1
2 (h2|h2), are maximized independently with re-

spect to Alm in two separate narrow bands, giving the
total F-statistic [42]

F = F1 + F2, (36)

where F1 is computed in the same way as (32) but by
replacing h2 component with h1. With a dual-harmonic
signal present in Gaussian noise and assuming the same
Sh(f) in all detectors, the random variable 2F follows
a non-central chi-squared distribution with eight degrees
of freedom, and the non-centrality parameter is given by
[42]

ρ20 = ρ21 + ρ22, (37)

where

ρ21 =
K1h

2
0Tcoh sin2 2θ

Sh(f?)
, (38)

and

ρ22 =
K2h

2
0Tcoh sin4 θ

Sh(2f?)
. (39)

In Eqns. (38) and (39), K1 and K2 both depend on ι, the
sky location of the source, and the number of detectors.
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In this paper, we leverage the existing, fully tested F-
statistic software infrastructure in the LSC Algorithm
Library Applications (LALApps)2 to compute F as a
function of frequency over Tcoh [45]. The software op-
erates on the raw data collected by the interferometers
in the form of short Fourier transforms (SFTs), usually
with length TSFT = 30 min for each SFT.

IV. DUAL-HARMONIC CONTINUOUS-WAVE
SIGNAL TRACKING

A. HMM formulation

A HMM is a memoryless automaton composed of a hid-
den (unobservable) state variable q(t) ∈ {q1, · · · , qNQ

}
and a measurement (observable) variable o(t) ∈
{o1, · · · , oNO

} sampled at time t ∈ {t0, · · · , tNT
}. We

use NQ, NO, and NT to denote the total number of hid-
den states, observable states, and discrete time steps, re-
spectively. The most probable sequence of hidden states
given the observations over total observing time Tobs is
computed by the classic Viterbi algorithm [36]. A full
description can be found in Refs. [37] and [41].

In a HMM, the emission probability at discrete time
tn is defined as the likelihood of hidden state qi being
observed in state oj , given by [37]

Lojqi = P [o(tn) = oj |q(tn) = qi]. (40)

We set the one-dimensional hidden state variable q(t) =
f?(t). The discrete hidden states are mapped one-to-one
to the frequency bins in the output of a frequency-domain
estimator computed over coherent time interval Tcoh. We
choose Tcoh to satisfy∣∣∣∣∣

∫ t+Tcoh

t

dt′ḟ?(t
′)

∣∣∣∣∣ < ∆f? (41)

for 0 < t < Tcoh, where ∆f? is the frequency bin size in
the estimator. At twice the spin frequency of the star,
we have ∣∣∣∣∣

∫ t+Tcoh

t

dt′2ḟ?(t
′)

∣∣∣∣∣ < 2∆f?. (42)

Here we leverage the existing frequency domain estimator
F-statistic described in Sec. III, and define log emission
probability computed over each interval [t, t+Tcoh], given
by [37, 42, 45]

lnLo(t)qi = lnP [o(t)|f?i ≤ f?(t) ≤ f?i + ∆f?] (43)

= F1(f?i) + F2(2f?i), (44)

where f?i is the frequency value in the i-th bin. We use
∆f? = 1/(4Tcoh) and 2∆f? = 1/(2Tcoh) as frequency bin

2 https://lscsoft.docs.ligo.org/lalsuite/lalapps/index.html

sizes when computing F1 and F2, respectively, such that
both the f? and 2f? signal components stay in one bin
for each time interval Tcoh.

The transition probability of the hidden state from dis-
crete time tn to tn+1 is defined as [37]

Aqjqi = P [q(tn+1) = qj |q(tn) = qi]. (45)

The choice of Aqjqi depends on the frequency evolution
characteristics of the source. If we consider a scenario
that f? walks randomly due to timing noise, which is
dominant compared to the star’s secular spin down or
spin up, Aqjqi takes the form [37]

Aqi+1qi = Aqiqi = Aqi−1qi =
1

3
, (46)

with all other entries being zero. Or if the time-scale of
timing noise is much longer than the star’s secular spin-
down time-scale, Aqjqi is given by [41]

Aqi−1qi = Aqiqi =
1

2
, (47)

with all other entries vanishing.
We choose a uniform prior,

Πqi = P [q(t0) = qi] = N−1Q . (48)

The probability that the hidden state path Q =
{q(t0), · · · , q(tNT

)} gives rise to the observed sequence
O = {o(t0), · · · , o(tNT

)} via a Markov chain equals

P (Q|O) =Lo(tNT
)q(tNT

)Aq(tNT
)q(tNT −1) · · ·Lo(t1)q(t1)

×Aq(t1)q(t0)Πq(t0).

(49)

The most probable path maximizes P (Q|O), denoted by

Q∗(O) = arg maxP (Q|O), (50)

where arg max(· · · ) returns the argument that maximizes
the function (· · · ). Q∗(O) gives the best estimate of q(t)
over the total observation Tobs = NTTcoh.

B. Path probability distribution versus SNR

We now compare the distributions of path probabili-
ties between tracking 2f? only and tracking f? and 2f?
simultaneously, when a dual-harmonic signal is present.
For simplicity, we assume stationary, Gaussian noise, and
hence F-statistic is independently and identically dis-
tributed. For F = F2, the random variable 2F com-
puted over each block of Tcoh is chi-squared distributed
with four degrees of freedom. If Q∗(O) does not intersect
the true signal path anywhere, the PDF of z = lnP (Q|O)
is given by [41, 42]

p(z) = χ2 (z; 4NT , 0) . (51)
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If Q∗(O) coincides exactly with the true signal path, we
have [41, 42]

p(z) = χ2

[
z; 4NT ,

K2h
2
0Tobs sin4 θ

Sh(2f?)

]
. (52)

If both f? and 2f? components are tracked, the variable
2F = 2F1 + 2F2 computed over each block of Tcoh is chi-
squared distributed with eight degrees of freedom. The
PDFs in Eqns. (51) and (52) become [41, 42]

p(z) = χ2 (z; 8NT , 0) , (53)

and

p(z) = χ2

[
z; 8NT ,

K1h
2
0Tobs sin2 2θ

Sh(f?)
+
K2h

2
0Tobs sin4 θ

Sh(2f?)

]
.

(54)
Figure 1 shows distributions of path probabilities for

tracking single component (F = F2; red curves) and both
components (F = F1+F2; blue curves). The blue dashed
and solid curves display p(z) = χ2(z; 8NT , 0) (pure noise
path) and p(z) = χ2(z; 8NT , NT ρ

2
0) (true signal path), re-

spectively. Similarly, the red dashed and solid curves dis-
play p(z) = χ2(z; 4NT , 0) and p(z) = χ2(z; 4NT , NT ρ

2
2),

respectively. The thin and thick curves indicate NT = 1
and NT = 10, respectively. In this example, we show
an optimal scenario with ρ21 = ρ22. The figure demon-
strates that it is much easier to distinguish a signal from
noise by tracking both components. Increasing NT can
always make the distribution of signal paths more signif-
icantly differ from that of noise paths, for both methods.
Note that in reality, the number of steps that the opti-
mal Viterbi path intersects the true signal path depends
on SNR, which is always between 0 and NT . Hence the
distribution of path probabilities in fact lies somewhere
between the dashed and solid curves. The true PDF of
Viterbi paths is difficult to compute mathematically. An
analytic approximation of the true PDF is discussed in
Ref. [46]. The search cost increases approximately ∝ NT
for both methods. A detailed discussion about comput-
ing cost is provided in Sec. VI.

V. SIMULATION AND SENSITIVITY

In this section, we begin with a detailed exam-
ple, demonstrating the sensitivity improvement obtained
from dual-harmonic tracking (Sec. V A). We define de-
tection statistics and calculate the threshold in Sec. V B.
In Sec. V C, we adopt the threshold for a given false
alarm probability, carry out Monte-Carlo simulations,
and study the rates of correctly recovering injected sig-
nals, i.e., detection efficiency, for various h0, θ and cos ι
values.

A. Tracking example

We start by showing one representative example of
dual-harmonic tracking. We firstly generate a set

0 50 100 150 200
z

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

p
(z

)

F2 (noise, NT = 1)

F2 (noise+signal, NT = 1)

F1 + F2 (noise, NT = 1)

F1 + F2 (noise+signal, NT = 1)

F2 (noise, NT = 10)

F2 (noise+signal, NT = 10)

F1 + F2 (noise, NT = 10)

F1 + F2 (noise+signal, NT = 10)

FIG. 1. Probability density function p(z) for log likelihood
z = lnP (Q|O) along path Q. The red and blue curves in-
dicate tracking 2f? only and tracking both f? and 2f?, re-
spectively. The thin and thick curves indicate the number of
tracking steps NT = 1 and NT = 10, respectively. The solid
and dashed curves indicate that Q intersects perfectly and
not at all with the true signal path, respectively. The optimal
Viterbi path obtained can overlap partly with the true signal
path, yielding a distribution in between the solid and dashed
curves. A signal is more distinguishable from noise by track-
ing both f? and 2f? than tracking 2f? only. As more steps
NT are taken, it is progressively easier to distinguish a signal
from noise. The search cost increases approximately ∝ NT

for both methods (see Sec. VI). Parameters: ρ21 = ρ22 = 3.

Injection parameters Symbol Value

Right ascension α 23h 23m 26.0s

Declination δ 58◦48′0.0′′

Detector PSD Sh(f)1/2 4× 10−24 Hz−1/2

Initial spin frequency f? 100.1 Hz

Search parameters Symbol Value

Total observing time Tobs 50 d

Coherent time Tcoh 5 d

Number of steps NT 10

TABLE I. Injection parameters used to create the synthetic
data and search parameters.

of synthetic data for Tobs = 50 d at two detectors
(the LIGO Hanford and Livingston observatories) us-
ing Makefakedata version 4 from LALApps, containing
a dual-harmonic signal from a non-perpendicular biaxial
rotor (Sec. II C). The source sky position, detector PSD,
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and initial f? are shown in the top half of Table I. In this
example, we set h0 = 8×10−26, θ = 30◦, and cos ι = 0.75,
corresponding to h2+ = 1.56×10−26, h2× = 1.50×10−26,
h1+ = 8.59 × 10−27, and h1× = 1.15 × 10−26 using
Eqns. (10)–(13), and randomly choose ψpol = 0.93 rad
and Φ0 = 1.19 rad. Here we assume a scenario where
the signal frequency wanders stochastically due to tim-
ing noise. We approximate the spin wandering by an un-
biased random walk or Wiener process, and let f? jump
randomly anywhere within ±∆f? = 5.787×10−7 Hz with
uniform probability every five days (following the strat-
egy described in Ref.[37]). The search is conducted by
tracking NT = 10 consecutive coherent intervals, with
each lasting for Tcoh = 5 d (see the bottom half of Ta-
ble I), in three ways: (a) tracking f? only, (b) tracking
2f? only, and (c) tracking both f? and 2f? simultane-
ously.

Figure 2 displays the tracking results. The blue and
red curves indicate the injected signal paths and optimal
Viterbi paths returned from the tracking, respectively.
Panels (a)–(c) correspond to the above tracking meth-
ods (a)–(c), respectively. It is demonstrated that only
by tracking both f? and 2f?, the injection can be recov-
ered accurately. The root-mean-square error (RMSE) be-
tween the optimal Viterbi path and injected signal path
in (c) is 1.6× 10−7 Hz (i.e., 0.28∆f?). The error is intro-
duced mainly because the HMM takes discrete values of
f? with ∆f? as the smallest step size, while the injected
f?(t) can take any value within a bin. Note that the fre-
quency fluctuations are too small to be seen in panels (a)
and (b). The three blue curves in (a)–(c) are in the same
shape. The red curves in (a) and (b) also fluctuate.

B. Viterbi score and threshold

In order to quantify the improvement in detection effi-
ciency, 1−Pd, where Pd is the false dismissal probability,
we define the Viterbi score and derive a detection thresh-
old for a given false alarm probability, Pa. We adopt the
definition of Viterbi score in [41], given by

S =
ln δq∗(tNT

)− µln δ(tNT
)

σln δ(tNT
)

(55)

with

µln δ(tNT
) = N−1Q

NQ∑
i=1

ln δqi(tNT
) (56)

and

σln δ(tNT
)2 = N−1Q

NQ∑
i=1

[ln δqi(tNT
)− µln δ(tNT

)]2, (57)

where δqi(tNT
) denotes the maximum probability of the

path ending in state qi (1 ≤ i ≤ NQ) at step NT , and
δq∗(tNT

) is the likelihood of the optimal Viterbi path,

i.e. P [Q∗(O)|O]. In other words, Viterbi score S is de-
fined, such that the log likelihood of the optimal Viterbi
path equals the mean log likelihood of all paths plus S
standard deviations at the final step NT .

Given a choice of Pa, the detection is deemed success-
ful if S exceeds a threshold Sth. The value of Sth varies
with NT , NQ, the entries in Aqjqi , and weakly depends on
the distribution of Lojqi . Systematic Monte-Carlo sim-
ulations are always required in practice to calculate Sth

for each HMM implementation. We normally divide the
full frequency band into multiple 1-Hz sub-bands to allow
parallelized computing in a real search [38, 41]. In this
section, we compare the performance of three methods:
tracking f? only, tracking 2f? only, and tracking both f?
and 2f?. Since we use bin sizes ∆f? and 2∆f? for f? and
2f? components, respectively (see Sec. IV A), we consider
a sample 1-Hz sub-band (200–201 Hz) for 2f? and a half-
Hz sub-band (100–100.5 Hz) for f?, such that the total
number of hidden states NQ remains the same for three
methods.

We set Pa = 1% and determine Sth for each of the
three methods by conducting searches on data sets con-
taining pure Gaussian noise. The procedure is as follows.
We generate 103 noise realizations for two LIGO detec-
tors with Sh(f)1/2 = 4 × 10−24 Hz−1/2 for Tobs = 50 d,
set Tcoh = 5 d, adopt Aqjqi in Eqn. (46) assuming a ran-
dom walk model, and conduct (a) f? only tracking in
band 100–100.5 Hz, (b) 2f? only tracking in band 200–
201 Hz, and (c) dual-harmonic tracking combining both
sub-bands. For each method, the value of S yielding
a fraction Pa of positive detections is Sth. We obtain
Sth = 7.6663, 7.8798, and 7.2301 for (a), (b), and (c) re-
spectively. Theoretically speaking, Sth values for (a) and
(b) should be identical, because we have the same NT ,
NQ, and Aqjqi , and the noise only F-statistic follows a
central chi-squared distribution with four degrees of free-
dom in both (a) and (b). Empirically, the F-statistic
output can be weakly impacted by frequency and noise
normalization using different bin sizes [45]. Hence we see
a small difference between thresholds of (a) and (b), with
an error < 3%.

C. Detection efficiency

We now inject synthetic signals in Gaussian noise
to study the detection efficiencies of the three tracking
methods with Sth obtained in Sec. V B. In a real search,
since we normally run the tracking in 1-Hz sub-bands,
where the interferometric noise PSD can be regarded as
flat, the threshold in real interferometric noise does not
vary much from Gaussian noise. The sub-bands contain-
ing loud instrumental artifacts will be eventually vetoed.
A study has been conducted in Ref.[38], comparing the
thresholds obtained from Gaussian noise and real O1
data. The resulting Sth values match each other with
an error . 3%. The study, however, indicates that the
search sensitivity degrades in real interferometric data
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FIG. 2. Injected signal paths f?(t) (blue curves) and optimal Viterbi paths (red curves). Panels (a)–(c) display the results for
tracking f? only, tracking 2f? only, and tracking both f? and 2f?, respectively. The injection cannot be recovered in either (a)
or (b). Good match is obtained in (c), with RMSE = 1.6 × 10−7 Hz, corresponding to 0.28∆f?. The fluctuation of the signal
frequency is too small to be seen in (a) and (b).
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FIG. 3. Detection efficiency contours as a function of | cos ι| and θ by tracking (a) f? only, (b) 2f? only, and (c) both f? and
2f? simultaneously. Panel (d) displays the difference between (b) and (c), i.e., the improvement of tracking two frequencies

compared to tracking 2f? only. Parameters: h0 = 1× 10−25, Sh(f)1/2 = 4× 10−24 Hz−1/2, Tcoh = 5 d, Tobs = 50 d.
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due to duty cycles and nongaussianity, increasing the
stain amplitude required for yielding 95% detection effi-
ciency by a factor of< 2 [38]. In addition, Sh(f) is a func-
tion of frequency in real interferometric data, and hence
impacts the SNR in the two frequency bands searched
simultaneously using dual-harmonic tracking. Studies of
the interferometric Sh(f) and its impact on search sen-
sitivity are needed in a real search. In this paper, we
assume the detector PSD to be identical in the frequency
bands tested. We continue using the injection parameters
and search configurations in Table I.

In the first set of simulations, we set h0 = 1 × 10−25,
and calculate h2+, h2×, h1+, and h1× using Eqns. (10)–
(13) on a grid of θ and | cos ι|. For each combina-
tion of θ ∈ {0, 15, 30, 45, 60, 75, 90} deg and | cos ι| ∈
{0, 0.25, 0.5, 0.75, 1}, we inject 200 signals with both ψpol

and Φ0 randomly chosen with a uniform distribution
within the range [0, 2π] rad. The injected f?(t) jumps
randomly within ±∆f? = 5.787 × 10−7 Hz for every five
days. Figure 3 displays the detection efficiency contours
of the three methods on the plane of (θ, | cos ι|). Pan-
els (a)–(c) represent results from tracking f? only, track-
ing 2f? only, and tracking both frequencies, respectively.
Darker color stands for higher detection efficiency. The
2f? component dominates at higher θ values, and hence
the f? component contributes little to the sensitivity
there. However, at lower θ values where the 2f? emis-
sion gets weaker, the f? component, although generally
too weak to be detectable on its own [Figure 3(a)], sig-
nificantly improves the detectability when combined with
the 2f? component. To clearly show the contribution of
the weak f? component, we plot the improvement from
(b) to (c) in panel (d), i.e., the gain by including f? com-
ponent in the tracking. The most significant gain occurs
at 20◦ . θ . 60◦, improving the detection efficiency by
∼ 10% to 70%. At θ ≈ 45◦, the detection efficiency can
be improved from 19% to 91%.

In the second set of simulations, we probe the param-
eter space where the f? component dominates, i.e., lower
θ values. For each combination of θ ∈ {0, 10, 20, 30} deg
and | cos ι| ∈ {0, 0.25, 0.5, 0.75, 1}, we run 200 injections
with h0 = 2 × 10−25. The other parameters and config-
urations are the same as the first set. The results are
shown in Figure 4. When θ → 0◦, the strain ampli-
tudes of f? and 2f? components, scaling as θ and θ2,
respectively, are both too small to be detectable. For
10◦ . θ . 30◦, the f? only tracking and 2f? only track-
ing perform well (& 90% detection efficiency) at lower
and higher | cos ι| values, respectively, while the dual-
harmonic tracking can generally produce detection effi-
ciency better than or similar to any of the single fre-
quency tracking methods. The best improvement from
dual-harmonic tracking is achieved for | cos ι| ∼ 0.75,
increasing the detection efficiency by ∼ 10%–30% com-
pared to either of the single frequency tracking methods.

The above simulations demonstrate that the dual-
harmonic tracking performs significantly better in the
parameter space where the strain amplitudes of f? and

2f? are comparable, e.g., at the same order of magni-
tude. In other parameter space where one component is
dominant, either f? or 2f?, the dual-harmonic tracking
still performs generally as good as the single frequency
tracking. However, when one frequency component van-
ishes, e.g., | cos ι| → 1 or θ → π/2, and the other is at
low SNR, we find that dual-harmonic tracking performs
slightly worse than tracking a single frequency compo-
nent, losing ∼ 10% detection efficiency at most (e.g., see
the parameter space | cos ι| ≈ 1 in Figures. 3 and 4).
This is because by tracking two frequency bands simul-
taneously at low SNR, while the signal only exists in
one band, pure noise is introduced from the band corre-
sponding to the vanishing component. In this case, the
conventional single frequency tracking remains a better
method. The combination of single frequency tracking
and dual-harmonic tracking is necessary in order to ob-
tain the optimal sensitivity in the whole parameter space.
Here we study the optimal choice of tracking methods as
a function of | cos ι| and θ. Note that in a real directed
search without prior knowledge of f?, we do not differ-
entiate 2f? tracking and f? tracking. In other words,
they are both covered in the conventional single com-
ponent tracking over the full frequency band. Hence we
only compare between the conventional single component
tracking and dual-harmonic tracking. Without knowing
the intrinsic parameters of the source, | cos ι| and θ, we
discuss the cost of conducting two searches using both
methods in Sec. VI.

We carry out a third set of simulations to
determine the optimal tracking method over
the whole (θ, | cos ι|) plane. For each | cos ι| ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}, we run
Monte-Carlo simulations by injecting signals with
various h0 and θ values. The other parameters and
configurations are kept the same as the first and second
sets. For each choice of | cos ι|, we find out two θ values
when h0 is near the detection limit: one yields the same
detection efficiency between the 2f? tracking and dual-
harmonic tracking; the other yields the same detection
efficiency between the f? tracking and dual-harmonic
tracking. By connecting these resulting (| cos ι|, θ)
points, the two curves correspond to two boundaries: (1)
between where the 2f? component dominates and where
both f? and 2f? components contribute, and (2) between
where both f? and 2f? components contribute and where
the f? component dominates. The results are shown in
Figure 5. The regions marked by lines, solid gray color,
and dots indicate the parameter space where the optimal
method is single component tracking (2f? dominates),
dual-harmonic tracking, and single component tracking
(f? dominates), respectively. Generally speaking, for
about 1/3 of the whole (| cos ι|, θ) parameter space (gray
region), dual-harmonic tracking performs much better
than single frequency tracking, improving detection
efficiency by up to ∼ 70%.
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FIG. 4. Detection efficiency contours as a function of | cos ι| and θ by tracking (a) f? only, (b) 2f? only, and (c) both f? and

2f? simultaneously. Parameters: h0 = 2× 10−25, Sh(f)1/2 = 4× 10−24 Hz−1/2, Tcoh = 5 d, Tobs = 50 d.
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FIG. 5. Optimal choice of methods as a function of | cos ι|
and θ. The regions marked by lines, solid gray color, and dots
indicate the parameter space where the best sensitivity can
be obtained by single component tracking (2f? dominates),
dual-harmonic tracking, and single component tracking (f?
dominates), respectively.

VI. DISCUSSION

In this section, we discuss the computing cost of dual-
harmonic HMM tracking, and the justifications of ap-
plying it to upcoming directed continuous-wave searches.
Without prior knowledge of the intrinsic parameters of
the source, which determine if the gravitational-wave

emission is dominated by a single frequency component,
or the combination of both components, the optimal sen-
sitivity can be obtained over the whole (| cos ι|, θ) pa-
rameter space by conducting both the conventional sin-
gle component tracking and the dual-harmonic tracking.
Here we quantify the computing cost of conducting both
ways of tracking in a directed search.

The Viterbi algorithm uses dynamic programming 3

and reduces the total number of comparisons required to
calculate Q∗(O) from NNT+1

Q to (NT +1)N2
Q [35, 37]. As

an example, if we takeNQ = 106 frequency bins, NT = 50
tracking steps, and Aqjqi with only three non-zero terms
along the diagonal, the total number of comparison is re-
duced from 1030 to 108. The cost of computing Q∗(O)
(e.g., . 1 min) is generally negligible compared to that
of computing F-statistic values over NT blocks of Tcoh
(e.g., ∼ 1 hr), in a sub-band. Hence the computing
time of a conventional single component tracking over
Tobs = NTTcoh in a frequency band from fmin to fmax

is mainly dominated by calculating NT blocks of F-
statistic, given by [41]

T = 10 d

(
fmax − fmin

1 kHz

)(
Tcoh
5 d

)2(
NT
50

)(
1

Ncore

)
,

(58)
where Ncore is the number of cores running in parallel.
Given the NT blocks of F-statistic calculated already
for the full frequency band, conducting a dual-harmonic
tracking using the same set of F-statistic data barely in-
troduces additional cost, i.e., the total computing time of

3 Dynamic programming, a technique based on Bellman’s Princi-
ple of Optimality, is used to solve an optimization problem by
breaking down the problem into sub-problems of optimization,
and making intermediate decisions for sub-problems to recon-
struct the final decision in a recursive manner [47–49]. A detailed
description is given in Ref. [37].
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conducting both ways of tracking can be approximated
by Eqn. (58), yielding a typical run time of ∼ 103 core-hr
for one year’s observation.

In addition to improving search sensitivity, dual-
harmonic HMM tracking can be used as a candidate
follow-up tool in both directed and all-sky continuous-
wave searches. When we have a list of above-threshold
candidates for further scrutiny as the output from exist-
ing directed or all-sky search methods, we can conduct
a follow-up procedure as follows. For each candidate at
frequency f0, we conduct (a) a HMM tracking in a nar-
row band around f0 only, and (b) a dual-harmonic HMM
tracking in narrow bands around frequencies (1) f0 and
2f0, and (2) f0 and 0.5f0 (because we have no knowledge
if f0 is corresponding to f? or 2f?). Seeing a more sig-
nificant detection statistic in (b) than (a) increases the
probability of a true dual-harmonic astrophysical signal.

One interesting question is how likely there is a f? com-
ponent in the signal with an amplitude that could benefit
the search by taking it into consideration. In other words,
is it physically likely that the source parameters lie in the
gray region in Figure 5? For a freely precessing star, the
wobble angle is believed to damp (for oblate deforma-
tions) or increase towards π/2 (for prolate deformations)
on an internal dissipation time-scale [7, 20, 50, 51], mak-
ing a dual-harmonic search less interesting. However, in
the model proposed by Ref. [28], the non-precessing so-
lution indicates that the star’s rotation axis lies closely
to the superfluid pinning axis, allowing 0 ≤ θ ≤ π/2.4

It motives conducting dual-harmonic HMM tracking in
future directed searches or candidate follow-ups. More
interestingly, detecting or confirming a signal using this
method would provide important information for prob-
ing the neutron star structure and emission mechanism,
e.g., a pinned superfluid interior.

VII. CONCLUSION

In this paper, we describe an economical dual-
harmonic tracking scheme based on a HMM and com-
bined with the coherent F-statistic, which provides a
semicoherent search strategy taking into consideration
a model that gravitational-wave emission from a neu-
tron star is at both f? and 2f?. We review the sig-
nal waveforms and frequency domain estimator, formu-
late the problem with an extended HMM, discuss the
performance analytically based on the distribution of

path probabilities, and demonstrate the advantages of
the method through Monte-Carlo simulations.

We find that for sources emitting at both f? and 2f?,
we can improve the detection efficiency by ∼ 10%–70%
for 20◦ . θ . 60◦ by tracking both frequencies simul-
taneously, compared to a conventional single component
search. While at low SNR, dual-harmonic tracking can
lead to minor sensitivity loss, reducing detection effi-
ciency by . 10%, if the source emits at 2f? only. To
achieve the optimal sensitivity in a directed search, we
can add the dual-harmonic tracking as a complementary
procedure to the conventional single frequency tracking
in the full band. The economical HMM tracking algo-
rithm allows conducting both the dual-harmonic track-
ing and the conventional search at almost no additional
cost.

The method also serves as a useful candidate follow-up
tool in near future when more candidates will be consid-
ered for further scrutiny in directed or all-sky continuous-
wave searches. Upon detection, the resulting statistics
from dual-harmonic tracking and single frequency track-
ing can shed lights on the structure and emission mech-
anism of a neutron star. In addition, when a better
understood model is available in the future for a post-
merger remnant from a binary neutron star coalescence,
we can apply a similar dual-harmonic tracking scheme to
improve the sensitivity in searches for signals from the
remnant, considering the possibility that the remnant is
freely precessing.
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