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Ongoing and upcoming cosmological surveys will significantly improve our ability to probe the
equation of state of dark energy, wpg, and the phenomenology of Large Scale Structure. They will
allow us to constrain deviations from the ACDM predictions for the relations between the matter
density contrast and the weak lensing and the Newtonian potential, described by the functions X
and u, respectively. In this work, we derive the theoretical prior for the joint covariance of wpg,
and p, expected in general scalar-tensor theories with second order equations of motion (Horndeski
gravity), focusing on their time-dependence at certain representative scales. We employ Monte-
Carlo methods to generate large ensembles of statistically independent Horndeski models, focusing
on those that are physically viable and in broad agreement with local tests of gravity, the observed
cosmic expansion history and the measurement of the speed of gravitational waves from a binary
neutron star merger. We identify several interesting features and trends in the distribution functions
of wpg, X and u, as well as in their covariances; we confirm the high degree of correlation between
3. and p in scalar-tensor theories. The derived prior covariance matrices will allow us to reconstruct

4 and Alessandra Silvestri?

jointly wpg, ¥ and p in a non-parametric way.

I. INTRODUCTION

Among the primary goals of ongoing and future sur-
veys of Large Scale Structure (LSS) is testing gravity
on cosmological scales and shedding light on the na-
ture of dark energy (DE), i.e. the mysterious component
thought to be sourcing cosmic acceleration [1-3]. To this
extent, they will provide accurate measurements of the
effective equation of state of all non-dust contributions
to the Friedmann equation at late times, hereafter re-
ferred to as wpg(z). They will also measure deviations of
the phenomenology of LSS from predictions of the stan-
dard model of cosmology, ACDM. These potential devi-
ations are commonly encoded in the phenomenological
functions ¥ and p that parametrize modifications of the
perturbed Einstein’s equations relating the matter den-
sity contrast to the lensing and the Newtonian potential,
respectively [4-6]. Stage IV LSS missions will provide
constraints of order 1% on wpg(z), and of order 1 — 10%
on ¥ and p [7-11].

Constraining functions of redshift and, possibly, scale
with data, necessarily involves making assumptions
about their properties. Such assumptions can be man-
ifested in a choice of a specific parametric form, which,
however, can limit the ability to capture nontrivial fea-
tures and, more generally, is prone to biasing the out-
come. Alternatively, one can reconstruct these func-
tions non-parametrically, e.g. by binning them in red-
shift. As Principal Component Analysis (PCA) stud-
ies have shown [7, 9-11], while the upcoming missions
can constrain several eigenmodes of wpg(z), X(z) and
u(z), many more will remain unconstrained, with val-
ues in neighbouring bins effectively being degenerate. A

partial lifting of the degeneracy, sufficient to aid the re-
construction, can be achieved by introducing correlations
between bins in the form of prior covariances, that can be
directly combined with the data covariance matrix [12].
While different techniques can be employed to construct
these correlation priors [12-17], it is desirable for them
to be theoretically informed. In a previous work [14],
some of the authors have derived the theoretical prior
covariance matrix for wpg predicted by general scalar-
tensor theories with second order equations of motion,
i.e. the Horndeski gravity [18-20]. Here we extend this
work by creating joint theoretical covariance matrices for
wpg, along with the phenomenological functions ¥ and
. In any specific theory of gravity, the expansion his-
tory and the evolution of perturbations follow from the
same fundamental Lagrangian and are not independent
of each other. Having a (weak) joint prior covariance
between them will allow to constrain them jointly in a
theoretically consistent way, while not biasing the out-
come.

As in [14], we employ the unifying effective field the-
ory (EFT) approach to DE and modified gravity (MG),
and create large ensembles of statistically independent
Horndeski models via Monte Carlo techniques. While we
always require the speed of gravity to be equal to the
speed of light today, as recently indicated by the gravita-
tional wave measurement from a neutron star merger [21],
we also separately consider the two sub-classes of Horn-
deski models: Generalized Brans-Dicke (GBD), i.e. mod-
els with a standard form for the scalar kinetic term, and
Horndeski models in which the speed of gravity is the
same as that of light at all times. We also include con-
straints on the gravitational coupling, coming from Cos-



mic Microwave Background (CMB) and Big Bang Nu-
cleosynthesis (BBN) bounds as well as laboratory tests.
Furthermore, following [22], we also impose a weak Gaus-
sian prior on the background expansion history, in or-
der to be broadly consistent with existing cosmological
distance measurements. Finally, we impose conditions
for the physical viability of the sampled models, mainly
avoiding ghost and gradient instabilities of the theory.

Our simulations allow us to derive several statistical
properties of the distributions of wpg, ¥ and pu, such
as their mean values, and distribution functions, in bins
of time. Of more practical use (for non-parametric rec-
sontructions), we also obtain their joint covariances and
the functional forms of their correlation functions within
each subclass of model. We study the dependence of the
statistical ensemble on the imposed theoretical priors and
mild obsevrational constraints. We also identify trends
in the covariances associated to the different sub-classes
of theories, while generally confirming the high degree of
correlation between ¥ and p in scalar-tensor theories.

This work is organised as follows: in Section II we
briefly introduce ¥ and u, the EFT of DE and MG as
well as the classes of theories considered in this work. In
Section III we discuss the methodology adopted in order
to build the samples and covariance matrices, in Sec-
tion IV we present our results and, finally, in Section V
we discuss and summarise the main results.

II. EVOLUTION OF LARGE SCALE
STRUCTURE IN HORNDESKI THEORIES

To study the dynamics of LSS, it is sufficient to fo-
cus on scalar perturbations around the flat Friedmann-
Lemaitre-Robertson-Walker (FLRW) metric. In the con-
formal Newtonian gauge, the perturbed metric is given
by

ds? = —a®(7)[(14+29(r, 7))dr?® — (1—28(7, £))di?]. (1)

The evolution of the metric potentials ® and ¥ is coupled
to that of matter fields through Einsteins’ equations. At
late times, relevant for dark energy studies, when shear
stresses from radiation and neutrinos are negligible, one
can parametrize relations between the Fourier transforms
of @, ¥ and the matter density contrast using the follow-
ing equations [4-6]

E*U = —47Gu(a, k)a’pA, (2)
E*(® + ¥) = —87G%(a, k)a’pA, (3)

where p is the background matter density and A = d +
3aHv/k is the comoving density contrast. The functions
Y and p are equal to one in ACDM, but generally would
be functions of time and the Fourier number k£ in models
beyond ACDM.

When coupled to the Euler and the continuity equa-
tions for matter, eqs. (2) and (3) form a closed system
that can be solved to obtain the phenomenology of LSS

on linear scales [6]. For example, one can use the publicly
available Einstein-Boltzmann solver MGCAMB ! [8, 23] to
compute the complete set of observables for a given choice
of ¥ and p.

Since the photon trajectories are affected by the Weyl
potential, ® + ¥  the function X is particularly well
probed by measurements of the weak lensing of dis-
tant galaxies and CMB, as well as measurements of
galaxy number counts through the so-called magnifica-
tion bias [10, 11, 24]. On the other hand, u is best
probed by galaxy clustering and redshift space distor-
tions [11, 25, 26|, since they are largely determined by
the Newtonian potential W.

A. wpg, ¥ and p in Horndeski gravity

A broad class of theories that includes the majority
of DE and MG models studied in the literature is that
of scalar-tensor theories with second order equations of
motion, known as Horndeski gravity [18-20]. Our aim is
to identify general trends and correlations in the evolu-
tion of the background and linear perturbations that are
common to broad ranges of models within the Horndeski
gravity class. For this purpose, we can use the unifying
effective field theory of DE (EFT) framework, in which
the action for the background and perturbations is given
by [27-31]

2
S :/ d4x\/—g{w2lOQ(T)R + A(1) = c(7) a*5g™°
m3H? m3H,
(1) =5+ (a%69°) — P(T)—5— % 0?59 5K
2

my )2 0 Tov a? 00
+(7) " (0K1) — 0Ky 0K — 09" 6R| + ...

+Sm gpr Xml, (4)

where m62 = 87G, and 6¢%°, §K*, §K and §R®) are,
respectively, the perturbations of the time-time compo-
nent of the metric, the extrinsic curvature and its trace,
and the three dimensional spatial Ricci scalar on the
constant-time hypersurfaces. The action (4) is written in
terms of the conformal time, 7, and in the unitary gauge,
in which the time coordinate is associated with hypersur-
faces of a uniform scalar field. The functions Q(7), A(7)
and ¢(7) affect the evolution of the background and per-
turbations, with only two of them being independent as
the third one can be derived using the Friedmann equa-
tions. The remaining functions, 71, v2 and <3, control
the evolution of perturbations. Finally, S;, is the action
of all matter fields, x,,, that are minimally coupled to
the metric g,

Given 2(a) and A(a), one can use the Friedmann equa-
tion to solve for the evolution of the Hubble parameter
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H = a~'da/dr. Namely, introducing y = H?, we have

140+ 2a ) -1 (1101200 1 a2 y
2 dlna

P,a? Ad?
2N o, 5
*( 2 +ma> ©®

where the prime indicates differentiation with respect to
the scale factor. Given the solution for H(a), the effective
DE EoS is defined via

PDE - —27‘.[ - Hz - Pmaz/mg
ppE  3H? — ppa?/m3 ’

(6)

where p,, and P,, are the combined energy density and
the pressure of all particle species, and the over-dot de-
notes a derivative with respect to the conformal time. A
more detailed description of the background solution is
given in [14].

To solve for the perturbations, in addition to £ and
A, one needs to specify 1, 72 and 3 multiplying the
second order terms in the action. From eq. (4), one can
work out the full set of linearly perturbed Einstein equa-
tions for scalar, vector and tensor modes. Functions {2
and ~3 affect both scalar and tensor perturbations. In
particular, whenever v3 # 0, the speed of gravity cp is
different from the speed of light, ¢ = 1, making it a key
phenomenological signature of Horndeski gravity. It has
become conventional to parameterize this difference as
ar = & — 1 [32], related to the EFT functions via

3

ar 1+Q+73° Q
Such deviations have been severely constrained by the re-
cent detection of the neutron star binary GW170817 and
its electromagnetic counterpart GRB170817A [33-35], al-
though one must keep two arguments in mind. Firstly,
GW170817 is at a distance of 40 Mpc, or z ~ 0.01, while
cosmological data comes from higher redshifts. So, tech-
nically, one can have y3 # 0 at z > 0.01. Secondly, as
pointed out in [36], the GW170817 measurement was per-
formed at energy scales that are close to the cut-off scale
at which EFT actions, such as (4), become invalid. As
explicitly shown in [36] for Horndeski theories, one can
have the speed of gravity differ from the speed of light
at energy scales relevant for cosmology, but get restored
to the speed of light at higher energies due to the terms
that dominate near the cutoff scale.

Our aim is to study dynamics of linear scalar perturba-
tions on sub-horizon scales, k > aH, targeted by Stage
IV surveys such as Euclid. As shown in [22], to study
the statistical properties of ¥ and p on these scales, it
is sufficient to work in the Quasi-Static Approximation
(QSA), where the time-derivatives of the metric and the
scalar field perturbations are neglected compared to their
spatial gradients. Then, one can write an algebraic set
of equations which can be solved to find the following
analytical expressions for ¥ and p [37, 38]:

_md 1+ M2a?/I?
W= M2 Fy 2 M2+ M2(1+ ag) 1?2

WDE =

(®)

Name EFT functions
GBD QA
HS Q, A, Y1, Y2
Hor QA 7,72, v (3=0ata=1)

TABLE 1. The classes of theories analyzed in this work along
with the relevant EFT functions.

m2 1+ fs/fi + M? [1+ (14 ap) '] a®/k?

E_
f3/2fiM2 + M?2(1 + ar)~ta2?/k?

- 2M2

Y (9)

where M, M,, f1, f3 and f5 are given in the appendix.
Note that, while v; does not enter explicitly in the quasi-
static expressions for ¥ and p, it still plays a role in
determining the stability of perturbations [39].

III. METHODOLOGY

In our analysis, we will scan the theory space of Horn-
deski gravity by considering several representative com-
binations of EFT functions Q(7), A(7), 71, 72 and ~s,
with their time dependence drawn from a general en-
semble. Specifically, we will consider three families of
scalar-tensor theories:

e Generalized Brans Dicke (GBD) models, i.e. the-
ories with a standard kinetic term for the scalar
field. Jordan Brans-Dicke [40] and f(R) [41] models
are representatives of this class. Within the EFT
framework, they require specifying two functions,
A and €.

e Hg: the subclass of theories in which the speed of
gravity is the same as the speed of light. The Hg
class includes GBD models, and allows for non-
canonical forms of the kinetic term for the scalar
field but without the higher derivative couplings.
Kinetic Gravity Braiding (KGB) [42] is an exam-
ple of such models. In the EFT language, it is
described by four functions: A, €, v; and vo. We
call this class of theories Hg because it contains all
Horndeski models in which the modifications with
respect to ACDM are solely in the scalar (hence
“S7) sector (up to the modification of the friction
term in the tensor equations from the non-minimal
coupling).

e Horndeski (Hor): refers to the entire class of scalar-
tensor theories with second order equations of mo-
tion [18]. It includes all terms in the action (4)
specified by functions: A, €, 71, 72 and ~3. In
Hor, the speed of gravity can be different from
the speed of light, but we only allow such devia-
tions at earlier epochs, requiring that v3 = 0 today
to satisfy the constraint coming from the recent
detection of gravitational waves from a neutron
star binary along with the electromagnetic coun-
terpart [34, 43, 44].



The above classes of theories, and the associated EFT
functions, are summarized in Table I.

In order to scan the theory space, we have adopted the
numerical framework developed in [14, 22]. It consists
of a Monte Carlo (MC) code which samples the space
of the EFT functions, building a statistically significant
ensemble of viable models. For each model, it computes
and stores the values of wpg, ¥ and p at densely spaced
values of redshifts.

To build the samples, we parametrize the EFT func-
tions using a Padé expansion of order [M, N], e.g.

a) — 27]:;1 oy, (a — CLO)n_1
f( ) 1"‘2%:1 ﬁm (a_ao)m .

We have progressively increased the truncation orders M
and N and found that the results stabilize beyond N =5
and M = 4. Hence, we set M and N at these values,
giving N+ M = 9 free parameters for each EF'T function.

In our MC method, all the coefficients of each function
change at each Monte Carlo step. This ensures that we
get numerical results that go through the whole param-
eter space homogeneously. We aim at having ensembles
of ~ 10* viable models for each of the classes of theories
discussed at the beginning of this section. We use expan-
sions around ag = 0 and ag = 1, to represent models that
are close to ACDM in the past (thawing) or at present
(freezing), respectively. Since the acceptance rate is dif-
ferent in each case, the desired sample size is not reached
after the same number of sampled models, leading to a
different respective statistical significance. We address
this by re-weighting the samples based on the respective
acceptance rate when processing the data.

The MC sampler varies the coefficients «,, and £, in
the range [—1,1]. We have investigated using broader
ranges, such as [—10, 10] and [—50, 50], and found that it
did not noticeably increase the ensemble of viable mod-
els. We attribute this to the fact that models with larger
departures from LCDM are less likely to satisfy the sta-
bility constraints described below. We also vary the rel-
evant cosmological parameters: the matter density frac-
tion ,,, € [0, 1], the DE density fraction Qpg € [0, 1] and
the Hubble parameter Hy € [20, 100] km/s/Mpc.

To compute the background evolution for a given
model, the sampler was interfaced with the Einstein-
Boltzmann solver EFTCAMB [45, 46], a publicly available
patch to the CAMB code [47]. Given the background so-
lution, the code applies the built-in EFTCAMB stability fil-
ters that check for ghost and gradient instabilities for
the scalar and the tensor mode perturbations [48]. In
addition to that, in certain cases, we impose very weak
observational and experimental priors on §2 and H, to ex-
clude models that are in gross disagreement with known
constraints, and require ap = 0 today. These conditions
are itemized as follows:

CL |Q(z*) — 1] < 0.1 at z* = 1100 and z* = 0,
to be broadly consistent with the Big Bang Nu-
cleosynthesis (BBN) and Cosmic Microwave Back-

(10)
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ground (CMB) bounds [49] and the fifth-force con-
straints [50-52];

C2. v3(2 = 0) = 0, which implies ar(z = 0) = 0, con-
sistent with the multi-messenger detection of the
binary neutron star merger event GW170817 and
GRB170817A [33-35];

C3. a weak gaussian prior on H(z) at redshifts corre-
sponding to the existing angular diameter distance
measurements from Baryon Acoustic Oscillations
(BAO). This prior is built by setting the mean to
the H(z) reconstructed from Planck2015 best fit
ACDM model [53] and taking the standard devi-
ation to be 30% of the mean value (see [22] for
further details);

C4. a very weak observational constraint coming from
supernovae (SN) luminosity distance measure-
ments [54], with a significantly inflated covariance
(by a factor of four) to avoid the biasing of our re-
sults by tensions between cosmological datasets. In
order to impose this condition, we make use of the
Monte Carlo Markov Chains sampler COSMOMC [55].
We do not impose this condition when computing
the covariances of wpg, % and u, since they are
meant to be purely theoretical priors.

After computing the cosmology, filtering out the mod-
els that are physically unviable, and imposing a given
set of conditions C1-C4 (depending on the scenario un-
der consideration), we compute the values of wpg(a),
Y(a,k) and p(a,k) using egs. (6), (8) and (9). We
test the sampler by computing ¥ and p at fixed scales
k € {0.01,0.085,0.15} A Mpc~!, not finding any signifi-
cant dependence on k. This is because the sampled mod-
els tend to have a mass scale M ~ H, and thus the mass
term has no effect on scales inside the horizon. In prin-
ciple, one could also find models where M > H, but
that would require a taylored sampling strategy, as this
class of models is of measure zero in our framework [22].
Models with M > H include f(R) and other chameleon
type theories, which can be tested directly using simpler
techniques. Our aim here is different: rather than con-
straining specific classes of theories, we want to derive
weak priors that would allow us to directly reconstruct
wpg, % and p from the data. Such reconstructions will
certainly allow for models with M > H.

We set k = 0.01 h Mpc~! for all the simulations, which
ensures that linear theory holds well and, the QSA is
valid [22]. We store wpg(a), X(a) and p(a) at 100 uni-
formly spaced values of a € [0.1,1], which corresponds
to z € [0,9] and build ensembles of their values based
on ~ 10* accepted models in each case. Given the en-
sembles, we compute the mean values and the covariance
matrices of the wpg(a), 3(a) and p(a) bins. The covari-
ance matrix is defined as

Nsamp

k=1



where .Z’Z(k) = 2" (2), #; is the mean value of z in the
i-th redshift bin, and & labels a member of the sample of
Ngamp models in the ensemble. The prior covariance ma-
trices, along with the mean values, can be used to build a
Gaussian prior probability distribution function that can
be used to reconstruct [12] functions wpg(a), ¥(a) and
p(a) from data, as was done for wpg(a) in [13, 15]. One
can also define the normalized correlation matrix as
Cy= U (12)
For practical applications, it can be useful to have ana-

lytical expressions for the continuous correlation function
defined as

C(a,a') = ([x(a) — Z(a)][z(a) — 2(a)]) . (13)

We will derive them by fitting representative functional
forms to (12).

IV. RESULTS

The aim of this work is to provide theoretical prior
distributions of bins of wpg(z), X(z) and p(z) that can
be used in their joint reconstruction from data. Gaussian
prior distributions can be build from the mean values and
covariances of the bins obtained using the MC method
described in the previous Section. As presented below, we
have derived them separately for the three representative
subclasses of Horndeski theories. The actual values of the
means and the exact shapes of the prior distributions are
not crucial in the Bayesian reconstruction method of [12].
The role of the prior is to gently guide the reconstruction
in regions of the parameter space poorly constrained by
data. For this reason, we also derive the approximate
analytical forms describing the correlation between the
bins that can be readily applied in practical applications
without a loss of accuracy.

A. The mean values of the wpg, X and p bins

The mean values of wpg(2), X(z) and u(z) bins, along
with the corresponding 68%, 95% and 99% confidence
level intervals, are shown in Fig. 1. They are obtained
while imposing all four conditions, C1, C2, C3 and C4,
of Sec. III.

We observe that the mean values of ¥ and p do not
change significantly with redshift, and that for Hg and
Hor models they always remain within ~ 1o range of
their ACDM values of 1. For GBD, the LCDM values
remain in the 20 range, with a clear trend towards val-
ues below 1. This is because, in GBD, the values of X
and p are largely determined by the prefactor m3 /M2 =
1/(14) multiplying them both. Given a uniformly sam-
pled €, this prefactor is likely to be < 1, because 1 +
must remain positive to guarantee the stability of the

background solution, hence values of 2 ~ —1 are often
rejected by the stability filters built into the sampler. We
note that, ultimately, the mean values should not play a
significant role in practical applications. The uncertain-
ties in the mean values are more relevant as they are
linked to the covariances between wpg, > and p bins.
Nevertheless, one does need some values to put in the
Gaussian prior, and it is interesting to see what one gets
from the ensembles.

In the case of wpg(z), the means are close to the
ACDM value of wpg = —1 at lower redshifts, where the
SN data plays a role. At higher redshifts, wpg(z) tends
to approach zero because of the tendency of the effective
DE fluid to track the dominant density component [14].

B. The covariance of wpg, ¥ and u

As mentioned earlier, the main goal of this work is
to compute the covariance of the wpgr(z), ¥(z) and
w1(z) bins, so that it can be used as a theoretical prior
in practical applications of the Bayesian reconstruc-
tion method [12]. The covariances are computed using
eq. (11), while applying the conditions C1, C2, and C3
of Sec. ITI. We do not include C4, as one should try not
to use information from data in deriving the theoretical
prior used in the Bayesian reconstruction. The covari-
ances for each representative class of models are shown
in Figs. 5, 6 and 7 of the Appendix. While it is the covari-
ances that are used in reconstructions, for the purpose of
interpreting our results it is more informative to consider
the correlation matrices computed using eq. (12). They
are shown in Figs. 2, 3 and 4 for the GBD, Hg and Hor
models, respectively. For each model, we display the cor-
relations between the bins of the same function as well
as the cross-correlations between different functions.

Comparing Figs. 2 and 3, one can clearly see that the
correlation between ¥ and p and between X/ and wpg, is
less pronounced in Hg, compared to the GBD case. This
is due to the fact that more EFT functions participate in
Hg. This trend continues only in part when one compares
Hg and Hor in Figs. 3 and 4. Namely, the correlation ¥/
and wpg decreases, as expected, since Hor involves an
additional EFT functions, v3. However, ¥ and p are more
correlated in Hor than they are in Hg. This is because 73
(equivalently a7 ) plays an important role in the stability
constraints while being constrained by the condition C2,
i.e. v3(z = 0) = 0. The net effect of co-varying it with the
other functions is to increase the level of correlation. To
check this last point, we ran the same sampling imposing
neither stability nor C2 and found that the correlation
between X and p decreases as expected when 73 is co-
varied.

We note that, generally, the correlation between ¥ and
w is always significant, as also discussed in [22, 38]. This
implies that, when constraining them within the frame-
work of scalar-tensor theories, it does not make sense to
fit these two functions to data independently. On the
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simulations with conditions C1, C2, C3 and C4 from Sec. III imposed.
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FIG. 2. Correlation matrices for the GBD class of models
with conditions C1, C2 and C3 from Sec. III imposed.

contrary, the cross correlation between ¥ and pu and wpg
changes visibly for different classes of models. It is strong
(up to 60%) in the GBD case: the two non-zero EFT
functions, 2 and A, participate in the evolution of both
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FIG. 3. Correlation matrices for the Hg class of models with
conditions C1, C2 and C3 from Sec. III imposed.

the background and linear perturbations. For Hg and
Hor, in which the second order EFT functions -; affect
only the perturbations, this cross-correlation decreases.
It is weak but still visible for Hg, and completely van-
ishes in for Hor.
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FIG. 4. Correlation matrices for the Hor class of models with
conditions C1, C2 and C3 from Sec. III imposed.

C. Analytical forms of correlation functions

In order to better interpret the numerically found cor-
relation matrices, we fit them with simple analytical ex-
pressions. In addition to providing insight into the time
scaling of the correlations, they give a readily usable
recipe for building correlation priors for practical applica-
tions [13, 15, 16] when the numerically found covariances
may not be available.

Following the procedures of [14] we use the generalized
CPZ parametrization [7] given by

_
Lt (lz =y /)"

as well as other functional forms used in [14] that, as
we found, did not provide a better fit. We let the time
coordinate, x and y, be either the scale factor or Ina.
We select the best fit analytical form for the correlation
by varying the exponent n and the correlation length &
and minimizing the 2. The CPZ form (14), which hap-
pens to capture the features of our numerically found
correlation matrices quite well, was designed to act as a
low-pass Wiener filter. Namely, it assumes no prior cor-
relation on widely separated time scales (Jz — y| > &),
allowing any slow, low-frequency, variations of the func-
tions to pass through unbiased. On shorted time scales
(|lx —y| < &), however, any high-frequency variations will
be suppressed, as the prior implies strong correlations
between the neighbouring bins.

In the application of the correlation priors, the most
important feature is their behaviour around the peak of
the prior distribution. For this reason, for correlations
of ¥ and u, we do not attempt to model the tails, and
only fit the correlation C in the range [z, — Az, z, + Az],
where z,, corresponds to the peak of the correlation at

Clz,y) = (14)

each value of y and Az was chosen to be Aa = 0.2. We
do not fit the cross-correlations between different func-
tions. In the case of ¥ and u, it is clear from Figs. 2, 3
and 4 that their cross-correlations will have roughly the
same functional form as the correlations. On the other
hand, the cross-correlation between wpg and ¥/ is only
relatively strong for GBD and can probably be ignored
in practical applications when the numerically found co-
variances (shown in the Appendix B) are not available.

The best fit functional forms of the correlations are
shown in Table II. We notice that the time scaling for
3 and p correlations is in terms of a, while the correla-
tions for wpg scale with Ina. This difference in scaling
can be explained by observing that our sampling of the
EFT functions is more or less uniform in a. The cor-
relations of ¥ and p retain the uniformity in a because
they directly depend on the EFT functions. In the case
of wpg, however, the non-minimal coupling of the scalar
field leads to a tracking behaviour of the effective DE
fluid, with its evolution dependent on the matter density
pm o< a3, With the effective DE scaling as a power law
of a, the correlations of its equation of state scale with
Ina. This scaling was also observed in [14], where it was
also shown that for the minimally coupled scalar field,
i.e. the quintessence, the correlations scale as a, consis-
tent with the above explanation.

In the case of wpg correlations, the CPZ parameters
¢ and n are approximately the same in the three classes
of models, at £ =~ 0.3 and n ~ 3. This is because the
sampling of the background evolution depends mostly
on the EFT functions € and A in all three cases, and
only indirectly depends on the ~y; through the effect of
stability conditions on model selection.

For ¥ and p correlations, there is a clear trend for
correlations to become shorter range as one goes from
GBD to Hg and Hor. The correlation length is £ = 0.65
for GBD, but ¢ ~ 0.3 for Hg and Hor. There is also
a small change in the exponent from n ~ 2.2 to n =~
1.7. The fact that the best fit forms of the correlation
functions for Hg and Hor are so similar suggests that the
minor visible differences between Figs. 3 and 4 concern
mostly the tails of the correlation matrix, whereas our
fits were performed near the peaks.

V. SUMMARY

We have derived joint theoretical priors for the effec-
tive DE equation of state wpg and the phenomenological
functions ¥ and g within the Horndeski class of scalar-
tensor theories, which includes all models with a single
scalar field that have second order equations of motion in
four dimensions. In order to do so, we worked within the
unifying EFT framework and generated large ensembles
of statistically independent models using Monte Carlo
methods.

In our analysis, we separately considered the sub-class
of GBD models, corresponding to theories with a stan-



The best fit forms describing the correlations

i

by WDE

-1

GBD (1 + (|dal /0.65)**?)
Hs  (1+(dal /0.32)"7%) "
Hor  (1+ (dal /0.31) ™)~

(1+ (|6al /0.7)242)11
(1+ (|dal /0.35)"°7) )
(1+ (|9al /0.38)"7) "

(1+ (|5Inal /0.29)*) "
(1+(|6Inal /0.3)29):
(1+ (|61nal /0.3)**)

TABLE II. The best fit analytical expressions of correlations of u, ¥ and wpg for the three classes of models. For 3 and p, the
correlations depend on |a — a'|, while for wpg they scale with |Ina — Ina’|, for the reasons explained in Sec. IV C.

dard kinetic term for the scalar field and a possible non-
minimal coupling. We also considered the sub-class of
Horndeski models with the speed of gravity equal to the
speed of light at all times, which we dubbed Hg. Finally,
we considered the class of Horndeski theories in which the
speed of gravity is equal to the speed of light today, but
not necessarily at higher redshifts, as indicated by the re-
cent measurements of the GW from binary neutron star
and its electromagnetic counterpart [33-35].

Our priors are stored in the form of joint covariance
matrices for binned wpg, ¥ and u. These matrices can
be projected onto priors on parameters of any specific
parametrization of these functions.

We spotted some notable differences in both the mean
values and the covariances of wpg, ¥ and p between
the different classes of models depending on which con-
straints are imposed. For instance, we found that restric-
tions on the variation of the conformal coupling 2 (condi-
tion C1 of Sec. III) directly impact the mean values of ¥
and p, and less directly the shape of wpg. Furthermore,
we found that C1, as well as the constraints on the speed
of gravity (C2), have a bigger impact than the physical
viability conditions built in EFTCAMB.

We have identified simple analytical forms for the cor-
relation functions, describing the correlations of wpg,
> and p at different redshifts, by fitting the CPZ
parametrization (14) to our numerical results. We no-
ticed that in all the classes of models that we considered,
the correlations of ¥ and p scale with |a — a’|, while for
wpg they scale with |lna —1Ina’|. These analytical forms
can be useful in practical applications of the Bayesian
reconstruction method [12].

The prior covariances derived in this work can be used
to perform a joint non-parametric reconstruction of wpg,
3 and p from data similarly to the case done for wpg
in [13, 15]. Introducing such joint correlation priors in
the analysis will be essential in order to get significant
constraints on the time evolution of the phenomenologi-
cal functions within the context of scalar-tensor theories,
while avoiding biasing the results by assuming specific
functional forms. Such unbiased reconstructions would
either constrain ACDM further, or perhaps point us to-
wards an alternative theory of gravity.

ACKNOWLEDGMENTS

AS and SP acknowledge support from the NWO and
the Dutch Ministry of Education, Culture and Science
(OCW), and also from the D-ITP consortium, a pro-
gram of the NWO that is funded by the OCW. MR is
supported by U.S. Dept. of Energy contract DE-FG02-
13ER41958. The work of KK has received funding from
the STFC grant ST/N000668/1, as well as the European
Research Council (ERC) under the European Union’s
Horizon 2020 research and innovation programme (grant
agreement 646702 “CosTesGrav”). LP is supported by
the Natural Sciences and Engineering Research Council
(NSERC) of Canada.

Appendix A: Supplementary equations

Under the QSA, functions defining the analytical ex-
pressions for ¥ and g have the form [30]

M?* =C,/f1
M2 = miQ + M3
fi=Cs—C1B3

f3 = A1(B3Cy — B1C3) + Ax(B1C1 — Cs)
Js = B3Cy — B1C3
where
Ay = 2(mEQ + M3)
Ay = —m2Q — M}

mgQ + M3
Bi= -t g

m3Q + (H + 9,) M3
By =- m2Q

C1 = m2Q + (H + 0,) M2
1 . _

1 _ : _
C3=c— §(H + 0)M} + (H* + H + HOy) My

2 . . i .
C, = %QR(O) — 3cH + g(SHH-i—Hat +H)Mf
+ 3H?M?2 (A2)

and where we have used the dimensionful EFT functions
and a dot indicates derivation w.r.t conformal time.



Appendix B: Covariance matrices
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FIG. 5. Covariance matrices for the GBD class of models with
conditions C1, C2 and C3 from Sec. III imposed.

0.1 e e —

L]

ra)

(FE]

[1X/

Efnj

N

b1 03 a5 0F 64 03 05 A7 ad
mju) T{a)

-

wrag(a)

03 0% 0y 09

s (a)

FIG. 6. Covariance matrices for the Hg class of models with
conditions C1, C2 and C3 from Sec. III imposed.

In practical applications of the Bayesian reconstruction
method [12], one needs theoretical priors in the form of
joint covariances of wpg(a), 3(a) and p(a). These are
shown in Figs. 5, 6 and 7 for the three classes of models
considered in this paper. They are obtained while apply-
ing the conditions C1, C2, and C3 of Sec. III, and do not
include C4, as the theoretical prior is not meant to be
based on information from the data.

One can see that the prior variance in wpg(a) is smaller
at higher redshifts and becomes larger towards a = 1.
This is because at higher redshifts, the effective DE tends
to track the matter density, hence its equation of state
is quite robustly close to zero. On the other hand, at
lower redshifts, the effective DE fluid can develop its own
independent dynamics as the matter density subsides,
and there is more variation of possible wpg(a) histories
within the ensemble.

The variances of ¥ and p do not show a strong depen-
dence on redshift, which is a reflection of the approxi-
mately uniform sampling of the EFT functions in a. The
variances increase as one goes from GBD to Hg to Hor,
as expected, since the latter have a larger number of var-
ied EFT functions that results in a larger scatter of X
and p values.
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FIG. 7. Covariance matrices for the Hor class of models with
conditions C1, C2 and C3 from Sec. III imposed.
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