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The results on ultra-high-energy cosmic rays (UHECR) mass composition obtained with the
Telescope Array surface detector are presented. The analysis employs the boosted decision tree
(BDT) multivariate analysis built upon 14 observables related to both the properties of the shower
front and the lateral distribution function. The multivariate classifier is trained with Monte-Carlo
sets of events induced by the primary protons and iron. An average atomic mass of UHECR is
presented for energies 1018.0 − 1020.0 eV. The average atomic mass of primary particles shows no
significant energy dependence and corresponds to 〈lnA〉 = 2.0± 0.1(stat.)± 0.44(syst.). The result
is compared to the mass composition obtained by the Telescope Array with Xmax technique along
with the results of other experiments. Possible systematic errors of the method are discussed.
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I. INTRODUCTION

The Telescope Array (TA) experiment is the largest
ultra-high-energy (UHE) cosmic-ray experiment in the
Northern hemisphere, located near Delta, Utah, USA
[1]. TA is designed to register the extensive air show-
ers (EAS) caused by the UHE cosmic rays entering the
atmosphere. The experiment operates in hybrid mode
and performs simultaneous measurements of the particle
density and timing at the ground level with the surface
detector array (SD) [2] and the fluorescence light with 38
fluorescence telescopes grouped into three fluorescence
detector stations [3]. The SD is an array of 507 plastic
scintillator detectors arranged on a square grid with 1.2
km spacing covering an area of approximately 700 km2.
Each detector is composed of two layers of 1.2 cm thick
extruded scintillator of the 3 m2 effective area.

There is a continuous progress of the experimental
techniques, which started since the discovery of the cos-
mic rays more than a century ago. Recently, the results
of three independent experiments confirmed the cut-off
in the highest energy part [4–6] of the cosmic ray energy
spectrum. The latter was predicted in 1966 by Greisen,
Zatsepin and Kuzmin [7, 8]. Still, the origin of the UHE
cosmic rays remains unidentified. The mass composi-
tion of the UHE cosmic rays at Earth is one of the mea-
surable quantities directly connected to the cosmic-ray
acceleration mechanism in the source and source popu-
lation as well as it is related to the propagation of the
UHECR. Moreover, the mass composition is the main
source of uncertainty in the expected cosmogenic pho-
ton and neutrino fluxes [9, 10]. In the wider scope, one
needs the mass composition for precision tests of the
Lorentz-invariance [11] and to ensure the safety of the
future 100 TeV colliders. The latter is based on the con-
straints on the black hole production derived from the
stability of dense astrophysical objects, such as white
dwarfs and neutron stars, which interact with the cos-
mic rays. Black hole production rate depends on the the
energy per nucleon and thus on the mass composition of
the UHECR [12].

The most established method for the UHECR com-
position analysis is based on the measurements of the
longitudinal shape of the EAS with the fluorescence tele-
scope. This method uses the depth of the shower max-

imum Xmax as a composition-sensitive observable [13].
There are UHE composition results available based on
Xmax measured by the three experiments: HiRes, Pierre
Auger Observatory and Telescope Array [14–16]. The
two latter results are compatible within the systematic
errors in Xmax measurement which are of the order of
10− 20 g/cm2 in the energy range up to 1019 eV [17].

This Paper is dedicated to an alternative approach to
measure the mass composition. The method uses solely
the data of the surface detector which has an undoubted
advantage of the longer than 95% duty cycle [2]. Still,
there is no single observable known that has a comparable
to Xmax sensitivity to the mass composition, although
measurements based on the risetime [18, 19] have come
close. In this Paper we use the multivariate boosted deci-
sion tree (BDT) [20, 21] technique based on a number of
composition-sensitive variables obtained during the re-
construction of the SD events. The BDT method has
proved itself reliable with a number of successful ap-
plications for the astroparticle physics experiments, see
e.g. [22–24].

The general scheme of the analysis is the follow-
ing. The proton-induced and iron-induced Monte-Carlo
events are simulated using the real-time calibration of
the Telescope Array. The Monte-Carlo events are stored
in the same format as the SD data and are split into
three parts used in the following stages. First, a BDT
classifier is trained using the first part of the proton-
induced Monte-Carlo (MC) events as a background and
iron-induced events as signal. Second, the distribution of
the classifier output ξ for data is compared to the sec-
ond part of the proton and iron-induced MC events. The
comparison results in the average atomic mass 〈lnA〉 of
the primary particle as a function of energy. Finally, the
third part of the MC is used to estimate the bias of the
method and to introduce a correction to 〈lnA〉 in order
to compensate it.

The Paper is organized as follows: in the Section II
data and Monte-Carlo sets are described. Section III is
dedicated to multivariate analysis method and its imple-
mentation to mass determination. Finally, results and
discussion of the systematic uncertainties are provided
in Section IV.
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II. DATA SET AND SIMULATIONS

A. Surface detector data

The data of the 9 years of the Telescope Array sur-
face detector operation from May 11, 2008 to May 10,
2017 are used in this Paper. Each event is a set of the
time-dependent signals (waveforms) from both upper and
lower layers of each triggered station. The waveforms are
recorded by the 12-bit flash analog-to-digital converters
(FADC) with the 50 MHz sampling rate and are con-
verted to MIPs [2] at the calibration stage. The station
is marked as saturated at this stage if the saturation ef-
fects are significant. In the case of saturated detectors
only the signal incidence time is used in the analysis.

B. Event reconstruction and cuts

Surface detector array event reconstruction is done in
two steps [6]. At the first step, event geometry is re-
constructed using the time of the arrival of the shower
front particles measured by the triggered (> 0.3 MIP)
counters. Shower front is approximated with empirical
functions proposed by Linsley [25] and later modified in
AGASA experiment [26]. Secondly, pulse heights in the
counters together with the event geometry information
are used for determining the normalization of the shower
lateral distribution profile S800 [27].

In order to determine the Linsley front curvature pa-
rameter an additional joint fit of shower front and lateral
distribution function (LDF) is performed with 7 free pa-
rameters: xcore, ycore, θ, φ, S800, t0, a [28]:

t0 (r) = t0 + tplane+a× (1 + r/RL)
1.5
LDF (r)

−0.5
, (1)

S (r) = S800 × LDF (r) , (2)

LDF (r) = f (r) /f (800 m) , (3)

f (r) =

(
r

Rm

)−1.2(
1 +

r

Rm

)−(η−1.2)(
1 +

r2

R2
1

)−0.6

,

(4)

Rm = 90.0 m, R1 = 1000 m, RL = 30 m,

η = 3.97− 1.79 (sec (θ)− 1) ,

r =

√
(xcore − x)

2
+ (ycore − y)

2
,

where xcore, ycore, x and y are obtained from the pre-
defined coordinate system of the array centered at the
Central Laser Facility (CLF) [29], tplane is the delay of

the shower plane and a is the Linsley front curvature
parameter. Including the Linsley front curvature, 14
composition-sensitive parameters are estimated for each
event, see Appendix A for details.

The parameters may be qualitatively split into three
groups. The first group of parameters is related to the
LDF which is known to be sensitive to Xmax. These are
the Sb for b = 3 and b = 4.5 [30], the sum of the signals of
all the detectors of the event, the number of the detectors
hit and χ2/d.o.f. of the LDF fit.

The second group is related to the shower front which
is in turn sensitive to both Xmax and the muon content of
the shower. The Linsley curvature parameter designates
the shower front curvature, while the area-over-peak of
the signal, its slope and the number of detectors excluded
from the fit correlate with the shower front width.

The latter group indicates the muon content of the
shower. Muons cause the single peaks in FADC traces
as they propagate rectilinearly and have small dispersion
of arrival time. Moreover, muons induce identical sig-
nals in the upper and in the lower layers of the detector.
Hence, the total number of peaks within all FADC traces,
number of peaks in the detector with the largest signal,
number of peaks present in the upper layer and not in
the lower and vice versa, and also the asymmetry of the
signal at the upper and at the lower layers of the detector
are affected by the muonic component of the shower.

The following cuts are used to ensure the quality of
reconstruction:

1. event includes 7 or more triggered stations;

2. zenith angle is below 45◦;

3. reconstructed core position inside the array with
the distance of at least 1200 m from the edge of the
array;

4. χ2/d.o.f. doesn’t exceed 4 for both the geometry
and the LDF fits;

5. χ2/d.o.f. doesn’t exceed 5 for the joint geometry
and LDF fit.

6. an arrival direction is reconstructed with accuracy
less than 5◦;

7. fractional uncertainty of the S800 is less than 25 %.

The same cuts are applied to both the data and the
Monte-Carlo sets. The cuts listed above are tighter com-
pared to the standard analysis cuts [6] due to the ad-
ditional requirement of the curvature parameter recon-
struction quality. Namely, 7 triggered stations is required
instead of 5 and additional χ2 condition for the joint fit
is included [28].

After the cuts, the SD data set contains 18068 events
with energy greater than 1018 eV and less than 1020 eV.

BDT parameters distribution histograms for energy
bin log10E = 18.8 − 19.0 are denoted in Fig. 1, pro-
ton MC is shown with red lines, iron MC is shown with
blue lines and black dots represent the data.
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Let us discuss a contribution of individual parameters
to overall BDT result. The TMVA package provides a
relative importance value for each variable. The im-
portance values are somewhat different in each energy
range. Typically, the most discriminating variables are
shower front curvature, χ2 and energy with importance
about 8%. The least discriminative variables are number
of detectors hit and number of detectors excluded from
geometry fit with importance about 3% and 1% corre-
spondingly. The remaining 11 parameters have impor-
tance value between 5% and 7%.

C. Simulations

For the Monte-Carlo simulations, CORSIKA software
package [31] is used along with the QGSJETII-03 model
for high-energy hadronic interactions [32], FLUKA [33,
34] for low energy hadronic interaction and EGS4 [35] for
electromagnetic processes.

Due to the large number of particles born in an ex-
tensive air shower, modern computer resources available
make it impractical to track every single one in a simu-
lation. Instead, a thinning procedure was proposed [36].
Within thinning, all particles with energies greater than
a certain fraction of the primary energy εth are followed
in detail, but below the threshold only one particle out
of the secondaries produced in a certain interaction is
randomly selected. This effective particle is assigned a
weight to ensure energy conservation. The thinning level
of εth = 10−6 with an additional weight limitation ac-
cording to [37] is used for simulations. The thinning al-
lows to achieve CPU-time efficiency, but at the same time
introduces artificial statistical fluctuations [38]. The de-
thinning procedure is developed and implemented [39] in
order to restore the statistical properties of the shower.
The detector response is simulated by the GEANT4
package [40]. Real-time array status and detector cali-
bration information for 9 years of observations are used
for each simulated event [41]. Two separate Monte-Carlo
sets, for proton and iron primaries, are simulated and
stored in the same data format as the SD data. In the
energy range 1017.5 − 1020.5 eV a set of 9800 CORSIKA
showers was created. Using these showers, 200 million
events were thrown on the detector for each MC set. The
procedure of the Monte-Carlo set production for the Tele-
scope Array is described in details in [42].

For each of the fourteen variables, its data and MC
distributions were verified to be in the reasonable agree-
ment. Within errors, all distributions of variables of data
events lie between the proton and iron distributions.

III. METHOD

A. BDT classifier

A number of composition-sensitive observables may be
extracted from the data, and therefore one may benefit
from using the multivariate analysis techniques. In this
Paper, Boosted Decision Trees (BDT) technique is imple-
mented, available as a part of the ROOT Toolkit for Mul-
tivariate Data Analysis (TMVA) package [43]. The adap-
tive boosting (AdaBoost) algorithm is employed [21, 44]
with the number of trees NTrees=1000.

The proton and iron Monte-Carlo sets are split into 3
parts with equal statistics. The first part is used to build
and train the BDT classifier based on 16 variables, in-
cluding zenith angle, energy and 14 composition-sensitive
parameters listed in Appendix A. Proton-induced MC
showers are used as a background and iron-induced ones
as a signal events. A separate classifier is constructed for
each energy bin with the width of log10E = 0.2: last two
bins were merged together due to low number of data
events. The classifier is applied to the data set as well as
to the two remaining parts of the Monte-Carlo sets.

The result of the BDT classifier is a single value ξ
for each data and Monte-Carlo event. ξ resides in the
range ξ ∈ [−1; 1], where ξ = 1 is a pure signal event ,
ξ = −1 – pure background event. The variable ξ is used
in the following one-dimensional analysis. Figure 2 shows
ξ parameter distribution histograms for all the energy
bins, proton MC is shown with red lines, iron MC is
shown with blue lines and black dots represent the data.

B. Estimation of an average atomic mass

Following the two-component approximation, the
binned template fitting procedure is applied to p, Fe and
data ξ distributions separately in each energy bin. The
implemented method is TFractionFitter ROOT pack-
age [45, 46]. The second part of the Monte-Carlo is used
in this step to obtain the fraction of proton and iron in
the data, εp and εFe = 1− εp, respectively.

The first estimate of an average atomic mass is based
on the derived fraction of protons εp:

〈lnA〉(1) = εp × ln (Mp) + (1− εp)× ln (MFe) , (5)

where Mp = 1.0 and MFe = 56.0 are average atomic
masses of proton and iron nuclei.

We note that the number of proton and iron-induced
simulated showers is the same, while the trigger and
reconstruction efficiency differ. The proton fraction εp
is defined as the fraction of proton simulated events in
the mixture which corresponds to the hypothesis that
〈lnA〉(1) is the average atomic mass of the particles ar-
riving to the atmosphere. It is assumed that the detector
efficiency affects the statistics of the proton and iron MC
showers in the same way it affects the proton and iron-
induced events in the data.
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FIG. 1. Distributions of BDT parameters for energy bin log10E = 18.8− 19.0. Proton MC is shown with red lines, iron MC is
shown with blue lines and black dots represent the data.

C. Bias correction

One may go further and build the bias correction pro-
cedure based on the Fig. 3. Assuming that the cosmic
ray flux is composed of particles of single type in each
energy bin, it is possible to construct the quadratic poly-

nomial function lnAtrue (〈lnA〉) based on 〈lnA〉 obtained
for four MC sets, for which the lnA values are known.

In the Figure 4 uncorrected 〈lnA〉(1) and
〈lnA〉non−linear obtained with non-linear bias cor-
rections are shown in comparison.
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FIG. 2. ξ parameter distribution for different energy bins. Proton MC is shown with red lines, iron MC is shown with blue
lines and black dots represent the data.

IV. RESULTS AND DISCUSSION

A. Estimation of the systematic error

The non-linear correction applied for the method is
based on the assumption that the obtained composition

is monotype. Thus the main source for the systematic
error of the method is the inability to distinguish the
mixture of a given elements and the single-type-particle
composition.
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the statistical uncertainty of the method.
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of the corresponding color. Numbers represent the number of
data events in the corresponding energy bin.

To derive the systematic uncertainty, in each energy
bin 100 mixtures of p, He, N and Fe Monte-Carlo
sets were created, among which 50 mixtures are ran-
dom monotype, 25 are random two-component and 25
are random four-component. Its 〈lnA〉 values were esti-
mated with the use of TFractionFitter template fitting
method and non-linear bias corrections applied and com-
pared with the “true” values calculated from the known
fractions. Mean systematic error is estimated as:

δ lnAsyst. = 0.44 (6)
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each 〈lnA〉 point represent the statistical bias of the method.
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FIG. 6. Hadronic model dependency error of the method as a
function of energy, based on a comparison with QGSJETII-04
hadronic interaction model.

B. Hadronic models dependency

Composition results, both derived from surface detec-
tors and in a hybrid mode, have a strong dependence on
hadronic models used during Monte-Carlo simulations.
Besides the one used in the above analysis, QGSJETII-
04 [47], an improvement of QGSJETII-03 model, EPOS-
LHC [48] and SYBILL [49] models are also widely used.

All of the hadronic interaction models are based on the
collider data and extrapolated to the UHECR energies.
The analysis by the Pierre Auger Observatory has shown
the inconsistency between muon signal predicted by sim-
ulations and data [50]. The same conclusions were also
made based on the Telescope Array SD data [51]. This
discrepancy may be the source of additional systematic
bias which may affect the observables used for the com-
position study.
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We study the systematic error introduced by the lim-
ited knowledge of the hadronic interaction models based
on the comparison of the two models: QGSJETII-03
and QGSJETII-04 [47]. For the latter, an additional
proton Monte-Carlo set with the use of QGSJETII-04
model is simulated. The set is subjected to the same
multivariate analysis procedure trained with the origi-
nal QGSJETII-03 Monte-Carlo. The result is shown in
the Fig. 5, while the hadronic model uncertainty as a
function of energy is shown in Fig. 6. The uncertainty
from hadronic interaction models is minimal at 1018.5 eV
with δ lnAhadr. = 0.23 and maximal at 1019.75 eV with
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HiRes stereo results [14] and with the Yakutsk ρµ results [53];
statistical error is shown with error bars, systematic error is
shown with brackets.

δ lnAhadr. = 0.74.

C. Composition

Mean logarithm of atomic mass as a function of en-
ergy without bias corrections and with the linear correc-
tions applied is shown in Fig. 4. Within the errors, the
average atomic mass of primary particles shows no sig-
nificant energy dependence and corresponds to 〈lnA〉 =
2.0± 0.1(stat.)± 0.44(syst.).

TA SD composition results in comparison with TA hy-
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brid results are shown in Fig. 7. Comparisons with Pierre
Auger Observatory SD Xµ

MAX based on muon density
and muon arrival times and azimuthal risetime asym-
metry, HiRes stereo Xmax and Yakutsk muon detector
results are shown in Fig. 8 and 9, respectively. We men-
tion that while there exist composition results based on
the Pierre Auger Observatory hybrid observations [54],
we focus only on the comparison with the correspond-
ing surface detector results. The obtained composition
is qualitatively consistent with the TA hybrid and the
Pierre Auger Observatory results, while all the points
lie higher than the pure proton composition observed by
HiRes and Yakutsk.
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APPENDIX A: COMPOSITION-SENSITIVE
VARIABLES

In this work, a set of fourteen composition-sensitive
variables is used:

1. Linsley front curvature parameter, as described in
section II B.

2–3. Area-over-peak (AoP) of the signal at 1200 m and
AoP slope parameter [55]:

Given a time resolved signal from a surface station,
one may calculate its peak value and area, which
are both well-measured and not much affected by
fluctuations.

AoP (r) is fitted with a linear fit:

AoP (r) = α− β (r/r0 − 1.0) ,

where r0 = 1200 m, α is AoP (r) value at 1200 m
and β is its slope parameter.

4. Number of detectors hit.

5. Number of detectors excluded from the fit of the
shower front by the reconstruction procedure [56].

6. χ2/d.o.f. of the joint geometry and LDF fit.

7–8. Sb parameter for b = 3 and b = 4.5 [30]. The
definition of the parameter is the following:

Sb =

N∑
i=1

[
Si ×

(
ri
r0

)b]
,

where Si is the signal of i-th detector, ri is the dis-
tance from the shower core to this station in meters
and r0 = 1200 m – reference distance. The value
b = 3 and b = 4.5 are used as they provide the best
separation.

9. The sum of the signals of all the detectors of the
event.

10. Asymmetry of the signal at the upper and lower
layers of detectors.

11. Total number of peaks within all FADC (flash
analog-to-digital converter) traces.

This value is summed over both upper and lower
layers of all stations of the event. To suppress acci-
dental peaks resulting from FADC noise, the peak
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is defined as a time bin with a signal exceeding 0.2
vertical equivalent muons (VEM) with the value
higher than signals of the 3 preceding and 3 conse-
quent time bins.

12. Number of peaks for the detector with the largest

signal.

13. Number of peaks present in the upper layer and not
in the lower.

14. Number of peaks present in the lower layer and not
in the upper.
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