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With a decade of γ-ray data from the Fermi-LAT telescope, we can now hope to answer how well
we understand the local Universe at γ-ray frequencies. On the other hand, with γ-ray data alone it is
not possible to directly access the distance of the emission and to point out the origin of unresolved
sources. This obstacle can be overcome by cross-correlating the γ-ray data with catalogs of objects
with well-determined redshifts and positions. In this work, we cross-correlate Fermi-LAT skymaps
with the 2MPZ catalog to study the local z < 0.2 γ-ray Universe, where about 10% of the total
unresolved γ-ray background is produced. We find the signal to be dominated by AGN emissions,
while star forming galaxies provide a subdominant contribution. Possible hints for a particle DM
signal are discussed.
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I. INTRODUCTION

The extragalactic γ-ray background (EGB) is defined
as the the γ-ray emission remaining after the subtrac-
tion of all Galactic sources from the γ-ray sky. It should
be sourced by various classes of extragalactic γ-ray emit-
ters, including the common star-forming galaxies, Ac-
tive Galactic Nuclei such as blazars, and cascades of
high-energy particle propagation (for a recent review, see
Ref. [1]). Exotic sources, such as dark matter annihila-
tion or decay, can also contribute to this signal. In the
era of the Fermi-LAT satellite, much has been revealed
about the origins of the EGB. Some ∼3,000 extragalactic
γ-ray sources, dominantly blazars, have been resolved [2],
which explain up to half of the EGB [3], and the number
will almost double with the upcoming FL8Y point source
catalog. Removing these extragalactic point sources from
the EGB leaves a residual, the so-called unresolved (or
isotropic) γ-ray background (UGRB) [4], whose origins
remain debated and is the focus of this analysis.

The large numbers of EGB point sources detected have
enabled increasingly sophisticated predictions for their
contributions to the UGRB [5–9]. Often, these utilize
extrapolations of multi-wavelength observations to pre-
dict the source behaviors in the faint unresolved end. In
parallel, a number of new and complementary techniques
have been developed to study the UGRB in a more di-
rect way. These uniquely exploit the sub-threshold infor-
mation in the spatial distribution of γ-ray photons, and
include the techniques of anisotropy [10–18], pixel statis-
tics [19–24], and spatial cross-correlation with tracers of
large-scale structure [25–42].

Galaxies provide abundant opportunities that allow
powerful probes of the local large-scale structure of the
Universe. In recent works, Fermi-LAT data were cross-
correlated with a variety of galaxy catalogs, including
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the SDSS-DR6 quasars, SDSS-DR8 main galaxies, SDSS-
DR8 luminous red galaxies, SDSS-DR12 photo-z galax-
ies, NVSS radiogalaxies, WI×SC galaxies, the 2MASS
galaxies, and the 2MPZ subsample of 2MASS galaxies.
Positive correlations (at the level of 3–5σ) were detected
on angular scales of . 1◦ with all but the luminous red
galaxy catalogs [32–35], providing valuable information
on the sources behind the UGRB and constraints on dark
matter contributions. Tomographic analyses, whereby
depth (redshift) information is also utilized in unravel-
ing the sources of the correlation signals [31], have been
successful in increasing the significance of the measured
correlations with some galaxy catalogs to ∼ 10σ [40].

In this work, we perform new analyses of the cross-
correlation that focus on disentangling the astrophysical
and exotic contributions to the UGRB at low redshift.
Galaxy observables, e.g., in the B- and K-bands, pro-
vide proxies for the amount of astrophysical activity and
dark matter, respectively. Thus they can be used to
predict astrophysical background and dark matter sig-
nal strengths. In order to capture this information, we
exploit the plethora of multi-wavelength data available
on galaxies and perform new position cross-correlation
analyses using galaxies divided into multiple quadrants
of astrophysical and dark matter signal expectations.
We work with the 2MASS Photometric Redshift cata-
log (2MPZ), which consists of cross-matching 2MASS
XSC, WISE and SuperCOSMOS all-sky samples, which
provide multi-wavelength data in 8 wavelengths (B, R,
I, J, H, Ks, W1, W2) for over a million galaxies with
distribution peaked at z = 0.07. Simply put, one ex-
pects dark matter to correlate most cleanly with massive
yet astrophysically inactive targets, and also in nearby
galaxies since competing astrophysical processes peak at
higher redshifts. The fact that dark matter peaks at low-
z stems from three competing effects: stronger clustering
(namely, higher concentration for dark matter halos) as
z decreases, higher average dark matter density as z in-
creases (scaling as (1 + z)3), and dilution of the observed
radiation as z (i.e., distance) increases. The first and
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the latter effects win over the second (see, e.g., [31]),
and the different redshift distribution of the dark mat-
ter signal compared to astrophysical backgrounds is one
of the most important features making cross-correlation
analyses relevant for constraining the particle dark mat-
ter nature. Generically speaking, the method can probe
weakly interacting massive particle (WIMP) dark matter
with annihilation cross section around the thermal value
(depending on the mass and type of analysis [32]), as
confirmed also by the work presented here.

This paper is organized as followed. In Section II, we
describe the γ-ray data and galaxy catalogs used. In Sec-
tion III, we describe our analysis procedure. In Section
IV we present our results and provide discussions for the
origins of the UGRB. Section V concludes. We provide
details of our various validation checks in Appendix A,
and treatment of source modeling in Appendices B and
C. Throughout, we adopt the Planck cosmology with pa-
rameters from Ref. [43].

II. DATA

The datasets that we employ in our cross-correlation
analyses are (i) the first 9-years data release of γ-rays
from Fermi-LAT, for which we consider a broad energy
range running from 630 MeV to 1 TeV, and (ii) the 2MPZ
galaxy catalog. The data sets and data selection are de-
scribed in the next subsections.

A. Fermi-LAT

Fermi-LAT is a γ-ray pair-conversion telescope
launched in June 2008. It offers excellent capabilities to
investigate the nature of the extra-galactic γ-ray back-
ground, covering an energy range between 20 MeV and
1 TeV with remarkable angular resolution (∼ 0.1◦ above
10 GeV) and rejection of charged particles background.

In this work, we use 108 months of data from Au-
gust 4th 2008 to July 13th 2017 (Fermi Mission Elapsed
Time: 239557417 s – 521597050 s). The photon counts
and exposure maps are produced with the LAT Sci-
ence Tools version v10r0p5[44]. We select the Pass
8[45] ULTRACLEANVETO event class (corresponding
to the P8R2_ULTRACLEANVETO_V6 instrument response
functions (IRFs)), which is recommended for diffuse
emission analysis since it has the lowest cosmic-ray con-
tamination.

We use both back- and front-converting events. For
photon energies below 1.2 GeV, where photon statistics
is significantly larger than at higher energies but direction
reconstruction is worse, we use photons belonging to the
event class PSF3, which refers to the best-quality quartile
in the reconstructed photon direction (technically, this
corresponds to event type 32). At higher energies, for
which the direction reconstruction is inherently better
but photon statistics declines, we extend the selection to

the three best quality quartiles PSF1 + PSF2 + PSF3
(event type 56). This choice allows us to have at the same
time a very good angular resolution and a good photon
statistics in the whole energy range of our analysis.

The analyses are performed on photon intensity maps,
obtained by dividing the count maps by the exposure
maps and the pixel area Ωpix = 4π/Npix. We adopt a
HEALPix pixelation format with resolution parameter
Nside = 1024, which corresponds to Npix = 12, 582, 912
and a mean spacing of ∼ 0.06◦, similar to the best an-
gular resolution of the gamma-ray data. Intensity maps
are produced in 100 energy bins, evenly spaced in loga-
rithmic scale between 100 MeV and 1 TeV. The resulting
intensity maps are then re-binned in larger energy bins
for the cross-correlation studies. After various tests, we
decided to limit the lowest photon energy to 630 MeV,
largely determined by the poorer angular resolution be-
low this scale. We perform all cross-correlation analyses
in 11 energy bins, evenly spaced in logarithmic scale be-
tween 630 MeV and 1 TeV, and projected in HEALPix
maps with Nside = 1024.

An example of γ-ray map obtained by including all
photons above 1 GeV is shown in the Fig. 1 (left).

1. Masking intensity maps

Although we do not expect a correlation between the
Galactic γ-ray diffuse emission and the extra-galactic
matter distribution traced by the galaxy catalogs, we
nevertheless need to exclude the very bright Galactic
emission, especially along the Galactic plane (in order
to reduce the noise). We therefore perform a Galactic
plane cut by masking galactic latitudes |b| < 30◦ and,
in addition, we further subtract the Galactic foreground
emission from the data maps. Resolved point sources are
also masked, in order to leave in the intensity maps only
the components contributing to the UGRB.

The point source masks are based on Fermi-LAT cat-
alogs of resolved sources. We select the sources from the
FL8Y catalog: this is a preliminary source list released
by the Fermi-LAT Collaboration which contains almost
all the pre-identified sources of the 3FGL catalog aug-
mented by new ones. It includes 5523 sources in the 100
MeV – 1 TeV energy range [46]. For energies above 10
GeV, we additionally mask sources from the 3FHL [47]
catalog, which contains 1556 objects characterized in the
10 GeV – 2 TeV energy range, in order to account for
hard-spectrum sources that might be not contained in
the FL8Y catalog. The mask is built by taking into ac-
count both the angular resolution of the detector in each
specific energy bin and the brightness of the source to be
masked. Specifically, for each source we mask the pix-
els inside a circle of radius R around its position defined
through the following condition:

F γ∆E exp

(
− R2

2θ2
∆E

)
>
F γ∆E,faintest

5
(1)
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FIG. 1. Left: All-sky Fermi-LAT photon intensity map for photon energies above 1 GeV shown in Mollweide projection and
smoothed with a Gaussian beam of size σ = 0.4◦ for illustration purposes. Right: Galaxy counts map of the full 2MPZ catalog,
in Mollweide projection (the map has been downsized to Nside = 128 for illustration purposes).

where F γ∆E is integral flux of the source in a given en-
ergy bin ∆E, F γ∆E,faintest is the flux of the faintest source

in the same energy bin, and θ∆E is the 68% contain-
ment angle in that energy bin, as provided by the Fermi-
LAT point-spread-function (PSF) analysis. The thresh-
old condition based on 1/5 of the flux of the faintest
source corresponds approximately to the rms in the spe-
cific energy bin (sources are detected with TS ≥ 25). It
guarantees to properly mask the resolved sources and re-
duce the chance to have artifacts in the angular power
spectrum (APS) due to leakage of the source outside the
mask. At the same time, the improvement of the Fermi-
LAT PSF with increasing energy allows to set energy-
dependent masks which improve (i.e., become progres-
sively less constraining) as energy grows, which is impor-
tant since it coincides with where photon statistics be-
come reduced. Sources that are marked as “extended” in
the FL8Y/3FHL catalog, are masked with the “extension
radius” provided in the Fermi-LAT catalog. An example
of the mask is shown in Fig. 2 (left) for the energy bin
(1.2, 2.3) GeV.

Foreground removal is done by using the Galactic emis-
sion model gll iem v06.fits of the Fermi-LAT Collab-
oration [48]. Foreground template maps are produced
in the same 100 energy bins, evenly spaced in logarith-
mic scale between 100 MeV and 1 TeV, and projected
in HEALPix maps with Nside = 1024 as introduced for
the intensity maps. Each template map is assigned a
free normalization (and added to a free constant, repre-
senting the UGRB and cosmic-ray contamination) and a
Poissonian likelihood fit is performed globally on all the
masked intensity maps. Through this procedure, we ob-
tained that all the best-fit normalization parameters are
of the order of unity, supporting a successful description
of the foreground emission. The normalized foreground
templates are then re-binned into the 11 energy bins
used for the cross-correlation analyses, and subtracted
from the corresponding intensity maps. The robustness

of foreground removal and choice of foreground model are
discussed in Appendix A 2.

The masked intensity map in the energy bin (1.2 −
2.3) GeV, after subtraction of the Galactic foreground
emission, is shown in the right panel of Fig. 2.

B. Galaxy catalogs

For our analysis we employ the 2MPZ catalog [49],
which has been built by cross-matching 2MASS XSC,
WISE and SuperCOSMOS all-sky samples. The cata-
log contains ∼ 106 galaxies and their photometric red-
shifts have been reconstructed via an artificial neural net-
work approach. All the 8 magnitudes (B, R, I, J, H, Ks,
W1, and W2) measured in SuperCOSMOS, 2MASS and
WISE are present. In order to perform our measurement
we use the mask described in Ref. [50], which avoids sys-
tematics due to Galactic dust contamination or misiden-
tification that derives from high stellar number densities.

Our goal is to decipher the composition of the UGRB
at low-z. The different γ-ray emitters considered in
this work—dark matter (DM), star forming galaxies
(SFG), blazars (BLZ) and misaligned active galactic nu-
clei (mAGN)—can show different levels of correlations
with different subsamples of the 2MPZ catalog that trace
different properties of galaxies. In fact, different γ-ray
sources can have different redshift behaviors and can be
hosted by different types of galaxies. Therefore, in an at-
tempt to enhance the sensitivity of the cross-correlation
analysis to the different γ-ray type of sources, in some of
our analyses we subdivide the galaxy catalog in several
subsamples, as described in the following subsection.
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FIG. 2. Left: Instance of a masked intensity map: the plots refer to the energy bin (1.2, 2.3) GeV. Gray pixels define the mask,
which covers Galactic latitudes b < 30◦ and point sources. The left and right panels show the map without and with Galactic
foreground removal.

1. Galaxy subsets

The full 2MPZ represents our reference catalog,
shown in Fig. 1 (right). In addition, we consider the
following subsamples:

• 2MRS – The 2MASS Redshift Survey (2MRS,
[51]) contains all the 2MASS sources for which
a spectroscopic redshift is available. The cata-
log counts 50k objects with a mean redshift of
z = 0.03, thus representing a low-z subsample of
2MPZ. Since the DM signal is peaked at low red-
shift, the 2MPZ has the potential to be more sen-
sitive to the DM γ-ray emission.

• Redshift bins – We perform a redshift slicing of
2MPZ subdividing the catalog into three samples
(z < 0.07, 0.07 < z < 0.11, z > 0.11). Each sub-
catalog contains approximately one third of the to-
tal number of galaxies.

• B-luminosity bins – The B-band luminosity is
a reasonable tracer of star formation activity (see,
e.g., Ref. [52]), and thus, would be expected to cor-
relate also with cosmic-ray induced astrophysical
γ-ray emission [53]. We thus split the full 2MPZ
catalog into three bins of absolute B-luminosity,
with each sub-catalog containing again one third
of the total number of galaxies.

• K-luminosity bins – The K-band luminosity of
galaxies are correlated with the stellar mass of the
galaxy which can be correlated with the halo mass
by, e.g., abundance matching [54]. Therefore, we
consider it a tracer of the object mass and we define
three sub-catalogs by slicing the full 2MPZ catalog
into three bins of absolute K-luminosity again each
one containing one third of the total number of
galaxies.

• High K–Low B – Objects with high-K and low-B
luminosities should have high mass and low level of
star formation activity. Therefore they can be con-
sidered as ideal targets for DM searches, since they
might have a reduced correlation with astrophys-
ical γ-ray sources (having the emission driven by
star formation activity), whilst an enhanced corre-
lation with γ-ray emission induced by DM (which
is related to the mass). In order to perform this
investigation, we select 10k objects in the corner
of the plane of K vs B absolute luminosity in the
2MRS catalog (since the DM signal is peaked at
low-z). We will report the results about this sam-
ple only when focusing on the DM interpretation
in Section IV C.

Fig. 3 shows the redshift distributions of the full 2MPZ
compared to those of the subsample catalogs. 2MRS is
the catalog peaking at the lowest redshift. The subsam-
ples of the mid bins in both K and B luminosity have
a redshift distribution close to the full 2MPZ, while the
low/high bins are peaked at lower/higher z.

In addition to the subsamples listed above, we further
define two selections of sources that aim at identifying
specifically mAGN and BLZ in the 2MPZ catalog. This
identification will be useful to model the cross-correlation
angular power spectrum of mAGN and BLZ, as described
in Section IV.

Blazars are identified by cross-matching 2MPZ with
the WIBRALS catalog [55]. The latter is composed of
radio-loud WISE sources detected in all four WISE fil-
ters, whose mid-infrared colors match typical colors of
confirmed γ-ray emitting blazars. We select mAGNs by
cross-matching 2MPZ with the AGN sample found in
Ref. [56]. The authors considered WISE and 2MASS
data and defined a statistical discriminator by compar-
ing the measured infrared colors, producing a complete
sample of AGNs. This subset contains ∼ 104 objects and
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FIG. 3. Redshift distributions of the different galaxy subsamples used in the cross-correlation analyses. Each distribution is
normalized to the total number of galaxies of its corresponding subsample. Low/Mid/High-B (K) refers to galaxies selected
according to their B (or K) luminosity.

we remove blazars obtained from the WIBRALS catalog.

III. MEASUREMENTS

The cross-correlation APS is defined as:

C
(ij)
` =

1

2`+ 1

∑
m

a
(i)?
`m a

(j)
`m (2)

where:

a
(i)
`m =

∫
d~n δI(i)(~n) Y`m(~n) (3)

are the coefficients of the expansion of the fluctuations
δIi(~n) of the field Ii(~n) in terms of spherical harmon-
ics Y`m(~n). In our case i and j correspond to the γ-
ray and galaxy map fields. We determine the APS with
PolSpice[57], a public code that computes both the two-
point angular cross-correlation function in real space and

the APS. PolSpice is based on the fast spherical harmonic
transforms allowed by isolatitude pixelisations and it cor-
rects for the effects introduced by masking following the
approach of Ref. [58]. PolSpice also provides an estimate
for the covariance matrix of the measurement, that will
be used for the statistical analysis discussed in the fol-
lowing Sections.

Before computing the APS, we remove the monopole
and dipole contributions from the input maps by ap-
plying the HEALPix routine remove dipole, in order
to mitigate a possible leakage of these (large) terms to
higher multipoles (an effect due to multipole-mixing in-
troduced by the masks).

The finite angular resolution of the Fermi-LAT instru-
ment suppresses the angular power spectrum at high mul-
tipoles (the angular resolution of the galaxy surveys is
significantly better than the Fermi-LAT one and the as-
sociated suppression would show up only at higher multi-
poles, in a range not considered in our analysis). In order
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FIG. 4. Measured APS between the γ-ray map in the (1.2, 2.3)
GeV energy bin and the complete 2MPZ map. The two
dashed vertical lines bracket the multipole window over which
the fits are performed. The lower limit is fixed to ` = 40 while
the upper bound `max is determined from the beam window
function and therefore depends depends on energy. All the
measured APS can be retrieved at this link [59].

to take this suppression into account, we correct the C`
with the beam window function:

W`(E) = 2π

∫ 1

−1

d cos θ P`(cos θ) PSF(θ,E) (4)

where P` are the Legendre polynomials and PSF(θ,E)
denotes the Fermi-LAT point spread function for the spe-
cific IRF and energy, as provided by the Fermi Science
Tools. The energy-dependent beam window function is
averaged in each energy bin in accordance to the UGRB
energy spectrum E−α, where the spectral index is taken
at α = 2.3 [4]:

〈W k
` 〉 =

∫ Emax,k

Emin,k
W`(E)E−αdE∫ Emax,k

Emin,k
E−αdE

(5)

The measured APS in the k-th energy bin is then de-
fined as:

Ck` =
Ck`,raw

〈W k
` 〉Wpix

, (6)

where Ck`,raw is the raw APS obtained from PolSpice in
the k-th energy bin and Wpix is the pixel window function
associated to the HEALPix pixeling.

For the analyses discussed in the next Section, we re-
bin the measured APS in 15 evenly-spaced logarithmic
multipole bins from 10 to 1000. Since the low multipoles

Bin Emin [GeV] Emax [GeV] `min `max

1 0.631 1.202 40 220

2 1.202 2.290 40 250

3 2.290 4.786 40 307

4 4.786 9.120 40 487

5 9.120 17.38 40 695

6 17.38 36.31 40 907

7 36.31 69.18 40 1000

8 69.18 131.8 40 1000

9 131.8 275.4 40 1000

10 275.4 524.8 40 1000

11 524.8 1000.0 40 1000

TABLE I. Energy bins and their corresponding multipole
ranges (identified with the procedure discussed in the text)
over which our analysis is performed.

Ck` can be affected by large-scale effects due to an imper-
fect Galactic foreground removal and at large multipoles
Ck` by an imperfect PSF correction, especially when the
beam window function starts deviating significantly from
1, we must identify a suitable multipole range over which
we perform our analyses: the lower limit is conservatively
set to `min = 40; the upper limit `max is defined from the
condition that the beam window function does not drop
below a threshold corresponding approximately to the
68% containment of the PSF in the specific k-th energy
bin:

〈W k
`max
〉 = 0.61, (7)

or lmax = 1000, whichever is smaller. This condition
makes `max dependent on energy. The lower and upper
bound of the multipole bins for each energy bin are shown
in Table I.

Fig. 4 shows an example of the measured APS, in the
(1.2, 2.3) GeV energy bin, for the cross-correlation with
the whole 2MPZ catalogue. The plot also shows the mul-
tipole range (lmin, lmax) for this energy bin. Error bars
are large at low multipoles because of cosmic variance,
mask deconvolution and noise from Galactic foreground.
They start becoming large also at multipoles above a few
hundreds because of the size of the Fermi-LAT PSF (and
finite statistics).

All the measured APS can be retrieved at this link [59].

A. Amplitude and significance of the correlation

In order to provide a model-independent estimate of
the amplitude and significance of the measured cross-
correlations, we fit the APS in each energy bin with a
term which is multipole-independent (i.e., a constant)
that we call Ckp . This can be considered as the simplest
model (i.e., a Poisson noise term) and provides an esti-
mate of the amplitude which is similar to performing the
average of the APS over the multipole range of interest.
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FIG. 5. Multipole-independent APS Ck
p as a function of the energy, for the different galaxy subsamples considered in this work.

A more refined treatment, which involves modeling of the
γ-ray components in the unresolved sky, is presented in
the next section.

Fig. 5 shows Ckp as a function of the energy bin for the
cross-correlation of the γ-ray flux maps with each of our
galaxy subsamples. The plot indicates the presence of
a correlation signal between the galaxy distribution and
γ-rays for all subsamples. In fact, the Ckp are systemat-
ically positive (i.e., they do not fluctuate around zero)
and deviate from a null signal. To assess the significance
of the measurements, we compare the χ2 of a null signal
with the χ2 obtained from the Ckp fit.

We adopt a χ2 estimator defined as:

χ2 =

11∑
k=1

∑
∆`,∆`′

(8)

(Ck,mod
∆` − Ck,exp

∆` )Γ−1
∆`,∆`′,k(Ck,mod

∆`′ − Ck,exp
∆`′ ) ,

where Ck,exp
∆` is the measured APS in the energy bin k and

multipole bin ∆`, Ck,mod
∆` is the APS model and Γ∆`,∆`′,k

is the covariance matrix, obtained from the PolSpice co-
variance through multipole re-binning. We neglect the
covariance between different energy bins since the main
source of error comes from the Poisson noise of the γ-ray
maps, something which exhibits no correlation among
different energy bins. Eq. 8 will be adopted throughout
the paper for model comparison, including the analysis in
terms of γ-ray modeling as discussed in the next sections.

We define a χ2 difference ∆χ2 = χ2
null − χ2

Cp, where

χ2
null is the null signal obtained from Eq. 8 by using
Ck∆`,mod = 0, and χ2

Cp
is obtained using Ck∆`,mod = Ckp .

Table II shows the results for the different subsamples:
for each case, ∆χ2 > 0 with values ranging from 3 to 29.
We postpone comments about the variation of the signif-
icance across different galaxy samples, since the simple
constant APS model adopted for this part of the analysis
may be more suited for some subsamples than for others.
More physically motivated models and their significances
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Subset χ2
null χ2

Cp
∆χ2

2MPZ (full) 90.6 76.0 14.6

2MRS (full) 53.7 49.6 4.1

Lowz 67.8 64.7 3.1

Mid-z 81.0 74.3 6.7

High -z 92.9 72.3 20.5

Low-K 72.5 65.9 6.5

Mid-K 77.1 72.3 4.7

High-K 107.1 78.5 28.6

Low-B 70.8 65.1 5.7

Mid-B 80.4 71.2 9.3

High-B 104.0 81.1 23.0

TABLE II. Comparison of the best-fit χ2 results for the no-
signal case and a multipole-independent Ck

p . The total num-
ber of data-points considered for each sample (including en-
ergy and multipole bins) is 114.

will be discussed in the next section. We simply note here
that Table II shows a general significant deviation from
the null hypothesis.

Since in our correlation measurement we employ maps
of the integrated γ-ray flux, we expect the energy spec-
trum to follow the integrated energy spectrum of the
UGRB, namely IUGRB =

∫
∆E

dE dIUGRB/dE. By multi-

plying the vertical axis in Fig. 5 by E2/∆E, we show (ap-
proximately) the differential energy spectrum of the γ-ray
emission responsible for the correlation signal, rescaled
by E−2. The statistical significance is not enough to de-
rive firm conclusions on the energy dependence, but dif-
ferent subsets seem to indicate a γ-ray population with
a spectral index close to −2 (so with a flat spectrum in
Fig. 5) at high energy, while a source with a softer spec-
trum at low energy. Among the astrophysical γ-ray emit-
ters, blazars typically show a hard spectrum (with index
about −2), while other types of AGN (i.e., misaligned)
and star forming galaxies have softer emission.

IV. RESULTS AND INTERPRETATION

A. Models

We model the clustering of galaxies in the samples pre-
sented in Sec. II B 1 and of γ-ray emitters mentioned in
the introduction by making use of the halo model ap-
proach. Galaxies are assumed to follow the matter power
spectrum with matter distributed in halos, and with the
number of galaxies per halo defined by the so-called halo
occupation distribution (HOD). The latter has been de-
rived by fitting the auto-correlation APS of galaxies, as
described in the Appendix.

The cross-correlation APS with γ-ray sources is com-
puted as in Ref. [60] with two differences. The first in-
volves the combination of flat spectrum radio quasars and
BL Lacs into a single (effective) blazar class, as done in
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FIG. 6. Energy spectrum of the UGRB as determined from
the method described in Section II A (gray band) together
with the predicted contribution for the reference model of
the different γ-ray emitters considered in this work. With
dashed lines, we show also their contribution to the UGRB
from z < 0.2 (approximately the range of redshift considered
in this work).

Ref. [61]. The contribution to the UGRB of the γ-ray
emitters considered in this work is shown in Fig. 6. Note
from the figure that we expect the γ-ray emission we an-
alyze in this paper (which is produced at z < 0.2) to
amount to a small fraction of the total UGRB, roughly
around 10% at low energy. The three classes of emitters
provide comparable contributions, within a factor O(1).

The second difference is related to the modeling of the
shot-noise term. This contribution to the APS is the part
at zero angular separation (i.e., `-independent) of the 1-
halo term. As recognized in Ref. [60], its modeling can
be very delicate. Here, we do not attempt to include it
in our halo-modeling, whilst we follow two data-driven
approaches. In the simplest approach, we just fit the
shot-noise contribution (which is a constant term for each
APS) by assuming a power-law energy dependence:

dC
(j)
p

dE
= NjE

−αj , (9)

where the index j labels the galaxy sample. In this way,
we introduce 2 parameters (normalization and power-law
index) for each galaxy sample. This approach will be
called the “free Cp” fit.

The second approach, which is our reference one (called
reference), uses the fact that the shot-noise is given by
the average of the γ-ray flux of all the galaxies Ngal of
a given sample j (let us remember that index k denotes
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the energy bin):

C(jk)
p =

1

N j
gal

Nj
gal∑
i=0

F γ∆Ek,j
. (10)

We adopt some empirical relations to predict F γ∆Ek,j
from

the optical/infrared magnitude of the each galaxy in the
catalog, as described in the Appendix. Furthermore,
we need to identify blazars and misaligned AGNs in the
2MPZ catalog, for which we use the procedure outlined
in Sec. II B 1. With these two ingredients, we are able to
estimate the shot-noise contribution.

The signal associated to annihilating DM is computed,
again following the halo model approach, as described in
Ref. [33], with the “boost-factor” taken from Ref. [62].
The contribution depends on two parameters, the parti-
cle DM mass Mχ and the annihilation cross section σv.
We will consider four different DM models, referring to
four specific annihilation final states endowed with differ-
ent spectra and representative for a typical WIMP DM:
bb̄, τ+τ−, W+W−, and µ+µ−.

Summarizing, we fit the cross-correlation APS of the
galaxy samples presented in Sec. II B 1 and the Fermi-
LAT γ-rays intensity maps with two approaches:

• Reference model:

C
(jk)
`,mod = C

(jk)
`,DM(Mχ, σv)

+NSFG × (C
(jk)
`,SFG + C

(jk)
p,SFG)

+NBLZ × (C
(jk)
`,BLZ + C

(jk)
p,BLZ)

+NmAGN × (C
(jk)
`,mAGN + C

(jk)
p,mAGN).

In this approach, the total number of free param-
eters is 5, i.e., 3 normalizations (NSFG, NBLZ and
NmAGN) for the astrophysical contributions and 2
terms for the annihilating DM contribution (Mχ

and σv). The annihilation rate will be expressed in
terms of the “thermal” (or “natural scale”) value
〈σv〉th = 3× 10−26cm3/s by trading it for a dimen-
sionless parameter NDM = σv/〈σav〉th.

• Free Cp model:

C
(jk)
`,mod = C

(jk)
`,DM(Mχ, σv) +NSFG × C(jk)

`,SFG

+NBLZ × C(jk)
`,BLZ +NmAGN × C(jk)

`,mAGN + C(jk)
p ,

where the last term C
(jk)
p =

∫ Ek
max

Ek
min

dE dC
(j)
p /dE,

with Ekmin and Ekmax being the energy boundaries
of the k-th energy bin. With respect to the previous
case, this model adds 2 parameters for each sample
j, associated with the Cp term (see Eq. 9).

B. Statistical analysis

Our fit is performed with the Monte Carlo parameter
estimation code CosmoSIS [63]. Since the order of magni-

tude of each parameter is unknown, we use a Metropolis-
Hastings sampler with a flat prior in log-scale for each
parameter.

The galaxy subsamples listed in Sec. II B 1 are analyzed
separately. For the cases involving three bins (redshift,
B-luminosity and K-luminosity), we fit simultaneously
the APS of the different bins, which are independent from
each other (since the galaxy subsamples are not overlap-
ping). For these samples, the number of parameters in
the fit is 5 (11) in the reference (free Cp) model. For all
the other samples the number of parameter is 5 (7) in
the reference (free Cp) model.

As an example of the outcome, in Fig. 7, we show the
triangular plot obtained by fitting the 2MPZ split into
redshift bins. The vertical dashed and solid red (green)
lines denote the 68% and the 95% CL upper (lower) limits
found with the profile likelihood, respectively. In the
2D panels, the 68% regions are identified in cyan while
the 95% regions are in dark blue. In this example, the
only normalization which is not compatible with zero (at
1σ level) is for the mAGN population, see last panel of
second row.

All the triangular plots for the various cases are avail-
able at this link [59]. In the following, for the sake of
brevity, we will focus our discussion on the 1D profile
likelihood distributions, except in the case of the DM
parameters, for which we will discuss also the 2D plane
showing the bounds on the particle DM parameters in
the canonical annihilation rate vs DM mass space.

Fig. 8 summarizes the results on the normalization pa-
rameters of the astrophysical γ-ray sources for the ref-
erence analysis. The upper three panels shows the 1D
likelihood distributions for SFG, BLZ and mAGN ob-
tained by organizing the galaxy data into the three dif-
ferent subsamples that differentiate the galaxies in terms
of redshift, K luminosity and B luminosity. The lower
three panels show the results for SFG, BLZ and mAGN
when the full 2MPZ catalog (blue) or the low-redshift
2MRS catalog (yellow) are used.

The corresponding DM results for the reference anal-
ysis are shown in Fig. 9, for DM annihilating in the bb̄
channel. The upper panels show the likelihood distri-
butions for the annihilation rate for the different galaxy
subsamples, while the lower panels show the correspond-
ing 95% CL bounds on the annihilation rate as a func-
tion of the DM mass for the same annihilation channel.
The bounds for all the four annihilation channels consid-
ered in this work (bb̄, τ+τ−, W+W−, and µ+µ−) and for
the analysis performed combining the three z-bins of the
2MPZ catalog are shown in Fig. 10. This figure can be
considered as the summary plot for what concerns the
bounds on WIMP DM derived in this work.

As a further investigation of the DM case, Fig. 11 con-
siders galaxy samples for which the cross-correlation with
γ-rays is expected to be enhanced, i.e., the low-redshift
2MRS sample and its combination with the High K–Low
B subsample of the 2MPZ catalog. Again, the left and
right panels show the likelihood distribution for the anni-



10

FIG. 7. Fit results for the 2MPZ redshift slicing subset for the reference analysis. All parameters are shown in log-scale. The
vertical dashed and solid red (green) lines denote the 68% and the 95% CL upper (lower) limits obtained from the profile
likelihood, respectively. In the 2D plots, the 68% regions are identified in cyan while the 95% regions are in dark blue. The 1D
profile likelihood distributions on the diagonal are individually normalized to unity.

hilation rate and the 95% CL bounds in the annihilation
rate vs mass plane.

Table III reports the best-fit values and the 68% upper
and lower bounds (whenever present) for the astrophysi-
cal and DM parameters, for the different galaxy samples.
Discussion and interpretation of the results are presented
in the next section.

For the free Cp analysis, the results are shown in
Figs. 12 and 13, that mirror the information in Figs. 8
and 9, respectively. Table IV lists the best-fit values and
the 68% upper and lower bounds (whenever present) for
the astrophysical and DM parameters, for the different

galaxy samples. In Table V we show the best fit results
for the Cp normalizations and power-law indexes.

Finally, the statistical significance of the reference and
free Cp models as compared to the null hypothesis of
absence of signal are shown in Table VI in terms of the
χ2 differences.

C. Interpretation of the results

In this Section we discuss the interpretations of the
results presented in the previous section and conclude
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FIG. 8. Profile likelihood distributions for the normalization parameters of the astrophysical γ-rays components, for the
reference analysis. The upper panels show the results obtained for the different subsamples of the 2MPZ catalog. The lower
panels show the results for the full 2MPZ and for the low-redshift 2MRS catalogs. The vertical solid (dashed) lines indicate
the 68% upper (lower) limits (whenever present in the plots).

Sample NmAGN NSFG NBLZ NDM

BF low up BF low up BF low up BF low up

2MPZ (full) 0.02 - 3.24 0.76 0.13 1.29 1.95 - 3.47 190.55 - 575.44

2MRS (full) 0.35 - 0.74 0.06 - 67.61 0.02 - 3.16 7.59 0.56 25.70

z bins 2.45 0.85 3.47 0.07 - 0.23 0.02 - 1.95 181.97 - 478.63

B bins 1.45 - 2.95 0.15 - 0.36 0.66 - 3.16 165.96 - 416.87

K bins 2.09 0.27 3.16 0.14 - 0.31 0.03 - 2.14 165.96 - 426.58

TABLE III. Best fit and 68% C.L. interval of the various parameters in the fit for the reference case. When the lower bound
is not reported, it means that it is compatible with zero at the quoted CL.

the consequences for the extragalactic γ-ray populations
considered in our modeling.

1. Star forming galaxies

Star-forming galaxies are poorly constrained by our
analysis. We find no relevant peak in the 1D likelihood
distributions (i.e., in the left panels of Figs. 8 and 12) and
upper bounds on its normalization are around 2–3 times
the reference model. This implies that in order to provide
a significant contribution to the cross correlation APS

measurements derived in this work, SFG would overshoot
the total UGRB intensity level shown in Fig. 6. In other
words, we found that SFG are a subdominant component
of the UGRB at low redshift.

2. Misaligned AGNs

Misaligned AGNs appear to be the population which
can explain the bulk of the measured signal. They are
the only population that is singled out with statistical
confidence in several datasets. It is interesting to note
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FIG. 9. Results for the DM case obtained with the the reference analysis and bb̄ annihilation channel (with “boost-factor” from
Ref. [62]). The upper panels show the profile likelihood distribution for the annihilation rate. The lower panels show the 95%
CL upper bounds for the annihilation rate vs the DM mass. The two panels in the first column refer to the analyses performed
on different organization of the galaxy samples (redshift, K luminosity and B luminosity). The two panels in the second column
refer to the analyses on the full 2MPZ catalog and on the low-redshift 2MRS catalog.

the power of the “tomographic” approach. As shown in
the bottom right panel of Fig. 8, when considering the
full 2MPZ sample, no peak is present in the likelihood
distribution. However, the evidence appears when con-
sidering the z and K-luminosity bins (top right panel).
A preference for mAGNs is also found in the free Cp case,
as shown in Fig. 12. Note that in this case, the mAGN
normalization exhibits a lower limit already in the full

2MPZ sample.

We see that the 2MRS catalog seems to set an upper
bound for the mAGN normalization that excludes the
best-fits obtained with all the other samples (see bot-
tom right panel of Fig. 8). On the other hand, this does
not happen in the free Cp case (bottom right panel of
Fig. 12), where instead the upper limit is consistent with
the normalizations estimated from other galaxy samples.
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annihilation channels. The plot refers to the reference analysis performed combining the three z-bins of the 2MPZ catalog.

Sample NmAGN NSFG NBLZ NDM

BF low up BF low up BF low up BF low up

2MPZ (full) 3.02 1.17 4.17 0.01 - 3.09 0.02 - 1.15 120.23 - 588.84

2MRS (full) 0.49 - 5.75 0.09 - 58.88 0.07 - 2.82 11.22 - 61.66

z bins 2.63 1.32 3.89 0.01 - 2.19 0.04 - 1.07 77.62 0.28 407.386

B bins 2.45 1.05 3.39 0.05 - 1.91 0.02 - 0.79 25.70 - 371.54

K bins 2.24 0.69 3.31 0.07 - 2.88 0.02 - 1.17 19.05 2.00 331.13

TABLE IV. Best fit and 68% C.L. interval of the various parameters in the fit for the free Cpcase. When the lower bound is
not reported, it means that it is compatible with zero at the quoted CL.

We remind that in the latter case, the Cp are allowed to
vary and are determined by the fit. These facts point
toward a possible overestimate of the mAGN shot-noise
at very low-z (i.e., in the range covered by 2MRS ) in
the reference model. In fact, in this case the shot noise
has been derived from relations which show significant
scatter (see Appendix): when applied to a very small
volume like in the case of 2MRS, the shot-noise estimate
might be not very accurate. A dedicated analysis focus-
ing on the low-redshift 2MRS catalog will be the subject
of future work.

3. Blazars

In the analysis of blazars, we can appreciate again how
the tomographic approach tightens the bounds in Fig. 8,
pushing the normalization to lower values when going
from the lower to the upper panel. Taken at face value,
the results of the reference case (reported also in Ta-

ble III) would indicate that BLZ are constrained to be a
subdominant component of the total UGRB (see Fig. 6
where the BLZ component should be rescaled by a factor
NBLZ). Blazars are so constrained essentially because
of their large shot-noise term that contributes in a non-
negligible way to the cross APS signal we measure.

On the other hand, in the free Cp model, the bounds
become weaker, actually suggesting the opposite picture,
namely that BLZ are a subdominant component of the
cross-correlation we measure and of the UGRB at low
redshift. Indeed, they need NBLZ to be quite larger than
1 to become a relevant component in our measurement.
With such values of NBLZ , blazars can provide the bulk
of the total UGRB emission (a picture similar to the SFG
case).

It is clear that to distinguish between the two inter-
pretations, the model of the shot-noise term is crucial.
Physically, this is because we have already observed and
cataloged a significant fraction of the closest γ-ray emit-
ting blazars, and thus the possible cross-correlation signal
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FIG. 11. Results for the DM case using galaxy catalog samples expected to be more sensitive to the DM γ-ray signal, i.e., the
low redshift catalog 2MRS (yellow line) and its combination with the High K–Low B subsample (blue line). The results refer
to the reference analysis. Left: profile likelihood distributions for the DM annihilation rate; the vertical solid (dashed) lines
indicate the 68% upper (lower) limits (whenever present in the plots). Right: 95% upper bound on the annihilation rate vs the
DM mass.

Sample N0 α0 N1 α1 N2 α2

2MPZ (full) 9.77 × 10−14 0.48

2MRS (full) 5.37 × 10−14 0.61

z bins 3.98 × 10−16 −0.96 2.51 10−17 −0.29 9.55 × 10−14 0.58

B bins 6.92 × 10−19 0.28 2.57 10−15 −0.04 1.00 × 10−13 0.54

K bins 1.95 × 10−15 0.49 2.24 × 10−14 0.61 8.91 × 10−14 0.61

TABLE V. Best fit of the shot-noise parameters of Eq.(9) for the free Cp case.

for the unresolved part is generated by a relatively small
number of sources, providing a large shot-noise term. As
mentioned above, the model of the latter depends on pre-
dicting the γ-ray luminosity of blazars from their IR lumi-
nosity. If the relation obtained in Ref. [64] extends to the
unresolved regime, the conclusion of the reference case is
likely to hold. On the other hand, a lower γ-ray lumi-
nosity for the corresponding IR luminosity would point
towards the outcome of the free Cp model. A future ded-
icated cross-matching analysis of the Fermi-LAT FL8Y
source list with multi-wavelength data could help in clar-
ifying the picture.

4. Dark Matter

We now discuss the implications for particle DM.
Figs. 9 and 13 show the results for the reference and free
Cp methods, respectively, for the bb̄ annihilation chan-
nel. The different samples and methods provide compat-

ible constraints, all excluding annihilation rates higher
than (about) the “thermal” rate for DM mass of 10 GeV
and then increasing with a nearly linear trend for higher
masses. The cases of τ+τ− and W+W− final states lead
to similar results, whilst constraints for DM annihilating
into µ+µ− are about one order of magnitude weaker, as
can be seen in Fig. 10.

The 1D distributions of the annihilation rate reported
in Figs. 9 and 13 show a small peak (in all samples). The
peak becomes enhanced and shifts to lower annihilation
rates when the low-redshift 2MRS catalog is used, both
in the reference and free Cp analyses. In order to un-
derstand if it just a statistical fluctuation or it might be
rather a hint for a DM contribution, we deepen the inves-
tigation by considering a further subsamples, tailored to
the expected behavior of a DM signal. Ideally, in order to
emphasize the DM γ-ray contribution over the astrophys-
ical ones, we need to focus the cross-correlation analysis
on a catalog with galaxies at low-z [65], for galaxies with
high-mass and with the lowest possible level of star for-
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FIG. 12. The same as Fig. 8, but for the free Cp analysis.

Subset χ2
null χ2

ref χ2
free Cp

∆χ2
null−ref ∆χ2

null−free Cp

2MPZ (full) 95.63 76.62 78.58 19.01 17.05

2MRS (full) 58.75 55.3 55.98 3.45 2.77

z bins 253.07 229.24 230.36 23.83 22.71

B bins 263.21 233.82 236.18 29.39 27.03

K bins 270.44 241.32 242.98 29.12 27.46

TABLE VI. Comparison of the best-fit χ2 results for the absence of signal (χ2
null), the reference analysis (χ2

ref), the free Cp

analysis (χ2
free Cp

) and the relative differences of the two latter with the no-signal case.

mation and AGN activity. To these ends, we select 10k
galaxies from the 2MRS catalog (low-z), in the corner of
high K-luminosity (which corresponds to high mass) and
low B-luminosity (which corresponds to low star forma-
tion rate). The results are shown in Fig. 11, where we
focus on the bb̄ case and the reference analysis, for the
sake of brevity.

Interestingly, the peak in the likelihood distribution
of the annihilation rate slightly increases in height and
moves its position towards lower values of the normaliza-
tion parameter. Note that it is the most pronounced peak
in the likelihoods of the DM annihilation rate among
the different samples. Even though the statistical signifi-
cance is too low to speculate on the possible presence of a
DM contribution, we highlight that in Figs. 9, 11 and 13

the significance tends to increase when considering sam-
ples with objects at lower redshift and with higher halo
masses, just as expected for a dark matter origin. This
stimulates to further pursue the particle DM quest ex-
ploiting the cross-correlation approach with future data
and dedicated studies.

The best-fit for the 2MRS/High-K/Low-B analysis oc-
curs at Mχ = 37 GeV and σv = 4 × 〈σv〉th, therefore
in slight excess over the “natural” scale. However, as
widely discussed in the literature (see, e.g., Ref. [33]), the
normalization of the DM signal can significantly vary de-
pending on the modeling of the so-called “boost-factor”
provided by the substructure contribution (because of
unknowns in the definition of the minimum halo mass,
subhalo mass function and subhalo concentration param-
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FIG. 13. Same as Fig. 9 but for the free Cp analysis.

eter). Therefore, the normalization of the DM signal can
be easily modified by a factor of a few by introducing a
substructure modeling different from the one considered
here.

V. CONCLUSIONS

In this work, we have made an attempt to characterize
the unresolved γ-ray emission of the Local Universe. To
this aim, we employed Fermi-LAT skymaps with detected
sources being masked and performed the measurement of

their angular cross-correlation with the 2MPZ catalog.
The latter contains about one million of galaxies with a
median redshift of 0.07. The cosmological volume probed
by 2MPZ powers only about 10% of the total unresolved
γ-ray background. Despite this small fraction, the tech-
nique adopted here enables us to study the composition
of such emissions.

The null hypothesis, i.e., the absence of correlation be-
tween the two datasets, is excluded at a statistical confi-
dence larger than 99.99%.

To understand the origin of this correlation, we consid-
ered a few different subsamples of the 2MPZ catalog by
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splitting it into redshift, K-band luminosity (taken as a
tracer of the object mass) and B-band luminosity (taken
as a tracer of the star formation rate of the object) bins.
We found misaligned AGNs to be the most likely con-
tributor of the bulk of the signal. The normalization of
this contribution is such that the extrapolation to higher
redshift makes mAGN emission compatible with explain-
ing the majority of the UGRB at GeV energies. On the
other hand, star forming galaxies appear to be a sub-
dominant component in our measurement. Nevertheless,
the derived bounds allow them to still be a significant
component of the UGRB at higher redshift.

The energy spectrum of the APS somewhat favors the
presence of a blazar-like component at high-energies. On
the other hand, the contribution is rather featureless, be-
ing driven by the shot-noise term. In order to fully estab-
lish the fraction of their contribution, an improvement in
the link between IR and γ-ray luminosity for faint blazars
is crucial.

Finally, we evaluated the possible contribution of a
particle DM signal. The 95% C.L. bounds on the DM an-
nihilation rates reach close to the “thermal” rate for DM
mass of 10 GeV for bb̄, τ+τ− and W+W− annihilation
channels (while an order of magnitude weaker bound is
found for µ+µ−) and then increasing with a nearly linear
trend for higher masses. Interestingly, when considering
samples where the DM evidence is expected to increase
(namely, correlation with objects at low-z, with high-
mass, and low level of star formation), we see a slightly
more pronounced peak in the DM likelihood for the DM
contribution. Currently, the statistical significance of this
effect is low, and it prevents us from deriving any firm
conclusions on the presence of a DM signal. Neverthe-
less, this result motivates to deepen the investigation of
cross-correlations between suitable galaxy catalogs (espe-
cially low redshift ones, like 2MRS) and multiwavelength
observations, to probe the potential contribution of DM.
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Appendix A: Validation and cross-checks

In this appendix, we present a series of tests performed
in order to validate our analysis.

1. Theoretical estimation of the error

It is possible to provide a theoretical estimation of the
error δCl associated to the cross-correlation in each mul-
tipole bin, assuming gaussian statistics:

δCl =

√
(C

(γ,gal)
l )2 + C

(γ,γ)
l C

(gal,gal)
l

(2l + 1)fsky∆l
, (A1)

where fsky is the fraction of unmasked sky, ∆l is the

multipole bin size, and C
(γ,gal)
l , C

(γ,γ)
l and C

(gal,gal)
l are

the cross-correlation, auto-correlation (including noise)
of the γ-ray data and auto-correlation (including noise) of
the galaxies, respectively. In the top left panel of Fig. 14
we show the errors on the cross-correlation of the γ-ray
data in the energy interval from 1 to 10 GeV with the
whole 2MPZ catalog. We find that the theoretical er-
ror of Eq. A1 is similar to and typically slightly smaller
than the one estimated by PolSpice, which we then use
throughout our analyses.

2. Foreground dependence

In order to assess the independence of our analysis
from Galactic γ-ray foreground subtraction, we perform
a cross-correlation analysis of the combined energy bins
from 1 to 10 GeV (which contains about 60% of the total
photon counts) using γ-ray data that have been cleaned
up by the diffuse Galactic emission (as explained in sec-
tion II A) and compare those results with a corresponding
analysis performed on the same data without foreground
removal. The top central panel of Fig. 14 shows that
the APS derived with and without foreground removal
are in excellent agreement, which confirms the hypoth-
esis that the cross-correlation of the γ-ray flux with ex-
tragalactic tracers of the γ-rays emitters is not affected
by the Galactic γ-rays foreground. This suggests that
the cross-correlation results are not strongly dependent
on the specific foreground model used in foreground re-
moval. To further confirm this point, we compute Ckp as
a function of the energy bin as in Fig. 5 employing differ-
ent foreground models in the analysis. In addition to our
reference case, we introduce models A, B and C presented
in [4]. The differences in our results among the four cases
are negligible, as can be seen in Fig. 14 (top-right) for the
example of the full 2MPZ catalog. Note however from
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the central panel that the presence of an un-subtracted
foreground emission results in a noisier dataset that is
reflected in larger uncertainties, especially at lower mul-
tipoles.

3. Lower multipoles removal

While in a full-sky APS analysis the different multi-
poles are independent, the presence of masks results in
couplings between different multipoles. PolSpice corrects
for this effect, but a residual contamination is still poten-
tially present. Moreover, with the monopole being largely
dominant (e.g., for γ-rays the total average intensity is
much larger than its fluctuations), even a small residual
coupling can bias the measurement at higher multipoles.
In our analysis we remove the monopole and the dipole
before performing the APS measurement, and we con-
sider the APS only for multipoles larger than 40, as dis-
cusses in section III. We nevertheless performed a check
to verify that our measurement is not affected by lower
multipoles, by comparing the APS results in the mul-
tipole window ` ≥ 40 when we removed from the map
the contribution of multipoles up to ` ≤ 5 (` ≤ 10).
This is realized with the following procedure: i) com-
pute the spherical harmonic decomposition coefficients
alm of the maps with the HEALPix routine anafast; ii)
produce the corresponding skymaps containing only the
structure relative to multipoles up to ` = 5 (` = 10):
this is obtained as a constrained realization by feeding
the HEALPix routine alm2map with the alm’s obtained
in point i) only up to ` = 5 (` = 10); iii) subtract the
maps derived in point ii) from the original maps. This
is an approximate way to subtract lower multipoles, be-
cause the effect of the mask is not included in i) but it
is useful to test the impact of possible leakages from low
to high multipoles. From these maps we then derive the
cross-correlation APS and compare it with the APS de-
termined with only the monopole or monopole and dipole
subtracted (the latter is what we do in our baseline anal-
ysis). The results are shown in the bottom left panel of
Fig. 14, which shows that all results are perfectly com-
patible with each other and therefore there is no leakage
of power from lower multipoles to the multipole window
of interest.

4. Correlation in real space

In order to test the robustness of our measurement, we
also compute the cross-correlation function in real space
ξ(θ), which can then be transformed to the APS with the
usual relation:

ξ(θ) =
∑
l

(2l + 1)

4π
ClPl(cos θ), (A2)

where Pl(cos θ) are the Legendre polynomials and θ is
the physical angular scale. The correlation function ξ(θ)

is determined by means of the following estimator:

ξ(θ) =
1∑

a,b fab(θ)

∑
a,b

(nγ − n̄γ)
(ngal − n̄gal)

n̄gal
fab(θ),

(A3)
where (nγ − n̄γ) and (ngal − n̄gal) represent the fluctua-
tions of the γ-ray intensity flux and of the galaxy num-
ber counts in every unmasked a-th and b-th pixel and
the function fab(θ) assumes the value 1 when the angu-
lar separation of the two pixels is θ and 0 otherwise. We
compare the correlation function we measure by means of
Eq. A3 with the corresponding ξ(θ) provided by PolSpice.
The error associated to our estimator is computed with a
jackknife re-sampling approach, dividing the sky into 20
distinct patches and estimating the relative covariance.
The bottom right panel in Fig. 14 shows the comparison
of the two methods: they nicely agree, with the jackknife
method possibly underestimating the errors.

5. Comparison with previous measurement

Finally we compare our measurement with the results
obtained in a previous analysis of cross-correlation be-
tween γ-rays and the 2MPZ catalog, with a smaller pho-
ton statistics [40]. The comparison is shown in Fig. 15
and refers to the determination of the Poisson noise terms
Ckp defined in section III A and is performed for the full
2MPZ sample. We see that our results and the results of
Ref. [40] are in good agreement, and we can appreciate
the improvement in the statistical determination of the
signal with our new analysis.

Appendix B: Halo occupation distribution of
galaxies

In this work, we adopt the halo model to describe the
clustering of structures. In order to estimate the angular
cross-correlation of the unresolved γ-ray sky with sam-
ples of galaxies, we need to describe how galaxies popu-
late halos. To this end, we employ the halo occupation
distribution (HOD) formalism.

We follow the approach described in Ref. [66] (for re-
view on HOD, see also Refs. [67, 68]), where the HOD
is parameterized by distinguishing the contributions of
central and satellite galaxies: N = Ncen +Nsat, since dif-
ferent formation histories typically imply different prop-
erties for galaxies residing at the centers of halos with
respect to satellite galaxies. These can be modeled with
the following functional form for the central galaxies:

〈Ncen(M)〉 =
1

2

[
1 + erf

(
logM − logMcut

σlogM

)]
(B1)
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FIG. 14. Tests of stability of our results. Upper left panel: APS and its errors determined with the theoretical Gaussian estimate
(red) and the error provided by PolSpice (blue). Upper central panel: APS obtained by using the masked photon maps with
(blue) and without (pink) Galactic foreground subtraction. Upper right panel: Same as Fig. 5 bottom-right (blue-points), but
employing different models for the Galactic foreground [4]. Lower left panel: APS obtained by removing the monopole (dark
blue), the monopole and the dipole (light blue), the first 5 multipoles (red), and the first 10 multipoles (pink). Lower right
panel: Angular correlation function measured with the estimator of Eq. A3 (yellow) and with PolSpice (blue); the errors for
the former are determined by means of a jackknife technique. All results refer to a [1, 10] GeV energy bin (except for upper
right panel) and to the full 2MPZ catalog.

and with the following form for the satellite galaxies:

〈Nsat(M)〉 =

(
M −Mcut

M1

)α
for M > Mcut

〈Nsat(M)〉 = 0 for M ≤Mcut . (B2)

With this formalism, we need four parameters for each
galaxy population: Mcut denotes the approximate halo
mass required to populate the halo with the considered
type of galaxy, with the transition from 0 to 1 central
galaxy modeled by means of Eq. (B1), and set by the
width σLogM. The satellite occupation is described by a
power law (with index α and normalization set by the
mass parameter M1.

Eqs. (B1) and (B2) provide the number of galaxies in
a halo of mass M . Concerning the spatial distribution,
we treat central and satellite galaxies separately. The
former is taken as a point-source located at the center
of the halo (the point-source approximation is expected
to break down only for ` & 103). Satellite galaxies are
instead described in an effective way with a spatial dis-

tribution following the host-halo profile. In other words,
we express the density field of galaxies with:

gg(x− x′|M) =〈Ncen(M)〉 δ3(x− x′) +

〈Nsat(M)〉 ρh(x− x′|M)/M . (B3)

Note that:∫
d3x gg(x) = 〈Ncen(M)〉+ 〈Nsat(M)〉 = 〈N(M)〉 .

(B4)
The value of the four HOD parameters of each sam-

ple is derived by fitting the auto-correlation of the spe-
cific catalog. We perform the measurement of the auto-
correlation by employing the PolSpice tool, in the same
way as described in the main text for the cross correla-
tion. The noise term is estimated with CggN = 4π fsky/N ,
where N is the total number of galaxies outside the mask,
and is subtracted from the measurement.

The theoretical prediction for the 3D power spectrum
is computed with the halo model approach (and assuming
Poisson statistics) as:
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FIG. 15. Comparison with previous results for the Poisson
noise terms Ck

p as a function of the energy for the full 2MPZ
sample. Points refer to our analysis, the shaded regions show
the results obtained in the previous analysis of Ref. [40].

P 1h
gg (k, z) =

∫ Mmax

Mmin

dM
dn

dM

2〈Ncen 〉 〈Nsat 〉ṽδ(k|M) + 〈Nsat 〉2ṽδ(k|M)2

n̄2
g

(B5)

P 2h
gg (k, z) =

[∫ Mmax

Mmin

dM
dn

dM
bh(M)

〈Ng〉
n̄g

ṽg(k|M)

]2

P lin(k) . (B6)

The product 〈Ng〉 ṽg(k|M) is the Fourier transform of
〈Ncen(M)〉 δ3(x) + 〈Nsat(M)〉 ρh(x|M)/M . Note that
〈Ng〉 ṽg(k = 0|M) = 〈Ng〉. The average number
of galaxies at a given redshift is given by n̄g(z) =∫
dM dn/dM 〈Ng〉. Note that in Eq. B1, we do not in-

clude the shot-noise term ∝ 〈N 〉2 since it has been sub-
tracted from the data.

The best-fit HOD parameters are reported in Ta-
ble VII. A few examples of the comparison between the-
oretical model and measured APS are shown in Fig. 16.
It is clear from the plot that the models are strongly
constrained by the measurements. Therefore, the uncer-
tainty on the HOD parameters has negligible impact on
the cross-correlation observable and can be neglected in
our analysis, where we consider only the best-fit values.

Appendix C: Estimate of gamma-ray luminosity
from other wavelengths

As mentioned in the main text, the Poisson noise term
of the cross-correlation signal is given by the average
gamma-ray flux of objects in the catalogs. The computa-
tion is performed in two steps. First, we derive a relation
for the (diffuse) gamma-ray production of all galaxies
given some tracer of the star formation rate. Then we

TABLE VII. Best fit values of the HOD parameters of
Eqs.(B1) and (B2) for all the samples considered in this work.

Catalog Mcut σLogM α M1

[1012M�] [1013M�]

2MPZ (full) 1.8 0.32 1.15 2.8

2MRS (full) 1.6 0.22 1.0 2.0

2MPZ high-z 4.6 0.32 1.2 4.4

2MPZ mid-z 2.6 0.18 1.2 4.0

2MPZ low-z 1.5 0.32 1.15 2.0

2MPZ high-B 2.6 0.15 1.2 3.3

2MPZ mid-B 1.5 0.24 1.15 2.5

2MPZ low-B 0.66 0.20 1.15 1.1

2MPZ high-K 4.6 0.30 1.2 4.4

2MPZ mid-K 1.5 0.26 1.15 2.5

2MPZ low-K 0.50 0.28 1.15 1.1

2MRS high K - low B 2.6 0.10 1.15 2.5

add up emissions from blazars and misaligned AGN if
the object has been classified as an host of these emit-
ters.

Here we describe how we derive the gamma-ray emis-
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FIG. 16. Autocorrelation angular power spectrum for the
2MPZ (full, mid-B, mid-K, mid-z) and 2MRS catalogs. Points
show the measurements, while lines refer to the best-fit model
derived as described in the text.

sion of AGNs and star-forming galaxies starting from a
given magnitude in the optical/infrared. Note that such
relations suffer from significant uncertainty. If the latter
is due just to random scatter around the reported rela-
tions, the impact of these uncertainty in our analysis is
subdominant. In fact, in order to compute the Poisson
noise term, we add up the flux of a very large number of
objects. On the other hand, if the adopted relations are
biased, this could in principle affect our conclusion. To
overcome this issue, we introduce also a model in which
the Poisson noise term is not modeled but left free and
fitted.

1. Blazars

The gamma-ray flux of blazars is computed using the
relation between the infrared magnitude at 12µm and

the energy flux between 0.1 GeV and 100 GeV found
in Ref. [64]. From their Fig. 2, one obtains a FEγ =

A [W3]−β with A = 10−14.05±0.39erg cm−2 s−1 and β =
4.94± 0.17. We employ the W3 magnitude measured by
the WISE survey and provided in the catalog.

2. Misaligned AGNs

Predictions for the gamma-ray flux of misaligned
AGNs are typically derived from their radio emission
[16, 69], with the best-fit relation found to be: Lγ =
10−4.044 (LRC/erg s)1.156, where Lγ is the luminosity be-
tween 0.1 GeV and 100 GeV and LRC is the 5GHz radio
core luminosity. Ref. [70] shows a correlation between 1.4
GHz luminosity and the 12µm luminosity of WISE AGNs
(see their Fig. 13). These two relations allow us to pre-
dict the Poisson noise term of mAGNs starting from the
W3 magnitude of the 2MPZ catalog. The predicted av-
erage gamma-ray flux agrees well with a more direct esti-
mate we obtained on a smaller sample obtained by cross-
matching the 2MPZ sources with the FIRST catalog [71],
to directly extract radio fluxes (then linked to gamma-ray
fluxes using again the relation of Refs. [16, 69]).

3. Star-forming galaxies

Star formation is expected to trigger gamma-ray pro-
duction in galaxies. Indeed, galaxies detected in γ-rays
show a tight correlation between the luminosity in the
range (0.1−100) GeV and the star formation rate (SFR):
Lγ = (1.3± 0.3)× 1039 (SFR/M� yr)1.16±0.07 erg/s [11].
In turn, the star formation rate is correlated with the
B-band magnitude (see, e.g., Fig. 5 in Ref. [52]). In
Ref. [52], they found LB = 13.7× 109 SFR/M� yr with a
scatter within one dex. We estimate the average gamma-
ray flux of star forming galaxies starting from the B-band
magnitude reported in the 2MPZ catalog and using the
above two relations.
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