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The study of cosmology over the previous few decades has been very successful at building a minimal model that is based on predictions from General Relativity at cosmological scales, and validated through a wide range of increasingly sophisticated experimental probes. In this model, ΛCDM and wCDM models, while also varying the neutrino mass density. These results are shown to be robust using two independent shape catalogs, two independent photometric calibration methods, and two independent analysis pipelines in a blind analysis. We find a 3.5% fractional constraining power of our DES Science Verification results. In wCDM, we find a 4.8% fractional uncertainty on σ₈(Ω_m/0.3)₀.₅ = 0.782 ± 0.027 at 68% CL, which is a factor of 2.5 improvement over the fractional constraining power of our DES Science Verification results. In wCDM, we find a dark energy equation-of-state w = −0.95 ± 0.33 and a dark energy equation-of-state w = −0.95 ± 0.33. We find results that are consistent with previous cosmic shear constraints in σ₈ = Ω_m, and see no evidence for disagreement of our weak lensing data with data from the CMB. Finally, we find no evidence preferring a wCDM model allowing w ≠ −1. We expect further significant improvements with subsequent years of DES data, which will more than triple the sky coverage of our shape catalogs and double the effective integrated exposure time per galaxy.
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I. INTRODUCTION

The study of cosmology over the previous few decades has been very successful at building a minimal model that is based on predictions from General Relativity at cosmological scales, and validated through a wide range of increasingly sophisticated experimental probes. In this model, ΛCDM, the gravitational dynamics of matter on large scales are dominated by a cold dark matter component that only interacts gravitationally (CDM) [1], while the accelerated expansion of the Universe is driven by a cosmological constant Λ. These components make up about 25% and 70% of the Universe, respectively, while the remainder is composed of baryons, radiation, and neutrinos. Despite the overall success of modern cosmological study, however, there remain several fundamental mysteries that enter the model as purely phenomenological parameters. These include our lack of understanding of the value of the cosmological constant or of any motivation for a different driver of cosmic acceleration. Further, although there are candidates within particle physics models for dark matter, there has been no detection of such a new particle. As our ability to constrain cosmological models at lower redshift continues to increase, we can also begin to explore subtle discrepancies between low- and high-redshift observations. This could indicate that ΛCDM, which has explained measurements like the power spectrum of the cosmic microwave background (CMB) so well, may not be sufficient to connect observations across cosmic times as the Universe undergoes significant evolution and becomes strongly inhomogeneous on smaller scales.

It is with these fundamental mysteries and potential for new physics in mind that several major observing programs have been undertaken to measure cosmic shear, a probe that is sensitive to both the expansion of the Universe and the growth and evolution of structure across vast volumes of space [2-4]. Cosmic shear measures the correlated distortion of
the envelopes of light bundles that are emitted from distant sources (i.e., galaxies) due to gravitational lensing by large-scale structure in the Universe. It is sensitive to both the growth rate and evolution of matter clustering as well as the relative distances between objects, and thus, the expansion history of the Universe. With the significant improvements in constraining power from the work described herein, cosmic shear has now become a leading probe of the nature of dark energy, dark matter, and astrophysical models of structure formation.

Cosmic shear directly measures inhomogeneities along the line-of-sight to an observed galaxy, typically labelled a source (of the light bundle), with a weighted kernel that depends on the ratio of distances between the lensing mass, the observed galaxy, and the observer. The distortion of light bundles due to cosmic shear can be expressed in terms of the convergence,

\[ \kappa = \frac{3}{2} \left( \frac{H_0}{c} \right)^2 \Omega_m \int_0^{r_s} dr \frac{\delta(r) r(s - r)}{a(r) r_s} , \]

where \( r \) is the comoving distance to an element of lensing mass, and this is integrated from the observer to the source at \( r_s \); the matter density fluctuation is \( \delta \), the fractional matter density parameter \( \Omega_m \), \( a \) is the scale factor, \( c \) is the speed of light, and \( H_0 \) the Hubble parameter. Cosmic shear primarily probes the weak-lensing regime, \( \kappa \ll 1 \), meaning that distortions are small and linearly related to the potential. In this regime the convergence (\( \kappa \)) and shear (\( \gamma \)) are simply related (see e.g., [5]). However, the associated density fluctuations that are probed are not necessarily in the linear regime.

The amplitude of the lensing signal is primarily sensitive to the normalization of the matter fluctuations, \( \sigma_8 \), and to the matter density \( \Omega_m \). The combination most tightly constrained is \( S_8 \equiv \sigma_8 / (\Omega_m / 0.3)^{1/2} \), where empirically \( \alpha \approx 0.5 \) for cosmic shear. The degeneracy is not exact, so that contours in the \( \sigma_8 - \Omega_m \) plane take the shape of a banana, but our most sensitive measurement is perpendicular to the banana and is captured by the value of \( S_8 \). This measurement via cosmic shear of inhomogeneities at \( z < 1 \) is often compared to information on the amplitude of primordial fluctuations at recombination, which is encoded in the temperature fluctuations of the CMB. The CMB constraint on fluctuations can be evolved forward in time, assuming a model such as \( \Lambda \)CDM, to predict the lensing signal at \( z < 1 \) and allow a direct comparison with the measurements of structure made using cosmic shear. A closely related and growing field of study is gravitational lensing of the CMB (e.g., [7][10]); this probes redshifts \( z \lesssim 2 \), and has demonstrated promising results with constraining power comparable to previous cosmic shear results.

The statistical power of cosmic shear has increased rapidly over the last several years relative to the first detections in the 2000s ([1][22] as the current generation of surveys have produced their first results. More recent observations of cosmic shear include analyses of data from the Sloan Digital Sky Survey (SDSS), Canada-France-Hawaii-Telescope Legacy Survey (CFHTLS), the Deep Lens Survey (DLS), the Kilo-Degree Survey (KiDS[1]) and the Dark Energy Survey (DES[2]). A portion of the SDSS Stripe 82 (S82) region was analyzed in [23][24]. Cosmological constraints from cosmic shear using DLS data taken with the Mosaic Imager on the Blanco telescope between 2000 and 2003 were shown in [25][26]. Several cosmological constraints have resulted from the CFHT Lensing Survey (CFHTLenS)[27][31], which was recently re-analyzed in [32]. Cosmic shear from 139 deg² of the DES Science Verification (SV) data was used to place the first constraint on cosmology with DES[33] using both real- and harmonic-space measurements. Cosmic shear has also been recently measured using KiDS data [34][35], which was used in [35][39] to place tomographic constraints on cosmology.

There are currently three ongoing Stage III surveys designed for measuring cosmic shear: DES using the Blanco telescope, the Hyper-Suprime Cam (HSC[3]) survey using the Subaru telescope, and KiDS using the VLT Survey Telescope (VST). Preparations are also underway for four Stage IV weak lensing surveys to operate over the next decade: the Large Synoptic Survey Telescope (LSST[4]), Euclid[5], the Square Kilometer Array (SKA[6]) and the Wide Field InfraRed Survey Telescope (WFIRST[7]). These surveys have significantly different observing strategies, and in most cases, complementary overlap in observing fields to allow for joint calibration and measurements. Two, Euclid and WFIRST, will use space-based telescopes to remove the obstacle of dealing with distortions in observed shapes due to the Earth’s atmosphere.

While cosmic shear can now be said to be one of the most powerful probes of cosmology and the nature of dark energy and dark matter, it is also a challenging measurement to make. The weak distortion in the shapes of objects that we measure is of the order of 1%. In the presence of noise and the intrinsic scatter in galaxy shapes of individual objects, gravitational shear must be statistically measured typically over many millions of galaxies, each of which must have a robust shape measurement constrained to high accuracy, to precisely reconstruct the cosmic shear signal. Several technical advances in the robust measurement and interpretation of galaxy shapes are discussed in [40], and we exploit these in the current analysis. In order to interpret the measured cosmic shear signal, one also must have robust estimates of the distribution of galaxies in redshift, which is a challenging and evolving field of study. This is discussed further in [41][44]. Finally, one must also be able to interpret the measured signal in the presence of the correlated intrinsic shapes of galaxies (‘intrinsic alignment’) [45][46], as well as other astrophysical effects that impact the measured cosmic shear signal, such as poorly understood baryonic physics (e.g., [47][49]).
In this work, we present the first cosmological constraints from cosmic shear in the main DES wide-field survey, using data taken during its first year of observations. Preliminary constraints from DES were the result of an analysis of cosmic shear with data from the DES Science Verification (SV) observing period in [33] [50]. This was followed by parameter constraints from weak lensing peak statistics [51] and the combination of galaxy-galaxy lensing and galaxy clustering [52]. We combine galaxy-galaxy lensing and galaxy clustering with our cosmic shear results in a joint DES Y1 analysis [53], which shares most components of the analysis pipeline used in this work. We present further information supporting the DES Y1 cosmological analyses in several concurrent papers:

- The construction and validation of the ‘Gold’ catalog of objects in DES Y1 is described in [54].
- The DES Y1 REDMAGIC galaxy sample and clustering systematics that enter our clustering photo-z constraints are described in [55].
- Shape measurement, calibration techniques, and validation of the two shape catalogs, METACALIBRATION and IM3SHAPE, are described in [40].
- Further exploration of the IM3SHAPE image simulations is discussed in [56].
- Additional null tests of the reconstructed shear or convergence fields are discussed in [57].
- Constraints on the accuracy of the REDMAGIC redshifts that enter our clustering photo-z constraints are shown in [42].
- The accuracy of the clustering cross-correlation methods to constrain the source photometric redshifts is detailed in [43].
- The final construction of the clustering cross-correlation constraints on the source photometric redshifts using the DES Y1 REDMAGIC galaxy sample is described in [44].
- Galaxy-galaxy lensing measurements and further shape catalog tests and validation are shown in [58].
- The general methodology, likelihood analysis, and covariance matrix used in the cosmological analyses shown in this work and [53] are described and validated in [59].
- Finally, this methodology is independently validated using complex simulations in [60].

We encourage the reader to refer to these papers for further extensive information about the DES Y1 data production, testing, and analysis framework that is not repeated in detail in the current work.

The paper is organized as follows. We discuss in Sec. [I] the DES data, and our shape and photometric redshift (photo-z) catalogs. Simulations and mock catalogs are discussed in Sec. [II] We present our measurements of cosmic shear in Sec. [IV] and covariance validation in Sec. [V] We discuss our blinding strategy in Sec. [VI] and describe our analysis choices in Sec. [VII] Cosmological parameter constraints are shown in Sec. [VIII] and further robustness tests in Sec. [IX] Finally, we conclude in Sec. [X].

II. DARK ENERGY SURVEY YEAR 1 DATA

The Dark Energy Survey (DES) is a five year observing program using the 570 megapixel DECam [61] on the Blanco telescope at the Cerro Tololo Inter-American Observatory (CTIO). The nominal DES wide-field survey images 5000 square degrees of the southern sky to 24th i-band limiting magnitude in the \(griz\) bands spanning 0.40-1.06 \(\mu\)m. The survey tiling strategy ultimately consists of ten overlapping 90 second exposures in each of \(griz\) and 45s exposures in \(Y\) over the full wide-field area.

The DES Year 1 (Y1) shape catalogs used for this analysis are based on observations taken between Aug. 31, 2013 and Feb. 9, 2014 during the first full season of DES operations. DES Y1 wide-field observations were targeted to a large region overlapping the South Pole Telescope (SPT) survey footprint extending between approximately \(-60^\circ < \delta < -40^\circ\), and a much smaller area overlapping the ‘Stripe 82’ region of the Sloan Digital Sky Survey (SDSS), which is not included in this analysis. The observed area was limited in the DES Y1 period to reach a sufficient number of overlapping exposures across the observed footprint. In practice, this resulted in a total area of about 1514 deg^2 with a mean depth of three exposures, after masking potentially bad regions not used for weak lensing [54].

The DES Y1 data incorporate a variety of improvements over the DES Science Verification (SV) data used in preliminary DES weak lensing analyses, including updates to the telescope and systems components and to data processing. These are discussed in detail in [54], which describes the production and validation of a ‘Gold’ catalog of 137 million objects prior to the ‘bad region’ masking referred to above, and in [40], where the shape catalog production and validation is described.

A. Shape Catalogs

We test the robustness of our results with two independent shape measurement pipelines, METACALIBRATION and IM3SHAPE, which are fully described and characterized in the accompanying catalog paper [40]. The pipelines use different subsets of the DES Y1 data, different measurement techniques, and different calibration strategies. Each was developed without direct comparison to the other at the two-point level – blinded measurements of \(\xi_\ell\) were compared only once the two catalogs were finalized. Unlike in the DES Science Verification (SV) analysis [62], no effort was made to modify them to ensure they agreed prior to comparing cosmological constraints, beyond applying the same suite of null tests to both catalogs in [40]. This stems from the difficulty of comparing two shear measurement methods in a robust way, since
any joint selection may bias both methods, even if separately they are each unbiased. We discuss this further in Sec. [IX.B]

The median measured seeing (FWHM of stars selected for point-spread function (PSF) modeling) in the riz bands is 0.96 arcsec for the DES Y1 shape catalog, which is an improvement over the DES SV seeing. This value is after routine nightly rejection of exposures [54] and the blacklisting of a small number of exposures during the PSF model building process [62] due to imaging and processing anomalies. At the catalog level, objects are removed based on a set of criteria unique to each shape catalog, but which generally satisfy a lower S/N cut and a rigorous size cut relative to the PSF size. More details on these selections are described in [40], which discusses further the impact of data quality and various selections on the final catalog number density.

For both catalogs, we use only objects that pass the default recommended selection FLAGS_SELECT (see selection criteria defined in [40]). We additionally limit objects to have photo-z point estimates within the redshift range 0.2 – 1.3 (cf. section IIB) and to fall within the large, contiguous southern portion of the footprint (dec $<$ $-$35) that overlaps with the SPT survey. Finally, we limit our study to objects that are contained within the REDMAGIC mask described in [55], which additionally removes a few tens of deg$^2$ from the original shape catalog footprint, bringing its final effective area to 1321 deg$^2$. This final mask, while not strictly necessary for cosmic shear, is applied to make this work consistent with the joint cosmological constraints combining weak lensing and galaxy clustering in [53], where the same footprint is assumed in our covariance calculation. This has the added benefit of reducing depth variation across the field, and thus spatial variations in our redshift distribution.

We derive the measurement noise $\sigma_m^2$ for METACALIBRATION from the estimated measurement covariance matrix, accounting for the response term, and the intrinsic shape noise $\sigma_{\delta m}^2$ is then derived from the difference of this from the total observed ellipticity variance. The intrinsic shape noise is instead estimated for IM3SHAPE from high signal-to-noise objects where measurement noise is minimal, and the measurement noise derived from this and the total variance. These are given in Table 1.

I. METACALIBRATION

METACALIBRATION is a method to calibrate a shear statistic, such as a mean shear estimate or shear two-point function, from available imaging data, without requiring significant prior information about galaxy properties or calibration from image simulations [63] [64]. METACALIBRATION has been tested with complex image simulations and shown to be accurate at the part per thousand level [64]. The implementation used in DES is described in detail in [40], where the ellipticity is measured using a single Gaussian model that is fit to the galaxy image in the riz bands. The galaxy image is then artificially sheared and the ellipticity remeasured to construct the shear response matrix via numerical derivatives of the ellipticity. We do this by deconvolving the PSF, applying a shear, and then reconvolving by a symmetrized version of the PSF. This results in one unsheared and four sheared versions of the shape catalog (one for each direction (±) and component of shear), all of which include flux measurements for photo-z estimation. Some limitations in the application of METACALIBRATION to DES Y1 data are discussed in [40], which leads us to assign a non-zero mean for the Gaussian prior assumed in this analysis on the shear calibration of $m = 0.012 \pm 0.013$. This error budget is dominated by our estimate of the unaccounted effects of contaminating light from neighboring objects on the shear estimation.

With METACALIBRATION, corrections are calculated for both the response of the shape estimator to a shear and the response of object selections to a shear. The METACALIBRATION procedure produces a noisy estimate of the shear response $R_\gamma$ for each galaxy, which is then averaged to produce $\langle R_\gamma \rangle$. The induced selection bias is calculated only in the mean $\langle R_\gamma \rangle$. These quantities are in general 2x2 matrices of the ellipticity components. The explicit calculation of these corrections using the four sheared catalogs is described in Secs. 4.1 & 7.4 of [40]. The application of these corrections depends on the details of the shear statistic that is being calibrated; some examples are derived in [64].

In this work we adopt a number of approximations that simplify this process. First, we assume that the shear response is independent of environment, and thus not dependent on the separation of galaxies. Under this assumption, the correction to the shear two-point function is simply the square of the mean response (see section 3.2 in [64]). We further make the assumption that the correction is independent of the relative orientation of galaxies, so that the mean response can be calculated without the shape rotations that are applied when measuring the shear two-point function. We find that the mean response matrices are consistent with being diagonal, which further simplifies the calibration procedure. While these assumptions appear to be valid for the current analysis, fully testing the propagation of the full rotated selection response through the shear two-point function is left to a future work. There should be no additive correction of the response necessary for METACALIBRATION, due to the symmetric reconstruction function used during the metacalibration process [40], though we discuss the impact of residual mean shears in Appendix A. The use of the response corrections is discussed further in Sec. [VI]

The METACALIBRATION catalog yields a total of 35 million objects, 26 million of which are used in the selection for the current analysis. The final number density of the selection used in this analysis is 5.5 galaxies arcmin$^{-2}$. The raw mean number density of objects are shown in Fig. 1 as a function of position on the sky, drawn by SKYMAPPER$^8$ in HEALPIX$^9$ cells of $N_{side}$ 1024. Overlaid are the bounds of the nominal five year DES survey footprint.

---

$^8$https://github.com/pmelchior/skymapper

$^9$http://healpix.sourceforge.net
2. IM3SHAPE

IM3SHAPE measures galaxy shapes by fitting bulge and disc models to each object with a Levenberg-Marquardt algorithm and then taking the best fitting of the two models. This measurement process is unchanged from that used in the DES SV catalog \[62\]. The code is described in detail in \[66\]. Noise, model, and selection biases on the galaxy shapes are calibrated using a suite of simulations designed to closely reflect real data, which are described in \[40\] and \[56\].

The calibration of IM3SHAPE produces a multiplicative \(m\) and additive \(c_i\) bias corrections per object, where \(i\) is the ellipticity component, such that the observed ellipticity \(e_i^o\) is related to the true ellipticity \(e_i^t\) as \(e_i^o = (1 + m)e_i^t + c_i\). The multiplicative bias is assumed to be the same for both shear components. Based on the work described in \[40\], we assign a Gaussian prior on the shear calibration of \(m = 0 \pm 0.025\), which is wider than that obtained with METACALIBRATION due primarily to our estimates of uncertainties related to the accuracy of reproducing the real survey in our image simulations. The bias corrections \(m\) and \(c_i\) are applied in the same way as previous cosmic shear studies (e.g., \[33\]), and thus not discussed in detail here. We propagate the impact of the shear calibration \(m\) for IM3SHAPE through the two-point estimator to produce a two-point correction as a function of scale. This is described further in Sec. \[IV\].

IM3SHAPE was applied only to \(r\) band images, yielding a smaller catalog of 22 million objects, which is reduced to 18 million with the selection for the current analysis. The final number density of the selection used in this analysis is 3.4 galaxies \(\text{arcmin}^{-2}\). The full \(\sigma_{sh} = 0.27\) for IM3SHAPE.

B. Photometric Redshift Estimates

A tomographic cosmic shear measurement requires an assignment of each source galaxy to a redshift bin \(i\), and its interpretation requires an accurate estimation of the redshift distribution of galaxies in each redshift bin, \(n^i(z)\). The procedures for doing so, and for assigning uncertainties to \(n^i(z)\), are described fully in \[41\] and the companion papers \[43\] \[44\]. In this analysis, galaxies in the shape catalogs are assigned to the four redshift bins listed in Table \[I\] by the mean of the photo-z posterior \(p(z)\) estimated from DES griz flux measurements. The redshift distribution of each bin is constructed by stacking a random sample from the \(p(z)\) of each galaxy, weighted according to \(W_iS_i\), which is defined in Sec. \[IV\]. The photo-z posteriors used for bin assignment and \(n^i(z)\) estimation in the fiducial analysis are derived using the Bayesian photometric redshift (BPZ) methodology \[67\]. Details are given in Sec. 3.1 of \[41\]. The estimated redshift distributions for METACALIBRATION are shown in Fig. \[2\].

One notable complication when compared to previous cosmic shear studies is the direct correction of photo-z induced selection biases in METACALIBRATION, which requires calculating the impact that shearing a galaxy image has on the photometric redshift determination. We thus construct a total of six versions of our photo-z estimates based on various photometric measurements: a) the original Multi-Epoch Multi-Object Fitting (MOF) griz-band photometry (see \[54\] for details on the MOF technique), b) the measurements of griz-band photometry from the unsheared METACALIBRATION galaxy fit, and c) four versions of the griz-band photometry from the four sheared METACALIBRATION galaxy fits. In all cases, the redshift distribution \(n^i(z)\) of each bin is reconstructed using BPZ estimates from MOF, which gives a bet-
TABLE I. Effective number density \( n_{\text{eff}} \) (gal arcmin\(^{-2} \)) and ellipticity dispersion \( \sigma_e \) (per component) estimates for each tomographic redshift bin of the METACALIBRATION catalog. We include values for both the \([68] \) (C13) and \([27] \) (H12) definitions of these values. The ellipticity dispersion defined in H12 includes both shape noise (\( \sigma_{sh} \)) and measurement noise (\( \sigma_m \)), while that in C13 is purely \( \sigma_{sh} \). The shot noise \( \sigma^2/n_{\text{eff}} \) for both definitions is the same. These quantities are discussed further in \([40] \).

<table>
<thead>
<tr>
<th>Bin</th>
<th>Extent</th>
<th>( n_{\text{eff}} )</th>
<th>( \sigma_{sh} )</th>
<th>( \sigma_{sh} + \sigma_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C13</td>
<td>H12</td>
<td>C13</td>
</tr>
<tr>
<td>Full</td>
<td>0.20 – 1.30</td>
<td>5.14</td>
<td>5.50</td>
<td>0.266</td>
</tr>
<tr>
<td>1</td>
<td>0.20 – 0.43</td>
<td>1.47</td>
<td>1.52</td>
<td>0.253</td>
</tr>
<tr>
<td>2</td>
<td>0.43 – 0.63</td>
<td>1.46</td>
<td>1.55</td>
<td>0.281</td>
</tr>
<tr>
<td>3</td>
<td>0.63 – 0.90</td>
<td>1.50</td>
<td>1.63</td>
<td>0.259</td>
</tr>
<tr>
<td>4</td>
<td>0.90 – 1.30</td>
<td>0.73</td>
<td>0.83</td>
<td>0.272</td>
</tr>
</tbody>
</table>

FIG. 2. The measured BPZ and resampled COSMOS redshift distributions for the METACALIBRATION shape catalog, binned by the means of the photo-z posteriors into the four tomographic ranges in Table I and marked by the color shading. The normalization of each bin reflects their relative \( n_{\text{eff}} \). The BPZ distributions are corrected by the mean of the redshift bias priors \( \Delta z^i \). The contribution of each galaxy is weighted by \( W_iS_i \), as defined in Sec. [IV]. The IMSHAPE redshift distributions are similar to those shown for METACALIBRATION. The second bin is clearly most different between the resampled COSMOS estimate and BPZ – we explore this further in Sec. [IXC] and show that it does not significantly impact the inferred cosmological parameters.

for the DES Y1 analysis. We derive constraints on \( \Delta z^i \) for the estimated redshift distributions by comparison of the mean redshift in each bin to that from two independent methods:

1. The mean, high-quality photo-z of a sample of galaxies from the COSMOS2015 catalog \([69] \), matched to resemble the source galaxies in \( griz \) flux and pre-seeing size \([41] \).

2. In the lowest three redshift bins, the clustering of source galaxies with REDMAGIC galaxies at \( 0.15 < z < 0.85 \), for which accurate and precise photometric redshifts can be derived from DES photometry \([42][43][44] \). We will refer to these as the ‘COSMOS’ and ‘WZ’ redshift validation methods, respectively. Their constraints on \( \Delta z^i \) are

\[ n_i(z) = n_{BPZ}(z - \Delta z^i), \]

where \( \Delta z \) is the difference in the mean redshift of the true and measured \( n_i(z) \). This is a sufficient description of the photo-z uncertainty for the current cosmic shear analysis, as we demonstrate in Sec. [IXC]. Deviations in the shape of the \( n(z) \) are subdominant to the impact of the mean \( z \), for reasonable variance in the shape at the level of precision necessary.

\[ \text{Table I. Effective number density} \quad n_{\text{eff}} \quad \text{gal arcmin}^{-2} \quad \text{and ellipticity dispersion} \quad \sigma_e \quad \text{(per component) estimates for each tomographic redshift bin of the METACALIBRATION catalog. We include values for both the \([68] \) (C13) and \([27] \) (H12) definitions of these values. The ellipticity dispersion defined in H12 includes both shape noise} \quad \sigma_{sh} \quad \text{and measurement noise} \quad \sigma_m \quad \text{, while that in C13 is purely} \quad \sigma_{sh} \quad \text{. The shot noise} \quad \sigma^2/n_{\text{eff}} \quad \text{for both definitions is the same. These quantities are discussed further in} \quad [40] \text{.}
\]

\[ \text{FIG. 2. The measured BPZ and resampled COSMOS redshift distributions for the METACALIBRATION shape catalog, binned by the means of the photo-z posteriors into the four tomographic ranges in Table I and marked by the color shading. The normalization of each bin reflects their relative} \quad n_{\text{eff}} \quad \text{. The BPZ distributions are corrected by the mean of the redshift bias priors} \quad \Delta z^i \quad \text{. The contribution of each galaxy is weighted by} \quad W_iS_i \quad \text{, as defined in Sec. [IV]. The IMSHAPE redshift distributions are similar to those shown for METACALIBRATION. The second bin is clearly most different between the resampled COSMOS estimate and BPZ – we explore this further in Sec. [IXC] and show that it does not significantly impact the inferred cosmological parameters.}
\]

\[ \text{for the DES Y1 analysis. We derive constraints on} \quad \Delta z^i \quad \text{for the estimated redshift distributions by comparison of the mean redshift in each bin to that from two independent methods:}
\]

1. The mean, high-quality photo-z of a sample of galaxies from the COSMOS2015 catalog \([69] \), matched to resemble the source galaxies in \( griz \) flux and pre-seeing size \([41] \).

2. In the lowest three redshift bins, the clustering of source galaxies with REDMAGIC galaxies at \( 0.15 < z < 0.85 \), for which accurate and precise photometric redshifts can be derived from DES photometry \([42][43][44] \). We will refer to these as the ‘COSMOS’ and ‘WZ’ redshift validation methods, respectively. Their constraints on \( \Delta z^i \) are

\[ n_i(z) = n_{BPZ}(z - \Delta z^i), \]

where \( \Delta z \) is the difference in the mean redshift of the true and measured \( n_i(z) \). This is a sufficient description of the photo-z uncertainty for the current cosmic shear analysis, as we demonstrate in Sec. [IXC]. Deviations in the shape of the \( n(z) \) are subdominant to the impact of the mean \( z \), for reasonable variance in the shape at the level of precision necessary.

\[ \text{The calculation of the difference of the mean redshift relative to the truncated redshift range of our reference REDMAGIC galaxies is described in detail in} \quad [44] \quad \text{, but briefly we calculate the mean in this cross-correlation comparison for both samples in a redshift window of} \quad \pm 2\sigma \quad \text{from the mean of the} \quad n_i(z) \quad \text{variable window from} \quad [44] \quad \text{.}
\]
TABLE II. Summary of cosmological, systematic, and astrophysical parameters used in the fiducial analysis. In the case of flat priors, the prior is identical to the listed range. Gaussian priors are indicated by their mean and 1 σ width listed in the prior column. In the case of \( w \), it is fixed to \(-1\) for \( \Lambda \)CDM and varies over the range given for \( \Lambda \)CDM. For \( m \), the values listed are for METACALIBRATION, which are inflated from the original 1.3% constraint to preserve the overall \( m \) uncertainty when combining tomographic pairs in the likelihood analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosmological</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A_s \times 10^9 )</td>
<td>0.5 … 5.0</td>
<td>Flat</td>
</tr>
<tr>
<td>( \Omega_m )</td>
<td>0.1 … 0.9</td>
<td>Flat</td>
</tr>
<tr>
<td>( \Omega_b )</td>
<td>0.03 … 0.07</td>
<td>Flat</td>
</tr>
<tr>
<td>( \Omega_c h^2 )</td>
<td>0.0006 … 0.01</td>
<td>Flat</td>
</tr>
<tr>
<td>( H_0 ) (km s(^{-1}) Mpc(^{-1}))</td>
<td>55 … 90</td>
<td>Flat</td>
</tr>
<tr>
<td>( n_s )</td>
<td>0.87 … 1.07</td>
<td>Flat</td>
</tr>
<tr>
<td>( w )</td>
<td>-2.0 … -0.333</td>
<td>Fixed/Flat</td>
</tr>
<tr>
<td>( \Omega_b )</td>
<td>0.0</td>
<td>Fixed</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.08</td>
<td>Fixed</td>
</tr>
<tr>
<td>Systematic</td>
<td>((m^{\ast} - m^0) \times 10^2)</td>
<td>-10 … 10</td>
</tr>
<tr>
<td>( \Delta z_1 \times 10^2 )</td>
<td>-10 … 10</td>
<td>0.1 ± 1.6</td>
</tr>
<tr>
<td>( \Delta z_2 \times 10^2 )</td>
<td>-10 … 10</td>
<td>-1.9 ± 1.3</td>
</tr>
<tr>
<td>( \Delta z_3 \times 10^2 )</td>
<td>-10 … 10</td>
<td>0.9 ± 1.1</td>
</tr>
<tr>
<td>( \Delta z_4 \times 10^2 )</td>
<td>-10 … 10</td>
<td>-1.8 ± 2.2</td>
</tr>
<tr>
<td>Astrophysical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td>-5.0 … 5.0</td>
<td>Flat</td>
</tr>
<tr>
<td>( \eta )</td>
<td>-5.0 … 5.0</td>
<td>Flat</td>
</tr>
<tr>
<td>( z_0 )</td>
<td>0.62</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

The results obtained are robust to the choice of a high redshift cosmological model, with the shape noise in the galaxy shape catalog being approximately described by a Gaussian distribution. The ADDGALS algorithm is used to add galaxies to the simulations by assigning \( r \)-band absolute magnitudes to particles in the simulations based on large-scale density. The particles to which galaxies are assigned are not necessarily in resolved dark matter halos, but all resolved central dark matter halos have galaxies assigned to them. Galaxy spectral energy distributions (SEDs) are then assigned to the galaxies from a training set derived from SDSS DR7, and DES \( griz \) magnitudes are generated by convolving the SEDs with the DES pass bands. Galaxy ellipticities and sizes are assigned by drawing from distributions fit to SuprimeCam \( i' \)-band data. Before any cuts, we find \( \sigma_g \) is 0.31, about 10% larger than \( \sigma_g \) for the METACALIBRATION catalog. Galaxy magnitudes, ellipticities, and sizes are then lensed using the multiple-plane ray-tracing algorithm CALCLENS. To mimic DES depth fluctuations, we apply photometric errors using the DES Y1 MAG\_AUTO depth maps according to angular position within the footprint and the true apparent magnitude of the galaxy.

Flux and size cuts are applied to the simulated galaxies to approximate the signal-to-noise distribution of a weak lensing sample roughly mimicking the selection of the METACALIBRATION shape catalog. To bring the shape noise in the simulated sample to that of the METACALIBRATION catalog, we then apply an additional redshift dependent flux cut to the mock catalogs. After final cuts and unblinding of the METACALIBRATION catalog, the effective number density of simulations, described in Secs. III A & III B and a large number of lognormal mock shear catalogs, described in Sec. III C. The full \( N \)-body mock catalogs have been used to validate our analysis pipeline and our covariance estimation. There is not a sufficient number of \( N \)-body mock catalogs to produce an independent covariance matrix for our data vector to compare to the halo model covariance described in Sec. IV, so we also employ a large suite of lognormal mock catalogs to test certain pieces of the full halo model covariance calculation (also discussed in 59) and to construct covariance matrices for various null tests.

### III. SIMULATIONS AND MOCK CATALOGS

In this analysis, we have employed both a limited number of mock shear catalogs produced from dark-matter-only \( N \)-body simulations, described in Secs. III A & III B and a large number of lognormal mock shear catalogs, described in Sec. III C. The full \( N \)-body mock catalogs have been used to validate our analysis pipeline and our covariance estimation. There is not a sufficient number of \( N \)-body mock catalogs to produce an independent covariance matrix for our data vector to compare to the halo model covariance described in Sec. IV, so we also employ a large suite of lognormal mock catalogs to test certain pieces of the full halo model covariance calculation (also discussed in 59) and to construct covariance matrices for various null tests.

#### A. Buzzard Mock Catalogs

The Buzzard simulations, built from dark-matter-only \( N \)-body simulations, are a suite of 18 mock realizations of the DES Y1 survey. The most important aspects of these simulations are summarized below, but we refer the reader to more detailed descriptions in 60, 70, 71. The 18 mock catalogs are composed of 3 sets of 6 catalogs each, where each set is built from a combination of three separate \( N \)-body simulations. These have box lengths of 1.05, 2.6, and 4.0 \( h^{-1} \)Gpc, and \( 1400^3 \), 2048\(^3\), and 2048\(^3\) particles, giving mass resolutions of \( 2.7 \times 10^{10} \), \( 1.3 \times 10^{11} \), and \( 4.8 \times 10^{11} h^{-1} M_{\odot} \), respectively. The simulations were run using the L-GADGET2 code 72, using 2nd order Lagrangian perturbation theory initial conditions generated using 2LPTIC 73. The light-cones are output on the fly – the two highest resolution simulations are stitched together at redshift \( z = 0.34 \) and the lowest resolution box is used for \( z > 0.9 \).

The ADDGALS 70, 71 algorithm is used to add galaxies to the simulations by assigning \( r \)-band absolute magnitudes to particles in the simulations based on large-scale density. The particles to which galaxies are assigned are not necessarily in resolved dark matter halos, but all resolved central dark matter halos have galaxies assigned to them. Galaxy spectral energy distributions (SEDs) are then assigned to the galaxies from a training set derived from SDSS DR7, and DES \( griz \) magnitudes are generated by convolving the SEDs with the DES pass bands. Galaxy ellipticities and sizes are assigned by drawing from distributions fit to SuprimeCam \( i' \)-band data. Before any cuts, we find \( \sigma_g \) is 0.31, about 10% larger than \( \sigma_g \) for the METACALIBRATION catalog. Galaxy magnitudes, ellipticities, and sizes are then lensed using the multiple-plane ray-tracing algorithm CALCLENS. To mimic DES depth fluctuations, we apply photometric errors using the DES Y1 MAG\_AUTO depth maps according to angular position within the footprint and the true apparent magnitude of the galaxy.

Flux and size cuts are applied to the simulated galaxies to approximate the signal-to-noise distribution of a weak lensing sample roughly mimicking the selection of the METACALIBRATION shape catalog. To bring the shape noise in the simulated sample to that of the METACALIBRATION catalog, we then apply an additional redshift dependent flux cut to the mock catalogs. After final cuts and unblinding of the METACALIBRATION catalog, the effective number density of...
the mocks is about 7 per cent larger than in the data.

### B. MICE-GC Mock Catalogs

The MICE Grand Challenge (MICE-GC) simulation is a large $N$-body simulation which evolved 4096$^3$ particles in a volume of $(3072 h^{-1} \text{Mpc})^3$ using the GADGET-2 code \[72\]. This results in a particle mass of $2.93 \times 10^{10} h^{-1} \text{M}_\odot$. The initial conditions were generated at $z_i = 100$ using the Zel’dovich approximation and a linear power spectrum generated with CAMB. On-the-fly light-cone outputs of dark-matter particles up to $z = 1.4$ were produced without repetition in one octant. A set of 256 all-sky maps with angular HEALPix resolution $N_{\text{side}} = 8192$ of the projected mass density field in narrow redshift shells were measured. The process used to compute weak lensing maps from HEALPix mass maps in $z$-slices was first discussed in \[75\]. These were used to derive the convergence field $\kappa$ in the Born approximation by integration along the line-of-sight. The convergence was transformed to harmonic space, converted to an E-mode shear map, and transformed back to angular space to obtain the Stokes ($\gamma_1, \gamma_2$) shear fields, following \[77\]. In this way 3D lensing maps of convergence and shear were produced.

Halos in the light-cone were identified using a Friends-of-Friends algorithm. A combination of Halo Occupation Distribution (HOD) and SubHalo Abundance Matching (SHAM) techniques were then implemented to populate halos with galaxies, assigning positions, velocities, luminosities and colors to reproduce the luminosity function, $(g - r)$ color distribution, and clustering as a function of color and luminosity in SDSS \[78\]. Spectral energy distributions (SEDs) are then assigned to the galaxies resampling from the COSMOS catalog of \[80\]. Finally, DES griz magnitudes are generated by convolving the SEDs with the DES pass bands. The catalogs are available at cosmohub.pic.es and a detailed description is given in \[77\] \[81\] \[83\].

### C. Lognormal Mock Catalogs

In order to generate large numbers of realizations of mock shear data, we take advantage of the fact that a lognormal shear field can be produced quickly and with reasonable levels of non-Gaussianity. The potential use of lognormal random fields in cosmological analyses was first outlined in \[84\]. and the lognormal distribution of shear fields has shown good agreement with $N$-body simulations and real data up to non-linear scales \[85\] \[87\]. The production of such mock catalogs has a significantly smaller computational expense than a full $N$-body simulation and ray-tracing. Thus, lognormal mock simulations provide a compromise between accuracy and computational cost that allows us to quantify how the non-Gaussianity of cosmic fields and incomplete sky coverage propagate into the covariance of cosmic shear.

We use the publicly available code FLASK\[88\], which generates consistent density and convergence fields, to produce 150 mock full-sky shear maps that reproduce a set of input power spectra that fit a fiducial cosmology \[13\] and the actual redshift distribution of sources in our data. These maps are produced on a HEALPix grid with resolution set by an $N_{\text{side}}$ parameter of 4096. In this resolution, the typical pixel area is around 0.73 arcmin$^2$. The full sky mocks are then divided into eight non-overlapping DES Y1 footprints for full-sky simulation. To a good approximation, the footprints belonging to the same full-sky are uncorrelated for sufficiently high multipoles. This produces a total of 1,200 mock shear maps. For each mock realization, we simulate four shear fields corresponding to the redshift distributions of the four redshift bins shown in Fig. 2.

To capture the expected noise properties of the shear fields, we then add appropriate shape-noise by sampling each pixel of the map to match the measured $n_{\text{eff}}$ and $\sigma_e$ shown in Table I for each tomographic shear bin. Covariance validation was done using METACALIBRATION parameters, while the mock catalogs were remade for each null test in Sec. B to match the effective shape noise of either shape catalog after reweighting the objects to match redshift distributions of subsets of the catalogs. For further details of how this was implemented, see Appendix B.

### IV. COSMIC SHEAR MEASUREMENT

We present in this section the measurements of the real-space two-point correlation function $\xi(\mathbf{r})$ from the METACALIBRATION and IM3SHAPE catalogs. These results are derived from measurements in a contiguous area 1321 deg$^2$ on the sky, which has been split into four tomographic bins as described in Sec. IIB. These measurements are the highest signal-to-noise measurements of cosmic shear in a galaxy survey to date, with total detection significance $(S/N)$ of 25.4 $\sigma$ for the fiducial METACALIBRATION measurement using all angular scales and redshift bin pairs.

Cosmic shear is a quantity with two components, based on two 2$nd$-order angular derivatives of the lensing potential, $\psi$: $\gamma_1 = (\psi_1 - \psi_2)/2$; $\gamma_2 = \psi_12$ (where the angular deflection is $-\nabla \psi$). For points along the 1 axis, these components give a simple definition of the tangential- and cross-shear components: $\gamma_t = -\gamma_1$; $\gamma_c = -\gamma_2$. There are thus three 2-point functions to consider, but in practice the cross-

\[11\] http://camb.info

\[12\] http://www.astro.iag.usp.br/~flask/

\[13\] The cosmology used for the FLASK simulations is described by a flat $\Lambda$CDM model with: $\Omega_m = 0.295, \Omega_b = 0.0468, A_s = 2.260574 \times 10^{-9}, h = 0.6881, n_s = 0.9676$.

\[14\] Signal-to-noise is derived here as in \[50\] as $S/N = \frac{\xi_{\text{true}}C^{-1}/\text{model}}{\sqrt{\xi_{\text{true}}C^{-1}/\text{model}}}$, where $C$ is the covariance described in Sec. V and $\xi_{\text{model}}$ is the best-fit model obtained from the analysis in Sec. VII.
correlation $\langle \gamma_t \gamma_x \rangle$ vanishes, leaving the two standard quantities that are the focus of most weak-lensing studies [89]:

$$\xi_\pm = \langle \gamma_t \gamma_t \rangle \pm \langle \gamma_x \gamma_x \rangle. \quad (3)$$

We estimate $\xi_\pm$ for redshift bin pair $i, j$ as

$$\hat{\xi}^{ij}_\pm (\theta) = \frac{\sum a W_a W_b \left[ \hat{c}^t_{a,t}(\vec{\theta}) \hat{c}^t_{b,t}(\vec{\theta}) \pm \hat{c}^x_{a,x}(\vec{\theta}) \hat{c}^x_{b,x}(\vec{\theta}) \right]}{\sum a W_a W_b S_a S_b}, \quad (4)$$

where $\hat{c}_{a,t}$ is the tangential component of the corrected ellipticity of galaxies $a$ along the direction to galaxy $b$ and $\hat{c}_{a,x}$ is the cross component, $W$ is a per-object weight, and $S$ is either a multiplicative bias correction (IM3SHAPE) or a shear response correction (METACALIBRATION). The sums are each computed for a subset of galaxy pairs $a, b$ within each angular separation $\Delta \theta$ for each $\theta = |\vec{\theta}_b - \vec{\theta}_a|$. These angular bins are chosen to be logarithmic with a total of 20 bins between 2.5 and 250 arcmin, though only a subset of these angular bins are used in parameter estimation, as discussed in Sec. VII A. All two-point calculations are done with the public code TREECORR [10]. The estimator for $\xi_\pm$ is in practice calculated quite differently for the two shape catalogs, because they each estimate the ellipticity of an object and any shear calibrations via fundamentally different processes.

For METACALIBRATION, the $k$th component of the unrotated ellipticity is given by $\hat{e}_k = e_k - \langle e_k \rangle$, where $\langle e \rangle$ is the residual mean shear in a given tomographic bin. The METACALIBRATION catalog does not use a galaxy weight ($W = 1$), and the shear response correction ($S$) is given by $\hat{S} = \hat{R}_s = \hat{R}_\gamma + \hat{R}_s$. In general $R$ is a 2x2 matrix, where $R_{ii} = R_{\gamma,ii} + R_{S,ii}$ is the sum of the $i$th element of the measured shear response and shear selection bias correction matrix for METACALIBRATION. We simply use the average of the components of $R$, where $R = (R_{11} + R_{22})/2$. For IM3SHAPE, $\hat{e}_k = e_k - \langle e_k \rangle - \langle e_k - c_k \rangle$, where $c$ is the additive shear correction and $\langle e - c \rangle$ is the residual mean shear for a tomographic bin. The IM3SHAPE catalog uses an empirically derived weight ($W = w$), and a multiplicative shear correction $S = 1 + m$, where $m$ is defined irrespective of the ellipticity component. The residual mean shear is discussed in Appendix A with typical abs. values of 1 to $9 \times 10^{-4}$ per tomographic bin. For IM3SHAPE, the typical mean value of $c$ is 0.4 to $2.9 \times 10^{-4}$. For more details about the calculation of $c, w, m,$ and $R$, see [40].

The redshift distribution of each tomographic bin for the METACALIBRATION measurements is shown in Fig. 2. The redshift boundaries, effective number density, and per component $\sigma_r$ of each tomographic bin for METACALIBRATION are given in Table I. Due to the inherent weighting of each object in the estimator in Eq. (4), the objects contributing to the $n(z)$ for a tomographic bin have been weighted by the factor $W_i S_i$.

We show the measured two-point correlation function $\xi_\pm$ for each shape catalog in Figs. 3 – 5. Scales not used to constrain cosmological parameters are shaded in Fig. 4 & 5. This is the first measurement to correct, through the metacalibration process, the shear selection effects $R_s$, e.g., due to photo-z binning in the data. This effect can be only roughly approximated in traditional image simulation calibrations by assigning redshifts based on the original redshift measurement of the input objects, which is not the same as the redshift measurement used in the data and not even necessarily correlated with magnitude or color in a natural way in the simulation.

The measured selection effects $R_s$ vary in each redshift bin from 0.007 (lowest $z$-bin) to 0.014 (highest $z$-bin), which can be compared to the shear response correction $R_\gamma$ in the four tomographic bins that ranges from 0.72 (lowest $z$-bin) to 0.56 (highest $z$-bin). The $R_s$ is comparable to the Gaussian prior width on the multiplicative bias of 0.013 for the METACALIBRATION catalog. This effect can also be compared to the selection bias correction with no tomographic binning, which is 0.011. Thus, the inclusion of the selection bias correction calculated from the four versions of BPZ based on the sheared photometry from METACALIBRATION is likely a significant contribution to the corrected selection bias, and the additional computational resources and complexity introduced are warranted.

V. COVARIANCE MATRIX

The calculation of the covariance matrix of $\xi_\pm$ and tests to validate its quality can be found in [59]. A large part of our covariance is caused by the shape-noise and Gaussian components of the covariance, i.e., covariance terms that involve at
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15 https://github.com/rmjarvis/TreeCorr

16 We preserve the original COSMOS magnitudes of objects in the simulations used to calibrate IM3SHAPE, so the assigned redshifts do correspond to the flux and morphology of the simulated image.
FIG. 4. The measured shear correlation function $\xi_+$ (top triangle) and $\xi_-$ (bottom triangle) for the DES Y1 METACALIBRATION catalog. Results are scaled by the angular separation ($\theta$) to emphasize features and differences relative to the best-fit model. The correlation functions are measured in four tomographic bins spanning the redshift ranges listed in Table I with labels for each bin combination in the upper left corner of each panel. The assignment of galaxies to tomographic bins is discussed in Sec. II B. Scales which are not used in the fiducial analysis are shaded (see Sec. VII A). The best-fit $\Lambda$CDM theory line from the full tomographic analysis is shown as the solid line. We find a $\chi^2$ of 227 for 211 degrees of freedom in the non-shaded regions.

most two-point statistics of the cosmic shear fields. To guarantee that our covariance model captures these error contributions correctly, the Gaussian parts of the model are compared to a sample covariance from 1200 Gaussian random realizations of the shear fields in our tomographic bins. The uncertainties on cosmological parameters projected from each of these covariances agree very well [59]. The non-Gaussian parts of our covariance, i.e., the parts involving higher order correlations of the shear field, are modeled in a halo model framework [91]. To measure the influence of realistic survey geometry on the covariance matrices, covariance matrices determined in three different ways are compared: 1) the full halo model covariance, 2) a sample covariance from 1200 lognormal realizations (see Sec. III C) of the convergence field in our tomographic bins that assumes a circular survey footprint, and 3) a sample covariance from 1200 lognormal realizations using our actual DES Y1 footprint.

We show the full halo model correlation matrix for $\xi_+$ as the lower triangle in Fig. 6. The upper triangle is the difference of the full halo model correlation matrix and the correlation matrix resulting from the 1200 lognormal realizations masked by the DES Y1 footprint. Following the suggestion of an iterative approach to dealing with the cosmological dependence of covariance matrices proposed by [92], an initial covariance matrix was calculated using an arbitrary cosmology, but the final covariance matrix used in this work was recalculated with the best-fit cosmology of the initial fiducial result from [53]. We found no significant change in our inferred cosmology due to this covariance change.

We also test the amplitude of the diagonal of the covariance matrix by comparing the halo model prediction for the variance of $\xi_-$ on small scales ($2.5 < \theta < 10$ arcmin) to the variance of $\xi_-$ directly estimated from DES Y1 data. To obtain the latter, we divide the shape catalogs into 200 patches of similar area using the kmeans algorithm\(^{17}\) and take the variance of the $\xi_-$ measurement in each of them. We find good agreement.
FIG. 5. The measured shear correlation function $\xi_+$ (top triangle) and $\xi_-$ (bottom triangle) for the DES Y1 IM3SHAPE catalog (see caption of Fig. 4). The uncertainty on $\xi_+$ is clearly larger for IM3SHAPE compared to METACALIBRATION in Fig. 4 due to the lower number density of objects. We find a $\chi^2$ of 224 for 211 degrees of freedom in the non-shaded regions.

agreement between these two approaches within the uncertainty of the estimate of the variance of the $\xi_-$ measurement.

VI. BLINDING

For the DES Y1 analysis, we have maintained a catalog-level blinding scheme similar to the DES SV analyses, but rescaling $|\eta| = 2 \arctanh |e|$ by a factor between 0.9 and 1.1 (see [93] for a review of blinding in general). This catalog blinding was preserved until the catalogs and primary DES Y1 cosmological analyses and papers (this work and [53]) completed a first round of the DES internal review process. All calculations were then repeated with the unblinded catalogs for the final version of this paper.

In addition to this catalog-level blinding, no comparison to theory at the two-point level ($\xi_\pm$) or of cosmological contours was made, nor were central values of any cosmological inferences revealed, until after the shape catalogs and priors were finalized. A qualitative comparison of results from the two shape catalogs with axes and values suppressed was performed to confirm that they produced consistent results after their development was complete and before finalizing the shear priors. The results of this test were acceptable, and no modification to the shape catalogs or priors was necessary. All measurement, processing, and plotting routines were tested either on measurements of the mock catalogs or on synthetic data vectors before use on the DES data. Only after analysis plans were finalized was any comparison to theory allowed.

During the internal review process for [49], it was discovered that separate, but equivalent, oversights in the shear calibration of the two catalogs led to a substantial fraction (e.g., the linear part in $e$) of the blinding factor being calibrated. This was undiscovered until the catalogs were finalized, and thus had no impact on catalog-level choices. It is valid to question whether this invalidated our blinding strategy at the parameter estimation level. It did not, for two reasons: 1) only a few people in the collaboration were aware of the potential issue until after we unblinded the cosmological parameters, minimizing any impact, and 2) The secondary blinding enforced at the two-point and parameter level ensured that even had we become aware of this oversight much sooner, it could not have led to experimenter bias in our analyses.
or inferred cosmological parameter values revealed. Several negligible updates to the precise values of the shear and photometric z priors, and some bugs in the IM3SHAPE catalog selection related to blacklisted images, were approved after unblinding the catalogs but before unblinding the parameter values. These changes did not have an impact on the final results – changes due to updates to the IM3SHAPE selection, for example, were entirely negligible at the two-point function level.

Following initial submission of this paper, further investigations were performed to identify the source of an initially large reported $\chi^2$ for the DES Y1 analyses. During the course of this investigation we identified three further modifications that we have implemented in the final published analysis. The first is a change to use the actual number of pairs of galaxies that enter the two-point function to evaluate the shape noise component of the covariance matrix. The second change was to properly account for the measured variation in $\sigma_e$ between redshift bins, which was not propagated to the covariance originally. This impacts the reported cosmic shear results by reweighting information between tomographic bins. These changes to the covariance significantly improve the initially large $\chi^2$.

The impact of survey geometry on the shape noise component of the covariance matrix was intended to be tested in our covariance validation scheme, but we did not examine the resulting $\chi^2$ in these tests – doing so with our FLASK realizations indicates that correcting how we calculate the shape noise resolves a clear offset in the $\chi^2$ distribution from the mocks, while inflating our constraints only slightly. Finally, we corrected a minor bug in the METACALIBRATION selection processes, which increases the number density of objects at the 2% level. The last two corrections were identified while trying to isolate the cause of the initially large $\chi^2$.

VII. MODELING CHOICES

The measured $\xi_{\pm}$ for tomographic bins $i$ and $j$ can be related to the angular convergence power spectrum in a flat universe through the integral

$$\xi_{\pm}^{ij}(\theta) = \frac{1}{2\pi} \int \ell \, J_{ij}(\theta \ell) P_{\kappa}^2(\ell),$$

(5)

where $J_{ij}$ is the $i$th order Bessel function of the first kind. $P_{\kappa}$ is then related to the matter power spectrum $P_{m}$ with the harmonic-space version of the Limber approximation

$$P_{\kappa}^{ij}(\ell) = \int_0^{\chi_H} d\chi \frac{q^2(\chi)q^2(\chi')}{\chi^2} P_{m}(\ell + 1/2 \chi/\chi'),$$

(6)

where $\chi$ is radial comoving distance, $\chi_H$ is the distance to the horizon, and $q(\chi)$ is the lensing efficiency function

$$q^2(\chi) = 3 \Omega_m \left(\frac{H_0}{c}\right)^2 \frac{\chi}{a(\chi)} \int_\chi^{\chi_H} d\chi' n^2(\chi') \frac{\chi'}{\chi'} - 1,$$

(7)

where $\Omega_m$ is the matter density parameter, $H_0$ is the Hubble constant, $c$ is the speed of light, $a$ is the scale factor, and $n^2(\chi)$ is the effective number density of galaxies as a function of comoving radial distance normalized such that $\int d\chi n^2(\chi) = 1$. The appropriateness of the Limber and flat-sky approximations in these relationships is tested in [59] for DES Y1 statistical precision.

As higher dimensional parameter space:

$$\ln L(p) = -\frac{1}{2} \sum_{ij} \left( D_i - T_i(p) \right) C^{-1}_{ij} \left( D_j - T_j(p) \right)$$

(8)

where $p$ is the full set of parameters and $T_i(p)$ are the theoretical predictions for $\xi_{\pm}$ as given above. The likelihood also depends on the covariance matrix $C$ from Sec. VII which describes how the measurement in each angular and redshift bin is correlated with every other measurement. The covariance matrix should also depend on the model parameters $p$, but we assume a fiducial set of parameters and use a fixed covariance. This has been shown to not impact the inferred cosmology (see Sec. VII). The posterior is then the product of the likelihood with the priors, $P(p)$, as given in Table II.

Results are derived via two analysis pipelines: COSEUMP [98] and COSMOSIS [97]. These pipelines were validated against each other in [59] and through an analysis by

---
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on simulations. To calculate the matter power spectrum \( P_{\text{NL}}(k, z) \), \textsc{CosmoLike} uses \textsc{CLASS} \cite{100}, while \textsc{Cosmosis} uses \textsc{CAMB} \cite{101, 102}. We sample the parameter space using both \textsc{MultiNest} \cite{103, 105} and \textsc{emcee} \cite{106}. \textsc{MultiNest} in particular produces estimates for the Bayesian evidence that we use for model and data comparison. All constraints shown are produced with \textsc{MultiNest} results, primarily due to the speed of convergence and availability of the Bayesian evidence estimate\cite{53}.

We perform likelihood evaluation using the cosmic shear measurements described in Sec. \[\text{V}\] the redshift distributions described in Sec. \[\text{II}\B\] and the covariance matrix described in Sec. \[\text{V}\]. Cosmological, astrophysical, and systematic parameters are constrained for both the \( \Lambda\)CDM model and the \( w\)CDM model, where the equation of state of dark energy is described by a single parameter \( w \). We leave exploration of models with non-zero curvature to future work. A varying neutrino mass density is included in both models, which we believe is strongly motivated, but is one reason we must recompute the likelihood of some external data (see Sec. \[\text{VIII}\C\]) to compare directly to our own. The parameters varied in the fiducial analysis are listed in Table \[\text{II}\] along with their range and any priors applied. For the \( \Lambda\)CDM model, \( w \) is fixed to \(-1\), while in \( w\)CDM it is allowed to vary in the given range. For those cosmological parameters we expect to constrain well with cosmic shear, we choose flat priors that are wide enough to be uninformative using forecasts of DES Y1 constraints. For \( w \), we exclude regions with \( w > -1/3 \) that do not produce acceleration and impose a limit of \( w > -2 \), which is a broad enough range to allow our 1 \( \sigma \) contour to close assuming we had found a posterior centered at \( w = -1 \). Those parameters that are not constrained well by cosmic shear have informative priors that widely bracket allowed values from external experiments. In particular, for \( \Omega_{b}h^{2} \) we take a lower limit obtained from oscillation experiments \cite{107}, and an upper limit of 0.01 that is roughly five times the 95\% confidence limit (CL) of the typical limiting value found by external data, \( \Omega_{b}h^{2} \approx 0.002 \) (see e.g., Planck Collaboration et al. \cite{108, 111}).

Though we sample over the normalization of the matter power spectrum \( A_{s} \), we present results in terms of the commonly used parameter \( S_{8} \equiv \sigma_{8}(\Omega_{m}/0.3)^{0.5} \). Choosing \( \alpha = 0.5 \) largely decorrelates \( S_{8} \) and \( \Omega_{m} \) in constraints from cosmic shear experiments. The amplitude of the shear correlation function is roughly \( \propto S_{8}^{2} \). We will refer to both the 68\% confidence limit, which is the area around the peak of the posterior within which 68\% of the probability lies, as well as the figure of merit (FoM), which is useful for comparing the relative constraining power of results in 2D. In two parameter dimensions, the FoM is defined for parameters \( p_{1} \) and \( p_{2} \) as \cite{109, 110}:

\[
\text{FoM}_{p_{1}p_{2}} = \frac{1}{\sqrt{\det \text{Cov}(p_{1}, p_{2})}}, \tag{9}
\]

which is a generalization of the Dark Energy Task Force (DETF) recommendation for the dark energy FoM \cite{2}. This kind of statistic is naturally motivated by the form taken by a change in relative entropy driven by a gain in information.

### A. Matter Power Spectrum Modeling and Baryonic Effects

Approximations in the nonlinear clustering of matter on small scales, including the impact of baryonic effects, is a key modeling choice for the cosmic shear signal. The discussion in \cite{53}, to which we refer the reader, remains applicable to the current analysis, though some updates to scale selection are necessary and are discussed further in Sec. \[\text{IX}\D\]. We also explore the impact of these modeling choices in \cite{59}.

To model the nonlinear matter power spectrum, we use HALOFIT \cite{111} with updates from \cite{112}. The impact of neutrino mass on the matter power spectrum is implemented in HALOFIT from \cite{113}, which introduces some additional uncertainty of potentially up to 20\% (e.g., \cite{114, 116}). This is not a significant concern for this analysis, however, given our scale cuts and the fact that cosmic shear alone is insensitive to the effects of neutrino mass (see Appendix\[C\]).

The fiducial analysis removes scales that could be significantly biased by baryonic effects. For scale selection, these effects are modeled as a rescaling of the nonlinear matter power spectrum

\[
P_{\text{NL}}(k, z) \rightarrow \frac{P_{\text{DM}+\text{Baryon}}}{P_{\text{DM}}}P_{\text{NL}}(k, z), \tag{10}
\]

where ‘DM’ refers to the power spectrum from the OWLS (OverWhelmingly Large Simulations project) dark-matter-only simulation, while ‘DM+Baryon’ refers to the power spectrum from the OWLS AGN simulation \cite{47, 117}. OWLS is a suite of hydrodynamic simulations with different sub-grid prescriptions for baryonic effects. We use this particular OWLS simulation for two reasons. First, it is the one which deviates most from the dark matter-only case in the relevant scales of the matter power spectrum; given we are cutting scales based on the size of this deviation, this is a conservative choice. Secondly, McCarthy et al. \cite{118} find that of the OWLS, the AGN simulation best matches observations of galaxy groups in the X-ray and optical, so arguably it is the most realistic.

We remove any scales from the \( \xi_{\pm} \) data vector that would have a fractional contribution from baryonic effects exceeding 2\% at any physical scale. This removes a significant number of data points, particularly in \( \xi_{\pm} \) on small scales. In general we find that our cuts in scale to remove parts of the cosmic shear data vector contaminated by potential baryonic effects are sufficient to alleviate any potential bias due to uncertainties in modeling nonlinear matter clustering. This can be seen
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in [119], which compares inaccuracies in HALOFIT relative to COSMIC EMU [120, 121], a power spectrum emulator, with the impact of baryonic effects from OWLS AGN, which is comparable or larger at all $k$.

### B. Intrinsic Alignment Modeling

In addition to coherent shape distortions induced by lensing, galaxies can exhibit physical shape correlations due to their formation and evolution in the same large-scale gravitational environment. Along with baryonic effects, ‘intrinsic alignment’ (IA) constitutes the most significant astrophysical systematic to cosmic shear. IA includes both an ‘Intrinsic-Intrinsic’ (II) term due to physically nearby galaxy pairs [122–125] and a ‘Gravitational-Intrinsic’ (GI) term from the correlation of galaxies that are aligned with those that are lensed by the same structure [126]. The total measured cosmic shear signal is the sum of the pure lensing contribution and the two IA terms:

$$P_{\text{obs}}^{ij}(\ell) = P_{\text{GG}}^{ij}(\ell) + P_{\text{GI}}^{ij}(\ell) + P_{\text{IG}}^{ij}(\ell) + P_{\text{II}}^{ij}(\ell),$$  

where ‘GG’ refers to the cosmic shear signal. Neglecting IA can lead to significantly biased cosmological constraints [127–129]. See the reviews [45, 46] for further information on these effects.

For our fiducial analysis, we treat IA in the ‘tidal alignment’ paradigm, which assumes that intrinsic galaxy shapes are linearly related to the tidal field [124]. While a complete understanding of alignment mechanism(s) remains a topic of active study, tidal alignment has been shown to accurately describe red/elliptical galaxy alignment and is expected to dominate the IA signal on linear scales [127, 130, 131]. We also perform an analysis that includes the potential impact of alignments from angular momentum correlations (e.g., tidal torque theory [132]) which are expected to contribute for spiral galaxies, although the amplitude is likely smaller than tidal alignment of ellipticals [133]. This work is thus the first to include both tidal alignment and tidal torque-type alignments, as well as their cross-correlation [134]. This more general, ‘mixed’ model is completely analogous to a perturbative expansion of galaxy bias beyond linear order and is thus expected to capture the relevant alignment effects at next-to-leading order, even if they are not due to classical ‘tidal torquing’.

The amplitude ($A$) of the ‘nonlinear alignment’ (NLA) model [135] and its redshift evolution ($\eta$) are allowed to vary in our fiducial analysis, such that the amplitude is described by $A \equiv A[(1 + z)/(1 + z_0)]^\eta$, where the pivot redshift is chosen to be approximately the mean redshift of sources $z_0 = 0.62$. This is an improvement over the fiducial analyses of previous cosmic shear studies, which fixed this power-law dependence (or neglected it entirely), and this fiducial model is the one employed in our combined probes analysis [53]. The amplitude of the terms are then scaled as $P_{\text{GI}}^{ij}(\ell) \propto -A$ (GI $\leftrightarrow$ IG) and $P_{\text{II}}^{ij}(\ell) \propto A^2$, following the standard tidal alignment sign convention. In Sec. [129] we vary the IA model to demonstrate robustness to the specific modeling choice.

### C. Modeling Shear Systematics

The shear multiplicative bias is modeled as [136, 137]

$$\xi^{ij} = (1 + m^i)(1 + m^j)\xi_{\text{true}},$$

where $m^i$ are free to independently vary in each tomographic bin. We do not explicitly marginalize over the potential impact of additive systematics. We use a Gaussian prior on $m^i = 0.012 \pm 0.023$ for METACALIBRATION, given in Table [11] which is rescaled from the non-tomographic prior $m = 0.012 \pm 0.013$ due to potential correlations between tomographic bins as discussed in Appendix D of [40]. The equivalent rescaled $\text{M3SHAPE}$ prior on $m^i$ is $0.0 \pm 0.035$. Both are allowed to vary independently in each tomographic bin.

The only potential source of additive systematics we have identified in [40] is related to incorrect modeling of the PSF. We can model the impact of the PSF model errors in cosmic shear and this is described in detail in Appendix A, along with a discussion of the residual mean shear in each tomographic bin, which is not fully described by PSF model errors. We find that after correcting the signal for the mean shear, the effect of PSF modeling errors is negligible.

### D. Modeling Photo-$z$ Systematics

The photo-$z$ bias is modeled as an additive shift of the $n(z)$ as shown in Eq. [2] where $\Delta z^i$ are free to independently vary in each tomographic bin. As discussed in Sec. [115] this is a sufficient approximation for the DES Y1 cosmic shear analysis, and this is further validated in Sec. [117].

The Gaussian priors on $\Delta z^i$ for the METACALIBRATION measurements are listed in Table [11]. We separately calibrate priors for the M3SHAPE measurements, which have Gaussian priors of $\Delta z^i = (0.004 \pm 0.015; -0.024 \pm 0.013; -0.003 \pm 0.011; -0.057 \pm 0.022)$ [41, 44]. When using the resampled COSMOS $n(z)$, the same width for the prior on $\Delta z^i$ is used, but it is centered at zero. All $\Delta z^i$ are allowed to vary independently in each tomographic bin. As in the case of shear calibration, the width of these priors accounts for correlations between tomographic bins as described in Appendix A of [41].

### VIII. COSMOLOGICAL PARAMETER CONSTRAINTS

Given the size and quality of the DES Y1 shape catalogs, we are able to make a highly significant statement about the robustness of the standard $\Lambda$CDM cosmological model. Our measurements of cosmic shear probe the evolution of nonlinear fluctuations in the underlying matter field and expansion of space across a very large volume around $z = 0.6$. By comparison, equally constraining measurements of the CMB at $z = 1100$ use information from linear perturbations in the radiation field to constrain the same model eight billion years before light left the galaxies we now observe in DES. Comparing the prediction of these very different probes at the same redshift via the parameter $S_8$ allows us to test whether these
results are consistent within the $\Lambda$CDM model to high precision.

Using the fiducial modeling choices described in the previous section, we use cosmic shear from the first year of the Dark Energy Survey to constrain both the $\Lambda$CDM and $\omega$CDM models with varying neutrino mass to produce the tightest cosmological constraints from cosmic shear to date. In $\Lambda$CDM, our cosmic shear results are further combined with galaxy-galaxy lensing and galaxy clustering to significantly improve these constraints. When comparing with external data, it is important to note that we vary $\Omega_\nu h^2$ in our fiducial analysis, and thus all results we compare to, and so the central values and uncertainties of parameters may differ from those previously published for these data.

### A. Fiducial $\Lambda$CDM Results

We marginalize over a total of 6 cosmological parameters in the fiducial $\Lambda$CDM model, including a free neutrino mass density, and 10 systematic or astrophysical parameters. These are listed in Table II. Our fiducial $\Lambda$CDM constraints in the $\sigma_8$ – $\Omega_m$ and $S_8$ – $\Omega_m$ planes are shown in Fig. 7. The DES Y1 cosmic shear constraints are shown by the gray filled contours, while the previous best real-space cosmic shear constraints from the KiDS survey are shown in blue, and Planck constraints from the CMB in filled green, for comparison. Both 68% and 95% confidence levels are shown. For consistency, previous constraints have been reanalyzed in the model space used in this work (see Table II), including varying $\Omega_\nu h^2$ and IA parameters both shift and enlarge the resulting contours. Both 68% and 95% confidence levels are shown.
TABLE III. Summary of constraints on the 1D peak value of \( S_8 \) and \( \Omega_m \) in \( \Lambda \)CDM. The FoM in Eq. (9) for the \( S_8 - \Omega_m \) plane is also shown. In the \( \omega \)CDM model, we show the 1D peak value of \( S_8 \), \( \Omega_m \), and \( \omega \), along with the FoM for the \( S_8 - \omega \) plane. 68% CL are included for each parameter, which are not symmetric about the peak in most cases. We distinguish variations on the fiducial model that are not required to give consistent results (e.g., by neglecting astrophysical systematics) by an asterisk. The constraints on \( S_8 \) are also visually summarized in Fig. 9.

<table>
<thead>
<tr>
<th>Model</th>
<th>( S_8 )</th>
<th>( \Omega_m )</th>
<th>FoM ( S_8 - \Omega_m )</th>
<th>( S_8 )</th>
<th>( \omega )</th>
<th>FoM ( S_8 - \omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fiducial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fixed neutrino mass</td>
<td>0.782+0.027</td>
<td>0.260+0.065</td>
<td>626</td>
<td>0.777+0.036</td>
<td>0.274+0.073</td>
<td>-0.96+0.33</td>
</tr>
<tr>
<td>no photo-z or shear</td>
<td>0.786+0.022</td>
<td>0.250+0.046</td>
<td>970</td>
<td>0.733+0.034</td>
<td>0.229+0.038</td>
<td>-1.37+0.35</td>
</tr>
<tr>
<td>no photo-z or shear</td>
<td>0.783+0.025</td>
<td>0.269+0.068</td>
<td>700</td>
<td>0.766+0.049</td>
<td>0.285+0.069</td>
<td>-0.96+0.31</td>
</tr>
<tr>
<td>IM3SHAPE</td>
<td>0.799+0.048</td>
<td>0.302+0.057</td>
<td>279</td>
<td>0.778+0.053</td>
<td>0.314+0.069</td>
<td>-1.54+0.32</td>
</tr>
<tr>
<td><strong>Photometric Redshifts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no photo-z systematics</td>
<td>0.778+0.026</td>
<td>0.272+0.053</td>
<td>676</td>
<td>0.762+0.044</td>
<td>0.270+0.067</td>
<td>-0.99+0.30</td>
</tr>
<tr>
<td>planck (+lensing) + BAO + JLA</td>
<td>0.764+0.027</td>
<td>0.283+0.041</td>
<td>552</td>
<td>0.724+0.047</td>
<td>0.261+0.049</td>
<td>-1.50+0.55</td>
</tr>
<tr>
<td><strong>Data Vector Choices</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>extended angular scales</td>
<td>0.758+0.019</td>
<td>0.270+0.067</td>
<td>915</td>
<td>0.761+0.027</td>
<td>0.273+0.064</td>
<td>-0.97+0.36</td>
</tr>
<tr>
<td>large angular scales</td>
<td>0.799+0.049</td>
<td>0.307+0.087</td>
<td>292</td>
<td>0.767+0.069</td>
<td>0.324+0.082</td>
<td>-1.41+0.60</td>
</tr>
<tr>
<td>small angular scales</td>
<td>0.775+0.031</td>
<td>0.242+0.075</td>
<td>419</td>
<td>0.794+0.029</td>
<td>0.314+0.063</td>
<td>-0.70+0.24</td>
</tr>
<tr>
<td><strong>Intrinsic Alignment Modelling</strong></td>
<td>0.759+0.021</td>
<td>0.256+0.044</td>
<td>1006</td>
<td>0.752+0.032</td>
<td>0.249+0.063</td>
<td>-1.02+0.29</td>
</tr>
<tr>
<td>no LA modeling</td>
<td>0.784+0.020</td>
<td>0.281+0.062</td>
<td>655</td>
<td>0.781+0.035</td>
<td>0.303+0.060</td>
<td>-0.99+0.41</td>
</tr>
<tr>
<td>NLA w/ free amp. per z-bin</td>
<td>0.779+0.032</td>
<td>0.278+0.046</td>
<td>497</td>
<td>0.770+0.039</td>
<td>0.266+0.071</td>
<td>-1.27+0.52</td>
</tr>
<tr>
<td>Mixed Alignment Model</td>
<td>0.764+0.027</td>
<td>0.283+0.041</td>
<td>552</td>
<td>0.724+0.047</td>
<td>0.261+0.049</td>
<td>-1.50+0.55</td>
</tr>
<tr>
<td><strong>Baryonic Effects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baryonic ( P(k) ) model</td>
<td>0.798+0.026</td>
<td>0.268+0.053</td>
<td>786</td>
<td>0.794+0.066</td>
<td>0.319+0.048</td>
<td>-0.77+0.30</td>
</tr>
<tr>
<td><strong>Other Lensing Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DES SV</td>
<td>0.769+0.062</td>
<td>0.268+0.057</td>
<td>256</td>
<td>0.758+0.068</td>
<td>0.264+0.068</td>
<td>-1.19+0.37</td>
</tr>
<tr>
<td>KiDS-450</td>
<td>0.754+0.029</td>
<td>0.261+0.087</td>
<td>424</td>
<td>0.759+0.044</td>
<td>0.326+0.061</td>
<td>-0.64+0.24</td>
</tr>
<tr>
<td>Planck TT + lowP</td>
<td>0.841+0.027</td>
<td>0.334+0.036</td>
<td>1092</td>
<td>0.810+0.029</td>
<td>0.222+0.069</td>
<td>-1.42+0.21</td>
</tr>
<tr>
<td>Planck (+lensing) + BAO + JLA</td>
<td>0.815+0.015</td>
<td>0.306+0.007</td>
<td>10607</td>
<td>0.816+0.006</td>
<td>0.303+0.008</td>
<td>-1.02+0.099</td>
</tr>
</tbody>
</table>

along with 68% CL about the peak for both our fiducial \( \Lambda \)CDM results and a large variety of consistency checks and constraints from external data. The FoM in Eq. (9) for the \( S_8 - \Omega_m \) plane is also listed. These constraints on \( S_8 \) are visually summarized in Fig. 9. In both, we distinguish variations on the fiducial setup that are not necessarily expected to give consistent results (e.g., by neglecting astrophysical systematics) by an asterisk. We find a 3.5% fractional uncertainty on \( S_8 = 0.782+0.027 \) at 68% CL, which is a factor of 2.5 improvement over the constraining power of our Science Verification results. We see similar improvements in the constraint on \( \Omega_m \), which is more representative of the gain in the direction of degeneracy. We expect further significant improvements with subsequent years of DES data, which will more than triple the sky coverage of our shape catalogs and double the effective integrated exposure time per galaxy.

We have plotted the best-fit \( \Lambda \)CDM prediction in Figs. 4 & 5 for both shape catalogs. We find a total \( \chi^2 \) for the fiducial METACALIBRATION measurement of 227 with 211 degrees of freedom (227 data points and 16 free parameters) for the \( \Lambda \)CDM best-fit model. The probability \( p \) of getting a higher \( \chi^2 \) value can be derived assuming our data vector is drawn from a multi-variate Gaussian likelihood around the best-fit theory vector and that our covariance matrix is precisely and fully characterized. We find for our fiducial result \( p = 0.21 \).

---

22 It is worth noting that half of the fitted parameters are tightly constrained by priors, such that fixing them does not significantly alter the final constraint, and thus the number of degrees of freedom may be underestimated.
FIG. 9. Summary of constraints on the 1D peak value of $S_8 \equiv \sigma_8(\Omega_m/0.3)^{0.5}$ in $\Lambda$CDM. The 68% CL are shown as horizontal bars. We distinguish variations on the fiducial setup that are not necessarily required to give consistent results (e.g., by neglecting astrophysical systematics) by an asterisk. The numerical parameter values are listed in Table III. Especially for external data, it is important to remember that we vary $\Omega_\nu h^2$ in our fiducial analysis, and thus all results we compare to, and so the central values and uncertainties of parameters may not follow intuition from previous results.

### B. Fiducial $w$CDM Results

We marginalize over a total of 7 cosmological parameters in the fiducial $w$CDM model, including a free neutrino mass density, and 10 systematic or astrophysical parameters. These are listed in Table III. Our fiducial $w$CDM constraints are shown in Fig. 10. We find a 4.8% fractional uncertainty on $S_8 = 0.777^{+0.036}_{-0.038}$ at 68% CL, which is more than a factor of 2 improvement over the constraining power of our Science Verification results. We find a dark energy equation-of-state $w = -0.95^{+0.33}_{-0.39}$ using DES cosmic shear alone.

We find an equally good fit to the $w$CDM model as for $\Lambda$CDM, with best-fit $\chi^2$ of 228 for the 227 data points in the non-shaded region for the METACALIBRATION measurement. We can further compare the relative Bayesian evidence for each model via the Bayes factor. The Bayesian evidence, or probability of observing a dataset $D$ given a model $M$ with parameters $p$, is

$$P(D|M) = \int d^N p P(D|p,M) P(p|M).$$

The Bayes factor comparing the evidence for the $w$CDM and $\Lambda$CDM models is then

$$K = \frac{P(D|w\text{CDM})}{P(D|\Lambda\text{CDM})}.$$
FIG. 10. Fiducial constraints on the clustering amplitude $\sigma_8$, $S_8$, and $w$ with the matter density $\Omega_m$ in $w$CDM. The fiducial DES Y1 cosmic shear constraints are shown by the gray filled contours, with Planck CMB constraints given by the filled green contours, and cosmic shear constraints from KiDS-450 by unfilled blue contours. In all cases, 68% and 95% confidence levels are shown. External data have been reanalyzed in our model space, as described in Sec. VIII C. A dotted line at $w = -1$ indicates the $\Lambda$CDM value.

The interpretation of the Bayes factor can be characterized in multiple ways $[138, 139]$. We find $\log(K) = -1.4$, which indicates no preference for a model which allows $w \neq -1$.

C. Comparison to External Measurements

In order to place our results in the context of both other cosmic shear constraints and those from complementary probes of the Universe, we recompute the posterior of external results in our fiducial parameter spaces for both $\Lambda$CDM and $w$CDM with a varying neutrino mass density. For recent real-space cosmic shear data, including DES SV $[33]$ and KiDS-450 $[35]$, we use the original $\xi_{zz}$, $n^i(z)$, covariance matrix, and priors on shear or photo-$z$ systematics from these works that inform limitations to the data sets. We have not corrected a bug in the published angular values $\theta$ in the original KiDS-450 measurements that was reported in Footnote 1 of $[39]$, instead using the published $\xi_{zz}$. We explore this change and other updates to the KiDS-450 cosmic shear analysis and how they impact comparison with the DES Y1 results shown here in $[140]$. We enforce our fiducial model choices for intrinsic alignment and baryon scale cuts, in addition to the recommended scale cuts in the original analysis.

These modifications to the original analyses change the precise appearance of contours and quoted parameter values relative to the original works. In particular, the choice of priors (e.g., $\Omega_m$ vs. $\Omega_m h^2$) and their ranges can strongly impact the behavior of cosmic shear constraints along the degeneracy direction between $\Omega_m$ and $\sigma_8$. For the KiDS-450 analysis we show here, the contour is slightly better constrained asymmetrically relative to the original results in $[35]$, which we attribute primarily to changes in parameterization and prior choices. We also sample over an effective $\Delta z^i$ parameter as used in our fiducial analysis and assume no correlation between the systematic photo-$z$ errors in each tomographic bin, which may also result in slightly better constrained parameters, though this effect should be minor compared to that of the prior changes.

We also recompute the posterior of other external data sets of complementary probes in our parameter spaces, including varying neutrino mass. These include:

- Constraints on the angular diameter distance from baryon acoustic oscillation (BAO) measurements – the 6dF Galaxy Survey $[141]$, the SDSS Data Release 7 Main Galaxy Sample $[142]$, and the BOSS Data Release 12 $[143]$. The BAO distances are measured relative to a true physical BAO scale $r_d$, which leads to a factor that depends on the cosmological model, which must be calculated at each likelihood step (see $[143]$).
- Luminosity distance measurements – the Joint Lightcurve Analysis of Type Ia Supernovae (SNe) from Betoule et al. $[144]$.
- Cosmic microwave background (CMB) temperature and polarization measurements – Planck $[145]$ (‘Planck TT + lowP’), using TT ($\ell = 30 \rightarrow 2508$) and
TT+TE+EE+BB ($\ell = 2-29$), and additionally including lensing when combined with other external data.

We show a comparison of our fiducial $\Lambda$CDM results to KiDS-450 and Planck in Fig. 1 excluding CMB lensing to attempt to emphasize any differences between our low-z measurements and Planck CMB predictions from high-z. We find our cosmic shear constraint is consistent with that of KiDS-450. There has been significant discussion in the literature regarding consistency of cosmic shear constraints with the CMB. We find no evidence of inconsistency between the DES Y1 cosmic shear results and constraints from Planck CMB data, with the cosmic shear contours overlapping constraints from Planck at the 1$\sigma$ level. It is worth noting that the inclusion of CMB lensing, not included in Fig. 1, lowers the Planck estimate of $S_8$ and $\Omega_m$ (Table 4 of [145]), thus further reducing any minor differences with our results in this plane. We leave a detailed discussion and interpretation of consistency of our data with external probes to Dark Energy Survey et al. [53], where significantly tighter cosmological constraints are presented when combining galaxy clustering and galaxy-galaxy lensing with our cosmic shear results. We also compare our fiducial results in $\omega$CDM to results from KiDS-450 and Planck in Fig. 10 where our conclusion about consistency is unchanged. Finally, we show in Fig. 9 and Table III a summary of comparisons in $\Lambda$CDM and $\omega$CDM of our fiducial constraints with DES SV, KiDS-450, Planck, and Planck + BAO + JLA. We find our 1D constraints in $S_8$ and $\Omega_m$ agree well with the combination Planck + BAO + JLA. We directly compare these external data sets to our fiducial $\Lambda$CDM constraints in Fig. 11.

IX. ROBUSTNESS TO MODELING AND DATA CHOICES

Validating the robustness of the cosmic shear signal to various potential residual systematic effects is technically challenging. The two primary measurement uncertainties in the cosmic shear signal, multiplicative shear and photometric redshift biases, are each difficult to constrain directly. The DES Y1 shape catalogs have undergone extensive null testing, both during catalog development and at the level of specific probes or measurements, including those described below for cosmic shear. Primary catalog-level tests are discussed in detail in [40], which includes tomographic constraints on the shear B-mode signal, while other tests of the shape and photometric-z catalogs have been carried out in [41][44][53][58]. [40] do identify both a significant PSF model residual that we are able to model and an unidentified source of mean shear, which we correct. These effects and their impact on the cosmic shear signal are discussed in Appendix A. Further successful null tests of the cosmic shear signal are discussed in Appendix B.

In designing a fiducial analysis, many choices are made in data selection and model design that can have a significant impact on any conclusions drawn from the analysis. Our choices are informed by an extensive battery of null tests, which were performed while blind to the consequences on cosmological parameters. We also performed many robustness tests blinded, where relative deviations in constraints are examined without knowledge of the absolute value of any parameter. Some of these variations and tests are summarized in Fig. 9 and Table III and we reproduce many of them here unblinded.

A. Impact of Nuisance Parameter Marginalization

While we marginalize over a large number of non-cosmological parameters in the fiducial analysis, nearly twice as many as cosmological parameters, we find that our constraining power is not strongly impacted by marginalizing over shear and photo-z systematic parameters in the $S_8 - \Omega_m$ plane. In terms of $S_8$ alone, marginalizing over shear and photo-z systematic parameters degrades our constraint by about 10%. Our constraints are more significantly degraded by marginalizing over a model for intrinsic alignment (IA), which is one reason that combining cosmic shear with the other large-scale structure probes in [53] is so powerful. We also see a significant bias when ignoring intrinsic alignment. This is demonstrated in Fig. 8 where we compare the fiducial analysis (DES Y1 - filled gray contours) in $\Lambda$CDM to the cases where we sample only over cosmological parameters (blue contours) and both cosmological and astrophysical parameters (green contours). Further discussion of the impact of intrinsic alignment modeling can be found in Section XI. We compare the priors and posteriors for the non-cosmological parameters.
TABLE IV. A comparison of the priors and posteriors of non-cosmological parameters in the fiducial analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m^2 \times 10^2$</td>
<td>$1.9^{+2.3}_{-1.3}$</td>
<td>$1.3^{+1.8}_{-1.2}$</td>
</tr>
<tr>
<td>$m^2 \times 10^2$</td>
<td>$1.9^{+2.3}_{-1.3}$</td>
<td>$1.1^{+2.0}_{-1.9}$</td>
</tr>
<tr>
<td>$m^3 \times 10^2$</td>
<td>$1.9^{+2.3}_{-1.3}$</td>
<td>$0.4^{+1.9}_{-1.9}$</td>
</tr>
<tr>
<td>$m^4 \times 10^2$</td>
<td>$1.9^{+2.3}_{-1.3}$</td>
<td>$1.4^{+2.1}_{-2.1}$</td>
</tr>
<tr>
<td>$\Delta z_1 \times 10^2$</td>
<td>$0.1^{+1.6}_{-1.6}$</td>
<td>$0.1^{+1.3}_{-1.3}$</td>
</tr>
<tr>
<td>$\Delta z_2 \times 10^2$</td>
<td>$-1.9^{+1.3}_{-1.3}$</td>
<td>$-2.0^{+1.3}_{-0.9}$</td>
</tr>
<tr>
<td>$\Delta z_3 \times 10^2$</td>
<td>$0.9^{+1.1}_{-1.1}$</td>
<td>$0.9^{+0.8}_{-0.9}$</td>
</tr>
<tr>
<td>$\Delta z_4 \times 10^2$</td>
<td>$-1.8^{+2.2}_{-2.2}$</td>
<td>$-1.6^{+1.6}_{-2.0}$</td>
</tr>
<tr>
<td>Astrophysical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A$</td>
<td>$0.0^{+5.0}_{-5.0}$</td>
<td>$1.0^{+0.4}_{-0.2}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$0.0^{+5.0}_{-5.0}$</td>
<td>$2.8^{+1.7}_{-2.0}$</td>
</tr>
</tbody>
</table>

in Table IV and Appendix C and find that we do not gain a significant amount of information in constraining shear and photo-z bias parameters in the fiducial analysis, while providing significant constraints on the intrinsic alignment model.

B. Shear Pipeline Comparison

In the DES SV shape catalog paper [62], we made explicit comparisons between the two shape measurement methods NGMIX & IM3SHAPE in simulations and at the two-point estimator level. This was informed by simultaneous measurements on simulated data by both shape measurement methods, which gave us an estimate of the relative selection bias, and resulted in choices that made the catalogs more similar. Residual differences ultimately provided the basis for the final prior for $m$. This is even more complicated to do with METACALIBRATION and IM3SHAPE due to the very different ways each are calibrated. Instead, [40] perform detailed independent, ab initio estimations of uncertainty in $m$ for each pipeline.

The paper [40] also demonstrates that there is no significant B-mode signal in our shear data. The (null) B-mode measurement is performed in harmonic space, where the E-mode and B-mode signals can be naturally separated. We note that this null result does not formally guarantee that the real-space correlation functions used in this work are B-mode-free. For example, B-mode power above $\ell = 1000$ (the maximum $\ell$ used in [40]) could in principle contribute to the real-space statistics used here. However, [146] (Fig. 2) demonstrate that although $\xi_+ \sim 1$ arcmin has sensitivity up to $\ell \sim 10^4$ for a minimum angular scale of 1 arcmin (the minimum scale used for $\xi_+$ in this work is 3.6 arcmin), the contribution from $\ell > 1000$ is small, so B-mode power at $\ell > 1000$ would have to be extreme to significantly affect our measurements.

To confirm that the two shear measurements from METACALIBRATION and IM3SHAPE agree, we have relied on a quantitative comparison of their agreement only at the level of cosmological parameter constraints, where the differing selection of objects in each catalog is naturally accounted for.

This comparison was performed only once the two shape catalogs were finalized based on results of tests in [40], and is shown in Fig. 12 for $\Omega_m$. The resulting contours in the $S_8 - \Omega_m$ plane are entirely consistent, though the mean of the IM3SHAPE constraint in $S_8$ is shifted to slightly higher values. The weaker constraint for IM3SHAPE is due primarily to using only the r band for shape measurement, relative to riz bands for METACALIBRATION, and additional necessary catalog selections to remove objects that cannot be calibrated accurately due to limitations of galaxy morphology in the input COSMOS catalog. These contribute to a significantly smaller $n_{\text{eff}}$ for IM3SHAPE. This agreement, reached through two very different and independent shape measurement and calibration strategies, is thus a very strong test of robustness to shape measurement errors in the final cosmological constraints.

C. Photometric Redshift Comparison

As discussed in Sec. II B, we rely on a combination of 1) comparisons to redshift distributions of resampled COSMOS objects and 2) constraints due to clustering cross-correlations between source galaxies and REDMAGiC galaxies with very good photometric redshifts. We parameterize corrections to the $n(z)$ as a shift in the mean redshift of the distribution of galaxies. As an independent test of whether shifting the
E. Intrinsic Alignment Modeling

Unlike for astrophysical contaminants like the impact of baryonic effects, intrinsic alignment (IA) impacts the measured signal at all scales. In addition to the fiducial intrinsic alignment model, we also consider several variants to test the robustness of our results with respect to the choice of intrinsic alignment model over which we marginalize. These include: 1) fixing the power-law redshift scaling of the fiducial model to have \( \eta = 0 \), leaving a single-parameter \((A)\) model; 2) removing the power-law dependence of redshift evolution to marginalize over four free amplitudes in each redshift bin \((A')\); 3) allowing for both tidal alignment and tidal torquing alignment amplitudes (‘mixed’ model, \([134]\)). Note that the mixed model includes IA \(B\)-mode contributions, which are incorporated through \( P_{\kappa} \rightarrow P_{\kappa} \pm P_{\theta} \) in Eq. 5. This model also has mild dependence on the source galaxy bias, which we assume to be 1. Fig. 15 shows constraints in \(\Lambda\)CDM and \(w\)CDM for the fiducial model \((\text{NLA} + z\text{-power law} - \text{gray contours})\), compared to the single-parameter NLA model \((\text{green contours})\), the NLA model with a free amplitude in each tomographic bin \((\text{orange contours})\), and the mixed alignment model \((\text{blue contours})\).
ment model (blue contours). There is no significant difference in inferred cosmology between these models in $\Lambda$CDM. In $\omega$CDM, the mixed alignment model, which includes alignment due to nonlinear effects in the tidal field, including tidal torquing, does cause a clearly non-negligible shift in inferred parameters.

We caution against concluding that the fiducial results presented here are biased due to the shift in cosmology observed in Fig. 15 when using the mixed alignment model, however, because we have seen similar trends to lower $S_8$ and $\Omega_m$ in less constraining data sets when marginalizing over too flexible an intrinsic alignment model. For example, the DES SV (and to a lesser degree 1d3SHAPE) result in Fig. 12 (see also IA discussion in [33]), shows a similar trend toward this area of parameter space with even the fiducial IA model in this work, which disappears with our more constraining DES Y1 data. We further see much less significant an impact on cosmology in the full combined clustering and weak lensing analysis when injecting a tidal torque signal of greater amplitude than we find here into a pure lensing signal [59]. It is also worth noting that there is no significant difference in $\chi^2$ or Bayesian evidence whether we include or not the tidal torque contribution of the mixed alignment model. We thus conclude that while this is an interesting result, it requires further ex-

FIG. 14. A comparison of $\Lambda$CDM constraints in the $S_8 - \Omega_m$ plane for different data vector choices. The filled gray contours show the fiducial analysis, while the orange contours small scales outside the fiducial selection, the blue contours use fiducial angular scales for $\xi_+ (\xi_-)$ with $\theta > 20' (\theta > 150')$, and the green contours use fiducial scales for $\xi_+ (\xi_-)$ with $\theta < 20' (\theta < 150')$. The orange contours should not necessarily agree with the fiducial case due to the impact of baryonic effects, while we find consistent results using subsets of our fiducial angular scale range. Both 68% and 95% confidence levels are shown.

FIG. 15. A comparison of the impact of different intrinsic alignment (IA) models on $\Lambda$CDM and $\omega$CDM constraints in the $S_8 - \Omega_m$ plane. The fiducial model (NLA + $z$-power law – gray contours), is compared to the single-parameter NLA model (green contours), the NLA model with a free amplitude in each tomographic bin (orange contours), and the mixed alignment model (blue contours). There is no significant difference in inferred cosmology between the first three models, which are well-tested and have been implemented in the literature before. The mixed alignment model, which includes alignment due to tidal torquing (or other nonlinear contributions), does cause a non-negligible shift in inferred parameters in $\omega$CDM, which is discussed further in Sec. IX E. Both 68% and 95% confidence levels are shown.
ploration that we defer to a future work. Nevertheless, this result highlights the importance of considering the impact of IA models beyond the tidal alignment (linear) paradigm in future cosmic shear studies, and it may indicate a real bias in cosmic shear at our statistical precision when using the fiducial tidal alignment model. A more conclusive answer for this question will require more constraining data, which we are analyzing with DES Y3+ results, or better external priors on the amplitude of the tidal torquing component (and orientation).

Given the constraining power of the DES Y1 analysis, it is clear that we can learn not just about cosmology, but also interesting astrophysical effects like IA. In Fig. 16 we compare the recovered value of $A$, the amplitude of the tidal alignment (TA) model as a function of redshift in the four models considered in this analysis. For the mixed alignment model, we also show the constraint on $A_2$, the amplitude of the tidal torquing (TT) component of the model. Note that subscripts are used with the amplitudes in the mixed alignment case and that $A_1$ corresponds to the fiducial $A$ parameter. We find good agreement in the TA amplitude between all four models, including the mixed alignment case, where the contributions from TT terms appear largely independent from the TA amplitude. For the fiducial IA model and the mixed alignment model, which have a smooth functional form with redshift, we derive the amplitude at the mean redshifts of each redshift bin and report this value and its uncertainty. This analysis provides a significant improvement in IA constraining power compared to previous analyses, with detection of nonzero $A = 1.0$ at the 89% CL when allowing a power-law redshift scaling, which is comparable to that when assuming a fixed $\eta$. The fiducial power-law $\eta = 2.8$ is constrained to be non-zero at the 83% CL. In the mixed model, $A_1 = 0.9$ is still constrained to be non-zero at 83% CL with $\eta_1 = 2.3$ constrained to be positive at the 79% CL. The tidal torque amplitude $A_2 = -0.9$ is nonzero at the 84% CL, with a negative amplitude, and power-law $\eta_2 = 0.4$, which is consistent with zero at 1$\sigma$. As discussed in [134], the sign convention for $A_1$ and $A_2$ is such that positive values correspond to galaxy alignment towards overdense regions and thus a negative GI term.

The measured fiducial IA amplitude is in agreement with our prediction of $A \approx 0.5$ at $z_{\text{pivot}} = 0.62$, obtained from extrapolating IA amplitude scalings calibrated on galaxies that are significantly more luminous than our lensing sample [59]. This prediction assumes that only red/elliptical galaxies contribute to the fiducial IA signal and accounts for the approximate red fraction of the source sample. Our analysis thus provides significant improvement in constraining the IA signal in weak lensing measurements. Moreover, it is the first indication of nonlinear alignment mechanisms, such as tidal torquing, in a general weak lensing sample. Previous weak lensing studies (e.g., [33] [35]) did not account for the potential presence of these higher-order effects, while spectroscopic alignment studies on blue/spiral galaxies have placed comparatively weak constraints on these contributions (e.g., [133]). Recent hydrodynamic simulations have also examined the expected alignment of both disk and elliptical galaxies (e.g., [148] [150]). These simulations consistently find an overall alignment towards overdense regions, dominated by elliptical galaxies, in agreement with the sign of our measured $A$. However, they disagree on the IA behavior of spiral galaxies (as well as other kinematic properties), with [148] finding tangential alignment of the major axis with overdensities, consistent with our tentative measurement of $A_2$, while others find radial alignment (see [149] for a comparison). Improved observational data and hydrodynamic simulations, along with advances in analytic modeling, will clarify this issue. Finally, we note that our inferred redshift evolution of IA, characterized by $\eta$ or the per-bin amplitudes $A_i$, captures both the true underlying redshift evolution as well as the luminosity and galaxy-type dependence of IA, since these properties of the source sample evolve with redshift. Moreover, the IA redshift evolution is partially degenerate with the assumed source redshift distribution, and thus $\eta$ could absorb contributions both from IA and systematics in the source $n(z)$.

X. CONCLUSIONS

We have used 26 million galaxies from Dark Energy Survey (DES Y1) shape catalogs over 1321 deg$^2$ of the southern sky to produce the most significant measurement of cosmic shear in a galaxy survey to date. We constrain cosmological parameters in both the $\Lambda$CDM and $w$CDM models, while also varying the neutrino mass density. We find a 3.5% frac-
tional uncertainty on \( S_8 = 0.782^{+0.027}_{-0.027} \) at 68% CL, which is a factor of 3 improvement over the constraining power of our SV results \[62\]. In \( wcdm \), we find a 4.8% fractional uncertainty on \( S_8 = 0.777^{+0.036}_{-0.038} \) and \( w = -0.95^{+0.33}_{-0.39} \). We find no evidence preferring a model allowing \( w \neq -1 \) using cosmic shear alone, and no constraint beyond our prior on the neutrino mass density.

Our constraints from cosmic shear agree incredibly well with previous cosmic shear results from KiDS-450 (and DES SV). Despite significant discussion in previous literature, we find no evidence that any of the cosmic shear results from DES or KiDS analyzed here are in disagreement with CMB data from Planck. Significantly tighter cosmological constraints when galaxy clustering and galaxy-galaxy lensing are added to our fiducial cosmic shear measurements are discussed in Dark Energy Survey et al. \[53\], and we expect further significant improvements with subsequent years of DES data, which will more than triple the sky coverage of our shape catalogs and double the effective integrated exposure time per galaxy.

We have detailed a suite of rigorous null tests at the data and catalog level \[40, 44, 54, 55, 58\], along with robustness and validation checks of our measurements in this work and \[53\], that provide us with confidence in the accuracy of our results. We employ two independent and very different shape measurement and calibration methods to measure cosmic shear, METACALIBRATION and IM3SHAPE, which give consistent results. We further employ two independent methods of calibrating our photometric redshift distributions, including clustering cross-correlations with a photometric sample of galaxies with precise and accurate photo-zs. We account for the intrinsic alignment of galaxies, finding evidence for tidal alignment in our fiducial analysis and for tidal torquing (quadratic) alignment in an extended analysis. We employ two independently developed parameter inference pipelines, COSMOLIKE and COSMOISIS, that have been validated against one another, and we validate components of our covariance matrix using a limited number of \( N \)-body mock catalogs with ray-traced shear, a large number of lognormal simulations, and jackknife measurements in our data to validate shape-noise contributions to the covariance. Finally, we present a series of robustness checks to variations on the fiducial analysis to demonstrate that our analysis choices are secure and well motivated. The statistical power of our DES weak lensing data set, particularly when combined with galaxy clustering and galaxy-galaxy lensing measurements in \[53\], now constrains low-redshift clustering as strongly as it has been predicted by previous CMB measurements.
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We model the impact of PSF signal \[\Delta e_{i} = \beta \left( e_{i}^{p} - e_{i}^{q} \right) = \beta q_{i} \] (A1)

where \(i\) denotes the shear component, \(e_{i}^{p}\) is the PSF model ellipticity, \(e_{i}^{q}\) is the true PSF ellipticity and therefore \(q_{i}\) is the \(i\)th component of the PSF model ellipticity residual. This relation is exact in the case of an unweighted quadrupole ellipticity estimator, if both the galaxy and PSF profiles are Gaussian. While neither of these conditions are satisfied in our case, we use this model as a first-order approximation. If, as well as

residual PSF model errors

1. Residual PSF Model Errors

A robust treatment of the PSF is crucial for unbiased cosmic shear measurements. Imperfect modeling or deconvolution of the PSF can produce coherent additive and multiplicative shear biases, both of which contaminate the cosmic shear signal \[158\] In \[40\] we identified spatially correlated ellipsometric shear biases, both of which contaminate the cosmic shear

\[\Delta e_{i} = \beta \left( e_{i}^{p} - e_{i}^{q} \right) = \beta q_{i} \] (A1)

where \(i\) denotes the shear component, \(e_{i}^{p}\) is the PSF model ellipticity, \(e_{i}^{q}\) is the true PSF ellipticity and therefore \(q_{i}\) is the \(i\)th component of the PSF model ellipticity residual. This relation is exact in the case of an unweighted quadrupole ellipticity estimator, if both the galaxy and PSF profiles are Gaussian. While neither of these conditions are satisfied in our case, we use this model as a first-order approximation. If, as well as
PSF modeling errors, there are also errors in the deconvolution of the PSF model from the galaxy image, one might also expect a systematic bias that is proportional to the PSF model ellipticity (sometimes this term is referred to as PSF leakage), such that the model for the shear bias becomes

$$
\delta \epsilon^\text{syn}_i = \alpha_i \epsilon_i^\text{P} + \beta_i q_i.
$$

(A2)

Note that we have no reason to expect non-zero \(\alpha_i\) from either shape measurement method; \textsc{metacalibration} uses a circularized PSF, and \textsc{im3shape} uses calibration simulations to remove any correlation with the PSF ellipticity. On the other hand we expect all shear estimation algorithms to have a non-zero \(\beta\); even a ‘perfect’ shear estimator has to assume a PSF model, and errors in that PSF model will propagate to errors in the shear estimation (Paulin-Henriksson et al. 158 estimate \(\beta_i\) for an un-weighted moments shear estimator). In [40], we measure a significant correlation between the estimated shear and the PSF model ellipticity. This could be evidence for non-zero \(\alpha\), but could also arise from correlations between the PSF model ellipticity and the PSF ellipticity residuals even for \(\alpha = 0\). We demonstrate below that the latter is the most likely explanation.

While we have an estimate of \(\epsilon^\text{P}\) at each galaxy position, we can only estimate \(q_i\) at the position of stars (where we can evaluate the PSF model and directly measure the star’s profile). Therefore, we use cross-correlations between the galaxy and star samples in order to simultaneously estimate \(\alpha\) and \(\beta\) (we assume from now on that \(\alpha_1 = \alpha_2, \beta_1 = \beta_2\)). To do this, we use the following cross-correlations

$$
\langle e_{\text{obs}} \epsilon^\text{P} \rangle = \alpha \langle e^\text{P} e^\text{P} \rangle + \beta \langle q e^\text{P} \rangle,
$$

(A3)

$$
\langle e_{\text{obs}} q \rangle = \alpha \langle e q \rangle + \beta \langle q q \rangle.
$$

(A4)

Note that in the above, the angle-brackets denote correlations of spin-2 quantities; we use the \(\xi_+ (\theta)\) statistic for all of these. Eqs. (A3) and (A4) follow from Eq. (A2), and provide a means to find \(\alpha\) and \(\beta\), which are taken to be free parameters (for each redshift bin). The correlations \(\langle e^\text{P} e^\text{P} \rangle, \langle q e^\text{P} \rangle, \langle e q \rangle, \text{and} \langle q q \rangle\) are measured from the star catalog described in [40].

Figure 17 shows these two measured correlations for the \textsc{metacalibration} catalog, for each redshift bin. Uncertainties are estimated using the lognormal mock shear catalogs described in Sec. III C. For both catalogs, we find the \(\alpha\) values to be consistent with zero. Given this, and the fact we have no a priori reason to expect a non-zero \(\alpha\), we assume \(\alpha = 0\) from now on. As expected we find \(\beta \sim -1\) for all redshift bins; constraints are shown in Table IV. Solid lines show the model predictions with the best-fit \(\beta\). Note that these are actually constraints on the mean \(\beta\) for each redshift bin - the value of \(\beta\) for a specific galaxy will depend on the specific galaxy and PSF properties.

Given these estimates of \(\beta\), we estimate the impact of PSF model ellipticity errors on our cosmological parameter inference as follows. The expected systematic contamination of \(\xi^{ij}_+\), where \(ij\) denotes the redshift bin pair, is

$$
\xi^{ij,\text{sys}} = \langle \beta^i \beta^j \rangle \left( \langle q q \rangle - \langle q_1 \rangle^2 - \langle q_2 \rangle^2 \right)
$$

(A5)

where the second and third terms on the RHS arise because we are subtracting the mean ellipticity from each tomographic bin to correct for scale-independent additive biases (see Sec. A 2). We expect that on large scales (where additive biases are most significant), \(\beta\) is uncorrelated between galaxies, and therefore make the assumption that \(\langle \beta^i \beta^j \rangle = \langle \beta^i \rangle \langle \beta^j \rangle\). Using the measured \(\langle q q \rangle\) (also known as the first ‘\(\rho\)-statistic’, \(\rho_1(\theta)\) [159]), and the best-fit \(\beta\) values from Table IV we produce a contaminated prediction of our data vector, which we then analyze using our parameter estimation framework to check for biases in cosmological parameters that this level of contamination would induce. We thus verify that the level of impact on cosmological parameters is entirely negligible, following the subtraction of the mean shear discussed below.
TABLE V. Constraints on $\beta^2$, the proportionality constant when assuming a linear relationship between inferred shear and PSF model ellipticity residual (see Eqn. A2). Errors quoted are 68% confidence intervals.

<table>
<thead>
<tr>
<th>Redshift bin</th>
<th>$\beta_{\text{METACALIBRATION}}$</th>
<th>$\beta_{\text{IM3SHAPE}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-0.72 \pm 0.26$</td>
<td>$-1.65 \pm 0.54$</td>
</tr>
<tr>
<td>2</td>
<td>$-0.99 \pm 0.32$</td>
<td>$-2.45 \pm 0.64$</td>
</tr>
<tr>
<td>3</td>
<td>$-0.72 \pm 0.32$</td>
<td>$-1.4 \pm 0.60$</td>
</tr>
<tr>
<td>4</td>
<td>$-1.31 \pm 0.43$</td>
<td>$-0.92 \pm 0.78$</td>
</tr>
</tbody>
</table>

TABLE VI. Values for the mean shear of the METACALIBRATION and IM3SHAPE shape catalogs for each redshift bin.

<table>
<thead>
<tr>
<th>Redshift bin</th>
<th>METACALIBRATION $\langle e_i \rangle \times 10^4$</th>
<th>IM3SHAPE $\langle e_i \rangle \times 10^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8</td>
<td>2.1</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>1.7</td>
</tr>
<tr>
<td>3</td>
<td>3.8</td>
<td>4.5</td>
</tr>
<tr>
<td>4</td>
<td>9.1</td>
<td>5.9</td>
</tr>
</tbody>
</table>

2. Mean Residual Shear

While we conclude that the propagation of PSF model errors into the shape measurement does not produce a significant bias on cosmological constraints with cosmic shear, we are left with an unidentified mean shear that is too large in some tomographic bins to be consistent with shape noise and cosmic variance. The values of the mean shear are listed in Table VI. Three of the eight $\langle e_i \rangle$ for METACALIBRATION have a magnitude greater than 2.5 times the predicted shear variance calculated using the lognormal mock catalogs described in Sec. III C. We cannot rule this out as being sourced by some unidentified additive bias or failure in our PSF bias model, so we test what impact this could have on our cosmological constraints calculated using the lognormal mock catalogs described in Sec. IV. This mean shear is different for both shape catalogs, and its origin remains unclear. To verify that this is a sufficient correction for any large-scale problems, we also test that our inferred cosmological results are unchanged when we add a constant factor to the covariance that is equal to the impact of the mean shear on each $\xi_{ij}$. This factor is much larger in many blocks than the impact of cosmic variance, and thus removes most of the large-scale information from the signal for this test.

Appendix B: Testing for residual systematics in the cosmic shear signal

Even after targeted tests for systematic bias in shape and photo-$z$ measurements, there can persist biases that have not been identified that may impact the cosmic shear signal. In the DES SV cosmic shear analysis [50], we tested for this by splitting the shear catalog into halves along a large number of either catalog or survey properties that could correlate with shape or photo-$z$ systematics. These tests assume that the quantity being used to split the shear catalog either should not be correlated with gravitational shear or is simply correlated with redshift, and thus any non-cosmological signal induced by the selection can be corrected to first order by reweighting the redshift distribution. This allows us to identify potential residual systematics that may either impact our cosmological constraints or indicate limitations in analyses that are sensitive to subsets of the shape or photo-$z$ catalogs.

1. Methodology

The method of implementing these tests is similar to that described in Section VLC of [50]. For each shape catalog, we select ten quantities that are most likely to be correlated with residual shear systematics. These are: signal-to-noise ($S/N$), PSF ellipticity (PSF $e_1, e_2$), galaxy size ($T$ - METACALIBRATION, $R_{\text{pp}}/R_{\text{pp} - \text{IM3SHAPE}}$), $r - i$ color, dust extinction ($E(B-V)$), sky brightness, PSF FWHM, airmass, and $r$-band limiting magnitude. The first five are intrinsic properties of each galaxy image measured by our shape and PSF measurement pipelines, while the last five are taken to be the mean value of each property across exposures at a given position on the sky in HEALPix cells of $N_{\text{side}}$ 4096. We exclude several properties tested in the DES SV analysis that are highly degenerate with the remaining quantities, and also do not include surface brightness, since we have identified no need to make an explicit surface brightness cut in the shape catalogs with improved DES Y1 data.

For each quantity and shape catalog, we split the objects used in the cosmic shear measurements into two halves, each with the same effective shape weight. We then correct any resulting differences in the redshift distribution of each half of the catalogs by constructing weights for each galaxy that match each redshift distribution to that of the full catalog. For an example of the impact of the redshift reweighting procedure, see Fig. 8 of [50]. We also recalculate $R_S$ for METACALIBRATION in each half, which should correct for any shear selection effects. Finally, we measure $\xi_\pm$ with the same binning as used in the fiducial measurement for each half using a weight that is the product of this redshift weight with the same shape weight. Unlike in [50], we use a single $z_{\text{mag}}$ drawn from the photo-$z$ pdf of each galaxy, rather than construct the redshift weights using the full pdfs. For Gaussian pdfs, this procedure reproduces the correct peak of the original redshift distribution, but the reweighted distribution remains skewed. The effect of skewness in the reweighted redshift distribution should be subdominant to selection effects in the photo-$z$ bias...
We construct a covariance for these tests using 250 of the simulated shear maps described in Sec. [IIIC]. We build a mock catalog by sampling from the simulated shear maps an appropriate number density of objects and shape noise based on a mapping of the weights by position on the sky for each catalog subset to each simulated map. This captures the impact of added effective shape noise in the redshift reweighting procedure, but does not capture any correlation of the selection or weights with redshift in each tomographic bin. We then calculate $\Delta \xi_{+}$ for each quantity and its covariance. This requires approximately 200,000 measurements of $\xi_{+}$ in total.

A failure of these tests may not indicate a bias in any cosmological parameter constraints, but rather a failure due to selection effects not accounted for in catalog creation that does not impact the full sample. In the case of Metacalibration, we can explicitly correct for selection biases caused by splitting the catalog by any quantity measured during the metacalibration procedure. However, we have measured, using the resampled COSMOS catalog, significant selection biases in the photo-z distribution when splitting the catalog by, for example, $S/N$ and size. Finally, it is worth noting that a non-null detection in a test does not necessarily indicate a systematic that translates into a significant bias in cosmological

![Figure 18: The significance of differences in the cosmic shear signal, $\Delta \xi_{+}$, between subsets of the shape catalogs split by ten quantities that are most likely to be correlated with residual shear systematics. These are: signal-to-noise ($S/N$), PSF ellipticity ($PSF e_1$, $PSF e_2$), galaxy size ($T$ - Metacalibration, $R_{gp}/R_{pp}$ - IM3SHAPE), $r - i$ color, dust extinction ($E(B - V)$), sky brightness, PSF FWHM, airmass, and $r$-band limiting magnitude. We report the normalized $\chi^2$ of $\Delta \xi_{+}$ with the null hypothesis in each case for both $\xi_{+}$. The most interesting differences occur in the highest redshift bin, and when taking selection biases in the photo-z catalog into account, are not concerning as a contaminant to the cosmic shear signal. In all cases, the cumulative impact on the data vector combining all four auto-correlations is consistent with there being no significant residual systematic effects in the fiducial cosmic shear analysis.](image-url)
parameter constraints, even though we may have the statistical power to detect it in this test, since we are taking the difference of two signals that share cosmic variance.

2. Results

We report the resulting significance \( \chi^2/(N_D - 1) \) for each quantity in Fig. 18 for each tomographic auto-correlation (Bin. 1-4) and their combination (Cumulative), where \( N_D \) is the length of the data vector. We show only the impact on auto-correlations, since any correlated systematic should be strongest there. The mean \( \chi^2/(N_D - 1) \) falls close to 1, as generally expected: 0.91 for METACALIBRATION and 1.1 for IM3SHAPE. There is no significant indication of bias in either shape catalog for the ‘cumulative’ points that combine the impact of all four tomographic bins. However, there does seem to be a higher significance for the \( \Delta \xi_\pm \) in the highest tomographic bin in splits along several quantities for both catalogs. For METACALIBRATION, the highest significance detections of \( \Delta \xi_\pm \) all occur with quantities that require significant redshift reweighting, and we have confirmed that a sufficient component of this \( \chi^2 \) is due to photo-z selection bias in splitting the samples, such that the apparent non-null result is not significant. We do not explicitly correct this in the figures, because there is a large uncertainty on the relative bias of subsamples.

Appendix C: Full 1D Parameter Constraints

We show 1D posteriors for the full \( \Lambda \)CDM parameter space in Fig. 19 including cosmological, astrophysical, and systematic parameters. We find no significant constraints beyond the prior imposed on the parameters \( \Omega_b, H_0, n_s, \) and \( \Omega_c h^2 \). The priors for all 16 parameters are listed in Table II and a quantitative comparison of priors and posteriors of the non-cosmological parameters in Table IV.

FIG. 19. The full 1D posteriors on all 16 parameters in our \( \Lambda \)CDM model space. Shaded regions show the approximate 68% confidence intervals. The smooth curves show the Gaussian priors on systematic parameters.