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We study gravitational wave production during Abelian gauge-field preheating following inflation.
We consider both scalar and pseudoscalar inflaton models coupled directly to Abelian gauge fields
via either a dilatonic coupling to the gauge-field kinetic term or an axial coupling to a Chern-
Simons term. In both cases gravitational waves are produced efficiently during the preheating
phase, with a signature louder than most cosmological signals. These gravitational waves can
contribute to the radiation energy budget of Universe at a level which will be probed by upcoming
cosmic microwave background experiments through Neff . For axially coupled fields the resulting
gravitational wave spectrum is helically polarized — a unique feature that can be used to differentiate
it from other stochastic gravitational wave backgrounds. We compute the gravitational topological
charge and demonstrate that gauge preheating following axion inflation may be responsible for the
matter-antimatter asymmetry of the Universe via gravitational leptogenesis.

I. INTRODUCTION

Inflation [1–4] is the leading paradigm for the very
early Universe. As well as solving the flatness and horizon
problems, inflation provides a consistent framework for the
generation of a nearly scale-invariant spectrum of density
fluctuations [5–7]. At the end of inflation, the Universe
must transition from its super-cooled, post-inflationary
state to one filled with matter and radiation in order to
begin the hot Big Bang phase — that is, the Universe
must be reheated.

The phase of reheating can be extremely violent, be-
ginning with a phase of preheating where the coherent
oscillation of the background inflaton field excites para-
metric resonances in both itself and in fields to which it
is coupled [8–11]. This period of rapid particle produc-
tion is highly inhomogeneous and generically generates
gravitational waves with large energy densities [12–23].
While preheating into scalars is well-established, compar-
atively less work has been done on direct preheating into
gauge fields [18, 24–37]. Generically, gauge preheating
is more efficient and violent than scalar preheating, and
we anticipate large associated gravitational-wave energy
densities.

Gravitational-wave production from gauge fields at pre-
heating has been studied previously in slightly differ-
ent contexts. In particular, the work of Ref. [18] stud-
ied gravitational wave production from gauge fields and
cosmic strings during preheating after hybrid inflation.
That work specifically focused on an Abelian-Higgs model
where the symmetry breaking scalar field (the Higgs) was
charged under a local U(1) symmetry. The production
of Nielsen-Olesen vortices and associated cosmic strings
play an important role in the subsequent generation of

∗ adshead@illinois.edu
† giblinj@kenyon.edu
‡ zweiner2@illinois.edu

gravitational radiation and imprint multiple scales into
the spectrum. Further, the work in Ref. [22, 38] consid-
ered gravitational-wave production from the generation of
gauge-field modes from the decay of the Standard Model
Higgs into the Standard Model fields after inflation. In
those scenarios, the Higgs contributes only a subdominant
component of the total energy density, and the resulting
spectrum is very small. Finally, Ref. [39] considered a
tachyonic transition of an SU(2)-Higgs like system at the
electroweak scale. These studies differ from the work here
in the nature of the gauge-field interactions.

It is well known that axial couplings from axion-driven
(natural) inflation [40, 41] to gauge fields leads to the
exponential production of helically polarized gauge bosons
during the inflationary phase [42–47]. These helical gauge
bosons can rescatter off the inflaton condensate leading to
interesting phenomenology such as the production of non-
Gaussian density perturbations [48, 49], primordial black
holes [47, 50, 51], magnetic fields [36, 42], and (chiral)
gravitational waves [46, 49, 52, 53] (for a review, see [54]).
These effects are exponential in the axion velocity and
can become large near the end of inflation and during the
reheating phase that follows.

In this work we extend the studies of Refs. [33–36] to
compute the spectrum of gravitational waves produced
during gauge preheating. We find that gravitational waves
are efficiently produced during reheating in both the axial
and dilatonic scenarios. In the case of the axial coupling
we find that the resulting spectrum of stochastic gravi-
tational waves is helically polarized, which is potentially
interesting for future stochastic gravitational wave obser-
vatories [55]. Further, we demonstrate that these chiral
gravitational waves lead to an appreciable topological
charge of the right order of magnitude to explain the
matter-antimatter asymmetry of the Universe via gravi-
tational leptogenesis [56]. In both the axial and dilatonic
cases, the energy density in the resulting gravitational
waves saturates the bounds of Ref. [57], and are potentially
large enough to be probed by future cosmic microwave
background (CMB) experiments, such as CMB-S4 [58].

mailto:adshead@illinois.edu
mailto:giblinj@kenyon.edu
mailto:zweiner2@illinois.edu


We work in natural units where ~ = c = 1; however,
we retain the Planck mass, mpl = 1.22× 1019 GeV.

II. BACKGROUND AND CONVENTIONS

In this work, we consider models of inflation driven by
a single scalar or pseudoscalar field (the inflaton). The
inflaton is coupled to a U(1) gauge field1 via either a
dilatonic-like coupling W (φ) to the field-strength tensor,
or an axial coupling X(φ) to the Chern-Simons term, with
the action2

S =

∫
d4x
√−g

[
m2

pl

16π
R− 1

2
∂µφ∂

µφ− V (φ) (1)

− W (φ)

4
FµνF

µν − X(φ)

4
Fµν F̃

µν

]
.

We work with the background, homogeneous Friedmann-
Lemâıtre-Robertson-Walker (FLRW) universe in confor-
mal time with mostly-plus conventions, ds2 = −a2(dτ2 −
dx2). Our Fourier convention is

f(k) =

∫
d3x f(x)eik·x. (2)

The field strength tensor Fµν and its dual F̃µν are given
by their standard expressions

Fµν = ∂µAν − ∂νAµ and F̃µν =
1

2
εµναβFαβ , (3)

where εµναβ is the completely antisymmetric tensor and
our convention is ε0123 = 1/

√−g. We consider dilatonic
and axial couplings of the form

W (φ) = exp

(
− β

M
φ

)
, X(φ) =

α

M
φ, (4)

where M is a free parameter with dimensions of mass, and
α and β are order unity and dimensionless. In practice we
study the two cases separately. That is, we take either the
combination X = 0 and W = exp(−βφ/M), or W = 1
and X = αφ/M .

For definiteness, we consider the potential V (φ) for the
simplest type of chaotic inflation, V (φ) = 1

2m
2φ2 [2].3

The amplitude of the scalar spectrum fixes the scale to
be m ≈ 1.06× 10−6mpl [59].

1 Throughout we refer to “electric” and “magnetic” fields; however,
the gauge fields we consider here need not correspond to that of
Maxwell’s electromagnetism.

2 Greek letters here and throughout denote four dimensional
Lorentz indices and Roman letters from the middle of the al-
phabet are used to denote spatial indices. Repeated lower spatial
indices are summed using the Kronecker delta.

3 Although this model is now disfavored by data at the 95% con-
fidence level, we do not expect that our results are sensitive to
this choice.

A. Equations for the background spacetime

The equations of motion for the background metric
(i.e., the scale factor) are the usual Friedmann equations

H2 ≡
(
a′

a

)2

=
8π

3m2
pl

ρa2, (5)

a′′

a
= H′ −H2 = − 4π

m2
pl

(ρ+ p)a2, (6)

where here and throughout a prime (′) denote a deriva-
tive with respect to conformal time. The (homogeneous)
energy density and pressure of the universe are

ρ ≡ ρ(τ) = 〈ρφ〉+ 〈ρA〉, (7)

p ≡ p(τ) = 〈pφ〉+ 〈pA〉, (8)

where the scalar components are

ρφ =
1

2

φ′2

a2
+

1

2

(∂iφ)2

a2
+ V (φ), (9)

pφ =
1

2

φ′2

a2
− 1

6

(∂iφ)2

a2
− V (φ) (10)

and the gauge-field components are

ρA =
W (φ)

2a4
(∂0Ai − ∂iA0)2 +

W (φ)

4a4
(∂iAj − ∂jAi)2

(11)

and pA = ρA/3. Note that the axial coupling produces
no stress-energy since it is topological. The angle brack-
ets 〈· · · 〉 in Eq. (7) denote an average over the spatial
hypersurface,

〈ρ(x, τ)〉 =
1

V

∫
V

d3x ρ(x, τ), (12)

where

V =

∫
V

d3x (13)

is the (comoving) volume of the hypersurface. For our
simulation V = L3, where L is the length of the box.

B. Field equations

The equation of motion for the inflaton is the Klein-
Gordon equation with additional source terms from its
interactions with the gauge fields,

�φ+ a2 dV

dφ
= −a

2

4

dX

dφ
Fµν F̃

µν − a2

4

dW

dφ
FµνF

µν , (14)

where � ≡ ∂2/∂τ2 + 2H∂/∂τ −∇2 is the wave operator
in FLRW spacetime. The equations of motion for the
gauge field follow from the variation of the action, reading

∂µ

(√−gW (φ)Fµν +
√−gX(φ)F̃µν

)
= 0. (15)
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We work in the Lorenz gauge, ∂µAµ = 0, where the
variation with respect to A0 produces the equation of
motion

W (φ)
(
∂2

0A0 − ∂j∂jA0

)
= ∂k

(
W (φ)Fk0 +X(φ)F̃0k

)
.

(16)

The Lorenz gauge choice serves as a physical constraint
on the system of gauge fields and fixes the gauge up to
a solution of of the homogeneous wave equation. Using
this gauge choice to replace A′′0 with ∂iA

′
i in Eq. (16), we

obtain Gauss’s law,

W (φ) (∂iA
′
i − ∂j∂jA0) = ∂k

(
W (φ)Fk0 +X(φ)F̃0k

)
,

(17)

which additionally constrains the initial gauge field veloc-
ities.

The temporal gauge is the typical choice for simulations
implementing lattice gauge theory; in this gauge, Gauss-
violating modes are unstable [60, 61]. However, Gauss’s
law is a symmetry of the lattice-gauge formulation, mean-
ing that if the initial conditions satisfy Gauss’s law (at
or near machine precision), then the evolution scheme
exactly preserves that satisfaction. In this work we evolve
the continuum gauge potentials themselves; working in
Lorenz gauge, we observe that constraint violation re-
mains bounded and does not spoil the dynamics of our
simulations.

III. GRAVITATIONAL WAVE PRODUCTION

The violent production of matter fields during the fi-
nal stages of inflation and the early stages of reheating
potentially leads to the generation of large metric fluctu-
ations, including the Newtonian potentials. However, for
the purposes of this work, we only track the evolution of
the transverse-traceless (gravitational wave) parts of the
metric and leave the study of the gravitational potentials
for future work.

We write the perturbed line element (about the FLRW
background) as

ds2 = −a2(τ)
[
dτ2 − (δij + hij) dxidxj

]
, (18)

where ∂ihij = hii = 0 is a transverse traceless perturba-
tion of the spatial metric, and we have set the scalar and
vector perturbations to zero. The Einstein equation gives
the equation of motion for hij

h′′ij −∇2hij + 2Hh′ij = 16πGSTT
ij . (19)

In this expression, STT
ij is the transverse-traceless projec-

tion of the anisotropic stress tensor, obtained via

STT
ij =

(
PilPjm −

1

2
PijPlm

)
Tlm, (20)

where the transverse-traceless projector is

Pij = δij −
kikj
k2

. (21)

The stress-energy tensor has two contributions:4 one from
the scalar-field sector,

Tφij = ∂iφ∂jφ− a2δij

[
1

2
∂µφ∂

µφ+ V (φ)

]
, (22)

and one from the gauge-field sector,

TAij = W (φ)
[
FiαFjβg

αβ − gij
4

(FµνF
µν)
]
. (23)

In terms of the usual gauge-invariant electric and magnetic
fields, the gauge-field stress tensor is

TAij = −W (φ)

a2

[
EiEj +BiBj +

δij
2

(
E2 + B2

)]
. (24)

Since the trace of Tij does not contribute anisotropic
stress, it is sufficient in practice to only calculate the

parts of Tφij and TAij which are not explicitly traceless.

This amounts to dropping the parts of Eqs. (22) and (24)
that are proportional to the Kronecker δ. From there, we
apply Eq. (21) to obtain the fully transverse and traceless
tensor STTij .

Gravitational wave polarization

The gravitational waves can be expanded into Fourier
modes as

hij(x, τ) =
∑
λ=±

∫
d3k

(2π)3
Π∗ij,λ(k)hλk(τ)e−ik·x + c.c, (25)

where we work with the circular polarization tensors

Π∗ij,±(k) ≡ ε(±)
i (k)ε

(±)
j (k), (26)

where ~ε (±)(k) are the helicity vectors, which satisfy the
relations k · ~ε (±)(k) = 0, ik × ~ε (±)(k) = ±k~ε (±)(k),
~ε (±)(k) · ~ε (±)(k) = 0, and ~ε (±)(k) · ~ε (∓)(k) = 1. Specifi-

cally, if k̂ = (sin θ cosφ, sin θ sinφ, cos θ), then

~ε (±) =
1√
2

(cos θ cosφ∓ i sinφ, cos θ sinφ± i cosφ,− sin θ).

(27)

We can then extract the gravitational wave polarization
by projecting using the polarization tensors.

4 We ignore the contribution of the gravitational waves themselves
to the transverse-traceless part of the stress tensor.
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Gravitational wave energy density

The energy density of gravitational waves is [62]

T gw
µν =

m2
pl

32π
〈hij,µhij,ν〉 , (28)

where there is an implicit sum over i and j. The corre-
sponding energy density is

ρgw =
T gw

00

a2
=

m2
pl

32πa2

〈
h′ijh

′
ij

〉
. (29)

Using Parseval’s theorem,∫
d3k |f(k)|2 = (2π)

3
∫

d3x f(x)2, (30)

we can rewrite the energy density in momentum space as

ρgw(k) =
∑
ij

m2
pl

32πa2

1

L3

∫
d3x

∣∣h′ij(x, τ)
∣∣2

=
∑
λ

m2
pl

64π3a2

1

L3

∫
k3 d ln k

∣∣hλk ′(τ)
∣∣2 , (31)

where L is the length of the box. We can use Eq. (5) to
write the fractional energy density in gravitational waves
as

Ωgw(k) ≡ 1

ρ

dρgw

d ln k
=

1

24π2L3

k3

H2

∑
λ

∣∣hλk ′(τ))
∣∣2 . (32)

Finally, the gravitational wave frequency that would be
observed today is

f ≈ 6.0× 1010 kphys√
mplH

Hz, (33)

where kphys is the physical wavenumber and H is the Hub-
ble parameter evaluated at the time when the spectrum is
being computed. The transfer function to obtain today’s
gravitational wave amplitude is [14]

Ωgw,0(f)h2 = Ωgw,e(f)

(
g0

g∗

)1/3

Ωr,0h
2. (34)

These formulae assume that the Universe has been ra-
diation dominated since the time of emission until mat-
ter/radiation equality.

IV. NUMERICAL SCHEME

We follow a substantial history of using numerical tech-
niques to simulate classical field theories in discretized
spacetimes. The seminal numerical implementation, Lat-
ticeEasy [63], was quickly followed by a family of codes,
Defrost [64], PSpectRE [65], HLattice [66], and
GABE [33, 67], among others. In this work, we use

STELLA (pseudo-SpecTral EvoLver on LAttices),
a new, GPU-accelerated code which builds off of the struc-
ture of GABE, and was used in a basic form in [68].

As with most lattice methods, the fully nonlinear equa-
tions of motion governing the evolution of fields are
evolved via the method of lines. This scheme discretizes
space onto a three-dimensional grid of length L with N
points per dimension and numerically integrates all de-
grees of freedom at all N3 sites. Like GABE, STELLA
uses a Runge-Kutta method for this time integration since
our problem is not phase-separable as required by sym-
plectic methods (as used by most of the aforementioned
codes). Here, however, we use a fourth-order Runge-Kutta
scheme.

We evolve the scalefactor using Eq. (6), with Eq. (5) a
constraint tracking the energy-conservation of the simu-
lation. For the homogeneous evolution, the energy and
pressure are averaged over the grid at each stage of the
integration. Finally, we compute the generation of grav-
itational waves by solving the sourced, inhomogeneous
(but linear) partial differential equation for the transverse-
traceless part of the metric, Eq. (19), in momentum space,
similar to the implementation in [15]. We compute the
source of Eq. (19) in configuration space, Fourier trans-
form it, and project it onto the transverse-traceless space
using Eq. (21).

The main difference between the current software and
prior methods is the computation of spatial derivatives.
Most (but not all) of the above cited packages imple-
ment standard finite-difference stencils to compute spa-
tial derivatives; on the other hand, STELLA implements
a spectral collocation method. This routine computes
spatial gradients and Laplacians in Fourier space by first
Fourier transforming the fields, computing the k-space
derivative, and inverse Fourier transforming the result
back to position space.

The cost of performing so many discrete Fourier trans-
forms is justified in several ways. Spectral collocation
methods are generally exponentially convergent, and
therefore are the best possible approximation to spatial
derivatives. The Fourier basis is the correct choice for our
periodic and regularly-spaced grid, allowing us to rely on
optimized Fast Fourier Transform libraries for the major-
ity of the computation. In addition, pseudo-spectral gra-
dients suffer none of errors incurred by finite-differencing
that arise from computing the transverse-traceless projec-
tion via Eq. (21) (see [66, 69] for details).

Lastly, STELLA is written in CUDA [70] for imple-
mentation on NVIDIA GPUs, achieving runtimes one
to two orders of magnitude shorter than multi-threaded
CPU methods. The implementation is currently limited
to a single GPU, restricting accessible problem sizes to
N = 256; a future multi-GPU implementation will allevi-
ate this restriction.

Our procedure for setting initial conditions follows
Refs. [33, 34]: for a given initial power spectrum, random
fluctuations are set in momentum space, drawing mode
amplitudes from a Rayleigh distribution (via a Box-Muller
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transformation) and phases uniformly from [0, 2π). Hav-
ing fully specified our initial conditions with these two
variables, we set the fields’ time derivatives to satisfy the
source-free Klein-Gordon equation in a homogeneously
expanding spacetime. We detail the choice of initial power
spectra for each model below.

Our initial conditions must satisfy both our chosen
gauge condition and Gauss’s law, Eq. (17). To satisfy the
Lorenz gauge, we choose A0 = A′0 = 0 and use Eq. (21) to
remove the longitudinal component from Ai. We satisfy
Gauss’s law on the initial slice with a relaxation method
analogous to that used in [37]; we evolve the A′i through
a fictitious time variable to dissipate violation of Gauss’s
law.

Finally, we use the window function

F (k) =
1

2
(1− tanh(s(k − k∗))) (35)

to smoothly cut off (initial) modes larger than k∗. The
smoothness is parameterized by s and the cutoff is set as
a fraction of the Nyquist frequency of a lattice with N
points per side and length L,

kNyquist =
N
√

3

2

2π

L
. (36)

This window function further improves the overall stability
of the simulation by removing modes which are both the
least well-resolved and the least physically relevant. The
ability to tune the smoothness of the window enables us
to mitigate any possible issues from discontinuities in the
inital power spectra.

In all of the simulations presented here, we use N = 256
grid points per side, a box length L = 7.5, and a fixed
timestep dt = dx/20. (Note that the horizon size at the
end of inflation is typically H ∼ 1− 2m−1). We choose
an initial cutoff k∗ = kNyquist/2 with smoothing scale
s = L/8π. The scale factor is normalized such that a = 1
at the end of inflation, i.e. when ä = 0. The Friedmann
constraint, Eq. (5), is satisfied to better than one part in
106 over the course of the simulations.

Dilatonic couplings

For the dilatonic case, W = W (φ) and X = 0, we
follow the strategies employed in [33]. The inflaton φ is
initialized at the end of inflation with homogeneous value,
〈φ〉 ≈ 0.20mpl and velocity, 〈φ̇〉 ≈ −1.42 × 10−7m2

pl,

which is consistent with an inflaton mass m = 10−6mpl.
The inflaton field is then seeded with a realization of the
Bunch-Davies vacuum, so that the power spectrum of the
field is 〈

|φk|2
〉

=
1

2ωk
, (37)

where ωk =
√

(k/a)2 +m2. For this model, the spatial
components of the gauge fields are also initialized in the

Bunch-Davies vacuum before implementing the strategies
described above to satisfy the gauge constraints. We
simulate couplings log10 β = 1.70, 1.74, 1.78, 1.82, and
1.86 (or β ≈ 50.1, 56.0, 60.2, 66.1, and 72.4).

Axial couplings

In the case of an axial coupling to a Chern-Simons term,
W = 1 and X = X(φ), we follow the procedure of [34, 36].
During axion inflation, axially-coupled gauge fields with
wavenumbers k/aH < ξ, where ξ = αφ̇/(2HM), are expo-
nentially enhanced due to their interaction with the rolling
homogeneous mode of the inflaton (see, for example, [52]).
Therefore, many of the scalar- and gauge-field modes that
are relevant for our simulation are not well-described as
Bunch-Davies at the end of inflation. Our strategy in this
case is to numerically integrate the linearized equations
of motion for the two gauge field polarizations, A±(k),
from when each mode was deep inside the horizon (when
it is still Bunch-Davies) until a certain number of e-folds
before the end of inflation. In this way, we capture the
early stage of polarized amplification in the linear regime,
but begin the lattice simulation early enough to ensure all
relevant non-linear effects are captured. As was chosen
in [34, 36], we end the linear mode evolution and begin the
lattice simulation 2 e-folds before the end of inflation. We
use the power spectra

〈
|A±(k)|2

〉
obtained from the linear

evolution for initial conditions, projecting with Eq. (27)
to obtain the components Ai. The corresponding initial
homogeneous field values for the inflaton are taken from
the background evolution. Finally, we simulate couplings
α = 40, 45, 50, 55, 60, and 65.

V. RESULTS

We begin by showing the consistency of our numerical
approach with previous results. In Fig. 1 we reproduce the
results of [33, 34], plotting the fraction of the total energy
density residing in the gauge fields over the course of the
simulation for both the dilatonic and axial cases. We note
that our results are insensitive to the initial realization
of fluctuations and are consistent with lower-resolution
(N3 = 1283) simulations.

Figures 2 and 3 display the resulting energy density to-
day as a function of frequency today for gravitation waves
produced by dilatonically- and axially-coupled gauge
fields, respectively, during preheating. These spectra
are computed at the end of the simulation, a = 15, al-
though amplification ends well before this point. Note
that the broad features of the gravitational wave signal
are remarkably similar in the two cases. As the coupling
is increased, the amplitude of the signal increases, the
range of modes which are amplified broadens, and the
peak moves to higher frequencies. Increasing the cou-
plings in both models amplifies gauge-field modes to an
increased maximal k, since (to linear order) the coupling
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FIG. 1. The ratio of energy density in the gauge fields to the
total energy density, ρgauge/ρtot. The top panel displays the
results for the dilatonic coupling, with colors red to purple
denoting log10 β = 1.70, 1.74, 1.78, 1.82, and 1.86. The
bottom panel depicts the results for the axial coupling, with
red through purple corresponding to couplings α = 40, 45, 50,
55, 60, and 65. Note that in both plots a = 1 corresponds to
the end of inflation.

tunes the cutoff of the tachyonic resonance band. These
larger-momentum gauge bosons subsequently produce
larger-momentum gravitational waves. In the axial case
(Fig. 3) we observe that α = 60 and 65 saturate the peak
amplitude; additionally, in the simulation with α = 65, re-
heating completes faster, resulting in a larger Hubble rate
at the end of reheating which subsequently reduces the
frequency that would be observed today (see Eq. (33)).

One notable feature in the results of both Figs. 2 and 3
is that the spectra at large wavenumbers (beyond the
physical peak) grow as k4 (up to the point cut off by the
window function applied to the initial conditions). This
is precisely the contribution of the unamplified vacuum
modes to the spectrum, and contributes a UV divergence
(∼ Λ4, where Λ is the UV cutoff) to the total energy in
gravitational radiation. In reality, this contribution to the
stress-energy of the Universe is removed by renormaliza-
tion and does not represent physical gravitational waves.

It is important to look at such a large signal with a

108 109 1010
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10−19
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10−9

10−7

Ω
gw
,0

(f
)
h

2

FIG. 2. The energy density in gravitational waves today
produced by at preheating by a dilatonically coupled gauge
field, evaluated at a = 15. From red to purple log10 β = 1.70,
1.74, 1.78, 1.82, and 1.86, or β ≈ 50.1, 56.0, 60.2, 66.1, and
72.4.
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FIG. 3. The energy density in gravitational waves today
produced by at preheating by an axially coupled gauge field,
evaluated at a = 15. From red to purple α = 40, 45, 50, 55,
60, and 65.

degree of skepticism. Most gravitational wave signals from
cosmological processes saturate around Ωgw,0h

2 ∼ 10−10

which can be understood from ‘rule-of-thumb’ calculations
as in [57].5 To that end, we need to understand why
this signal may be so loud. In the language of [57], the
gravitational wave signal today is

Ωgw,0 ≈ 2.3× 10−4α2βw2 k∗
σ

(
Hp

k∗

)2

, (38)

where α is the fraction of the energy in the source com-
pared to the total energy density of the Universe at the
time of the process, β measures how anisotropic the source
is and w is approximately the equation of state of the

5 See also [71].
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Universe at the time of the process. In [57], it was as-
sumed that the source was Gaussian with a peak, k∗, and
width, σ; both entered into the approximation as ratios
that include the Hubble parameter at the time of the
process, Hp. The general advice in [57] chose fiducial pa-
rameters for these ratios and set estimates for optimistic,
realistic, and pessimistic limits. We cannot rely on these
fiducial values here because the tachyonic processes at
work in these models excite modes that are very close to
horizon-sized, as can be seen in [34]. Using Fig. 1 of [34]
as a guide, we see that k∗ can be as small as 3-5m (in
the axial case), which is only about a decade away from

Hp ≈
√

8π

3m2
pl

(
1

2
φ̇2

0 +
1

2
m2φ2

0

)
≈ 0.5m. (39)

We can also approximate the width of the gaussian to be
about the same order of magnitude as the peak, σ ∼ 5 m.
Taking h = .68 and the optimistic parameters, α = 1,
β = 0.1 and w = 1/3, we get an optimistic estimate for
the peak height to be

Ωgw,0(f) ≈ 10−8. (40)

where the estimate changes by a factor of a few when we
go from k∗ = 3m to k∗ = 5m. Therefore we see that
the enhancement of near–horizon-sized modes so quickly
after inflation can create a gravitational wave signal a
few orders of magnitude larger than we expect from a
parametric instability. These estimates are consistent
with our most efficient results above.

Such a large signal puts the detection of gravitational
waves from preheating within the reach of ground-based
interferometers. In this work we choose the inflationary
scale m = 10−6mpl to fit the amplitude of the scalar
spectrum for chaotic inflation, for which reason the fre-
quencies of the generated gravitational waves lie far from
those to which LIGO is sensitive. However, the amplitude
of this signal will remain (relatively6) invariant when
changing m, while the emitted frequencies are propor-
tional to this scale [14]. For this reason, these preheating
dynamics after low-scale inflation could in principle be
detected by LIGO. Advanced LIGO’s peak sensitivity
is on the order of Ωgw,0(f)h2 ∼ 10−10, which is sev-
eral orders of magnitude lower than that the amplitude
produced by the simulations which achieve complete re-
heating. aLIGO’s peak sensitivity lies around f ∼ 50 Hz,
which would probe inflationary scales ∼ 106 GeV. Note
that the subsequent expansion history of the Universe
also affects the gravitational-wave transfer function; we
assume the Universe is radiation dominated after emis-
sion until matter-radiation equality. Since preheating into

6 The mass scale m only enters the simulations via the initial
amplitude of the Bunch-Davies spectrum; results should be fairly
insensitive to this amplitude due to the preheating’s dramatic
amplification of modes.

α Ωgw,0h
2

40 5.5× 10−10

45 3.4× 10−8

50 9.5× 10−8

55 1.6× 10−7

60 3.2× 10−7

65 5.4× 10−7

β Ωgw,0h
2

50.1 4.2× 10−10

56.0 2.0× 10−8

60.2 4.5× 10−8

66.1 8.5× 10−8

72.4 1.3× 10−7

TABLE I. The fraction of the total energy density of the sim-
ulation in gravitational waves, Ωgw,0h

2, for the axial coupling,
α, (left) and the dilatonic coupling, β (right).

gauge fields naturally leads into radiation domination
after inflation, this approximation is well-justified.

Further, the total energy density in gravitational waves,
i.e.,

Ωgw,0h
2 =

∫
d ln k

1

ρ

dρgw,0

d ln k
, (41)

is constrained by CMB measurements. If we assume that
there are no light degrees of freedom beyond the Standard
Model that contribute to the radiation density during
the formation of the CMB, we can directly translate the
constraint on Neff onto a constraint on Ωgw,0(f)h2 via [72]

Ωgw,0h
2

Ωγ,0h2
=

7

8

(
4

11

)4/3

∆Neff , (42)

where Ωγ,0h
2 = 2.47× 10−5 is the present energy density

in photons and ∆Neff = (Neff − 3.046). Planck limits
|∆Neff | . 0.33 [73], which constrains the energy density
to Ωgw,0h

2 . 1.85× 10−6. Next-generation CMB exper-
iments, such as CMB-S4, will probe ∆Neff to a level of
σ(Neff) ∼ 0.02− 0.03 [58] and potentially constrain the
gravitational wave energy density to

Ωgw,0h
2 . 1.12− 1.68× 10−7. (43)

In Table I we list the final value of Ωgw,0h
2 for each

coupling; upcoming experiments could constrain the
axion-gauge field coupling α < 55 and the dilaton-gauge
field coupling β < 72.4. A more sophisticated fore-
cast, such as that of [74], obtains constraints as low as
Ωgw,0h

2 . 7.6 × 10−8, which would probe α ≈ 50 and
β ≈ 66.1.

A. Gravitational wave polarization

During axion-driven inflation, the rolling axion pref-
erentially amplifies one gauge-field polarization (in the
linear regime). These gauge fields in turn lead to the
production of gravitational waves through their contri-
bution to the anisotropic stress. That is, scattering of
helically-polarized gauge bosons produces gravitational
waves [52]. Because they are helically polarized and an-
gular momentum is conserved in their scattering, these
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helical gauge bosons result in a chiral gravitational-wave
spectrum — the amplitude of one helical polarization of
the resulting gravitational-wave spectrum is larger than
the other.

During gauge preheating after axion inflation, the ax-
ion oscillates about the minima of its potential, amplify-
ing each gauge-field helicity in turn. Further, scattering
of helical gauge bosons off of fluctuations in the axion
background leads to the production of the other (sub-
dominant) helicity [34]. However, generically the final
spectrum of gauge bosons is significantly polarized, and
we therefore expect to produce a polarized spectrum of
gravitational radiation during preheating. In this section
we study the polarization of the resulting gravitational
wave spectra produced in our simulations.

As a first check, using the definitions in Eq. (26) we
verify that the dilatonic coupling does not produce any
appreciable polarization. In Fig. 4, we show the final
gravitational wave signal for two choices of parameters.
One parameter choice corresponds to a scenario where the
universe is radiation dominated at the end of preheating

— preheating completely reheats the universe — while the
other corresponds to a scenario where gauge preheating
is not efficient enough to completely reheat the universe.

In the case of the axial coupling, we see a dramatic
difference. Figure 5 displays the final gravitational-wave
spectra of the two polarizations and their sum for a range
of couplings α. Indeed, on large scales the resulting grav-
itational wave spectrum is helically polarized as antici-
pated by Refs. [49, 52]. For some simulations, rescattering
of helical gauge-bosons off of the axion is strong enough
that the subdominant mode is amplified significantly at
smaller scales, resulting in a spectrum polarized opposite
to that at large scales.

For a better understanding of the dynamics that lead
to different final polarizations, in Fig. 6 we plot (for two
values of the coupling) the gravitational-wave spectra at
the first two instances when the inflaton changes sign as
well as the final spectra. As described above, a rolling
axion preferentially amplifies one helicity of the gauge
field. These oscillations lead to the alternate amplifica-
tion of each gauge-boson helicity depending on the sign
of the velocity of the homogeneous mode of φ. The level
of amplification is exponential in the axion velocity, and
the different snapshots of the spectra capture the moment
of peak amplification of each gauge-boson helicity as the
axion crosses the minima of its potential. As exhibited in
the top panels of Fig. 6, this leads to the preferential am-
plification of one gravitational-wave helicity since 〈φ̇〉 < 0
until this point. Comparing the middle panels, we see
the amplification of the other mode as the axion veloc-
ity changes sign, 〈φ̇〉 > 0. When the coupling is larger,
the subdominant mode is amplified more efficiently, and
particularly so at larger scales (resulting in the opposite
polarization of the IR). This is likely due to the fact that,
as the stronger couplings amplify the dominant mode
more significantly with a broader resonance band, the
subsequent amplification of the subdominant mode may
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FIG. 4. The energy density in gravitational wave polarizations
today produced by an dilatonically coupled gauge field with
couplings β = 101.7 (top) and β = 101.86 (bottom). Each
frame plots the minus (red) and plus (blue) polarization and
their sum (dotted black).

occur through scattering from higher-frequency bosons of
the dominant polarization. Finally, in the bottom panels
we see (for the stronger coupling) this skewed polarization
persists to the end of the simulation as preheating com-
pletes, while for the weaker coupling, the final spectrum
remains polarized on all scales.

B. Gravitational leptogenesis

One possible source of the Universe’s observed matter-
antimatter asymmetry is through the gravitational
anomaly in the Standard Model lepton current,

∂µ
(√−gJµB−L) = −NL−R

24

1

16π2
RR̃. (44)

A net lepton-number is generated during inflation by the
production of chiral gravitational waves which source the
gravitational Pontryagin density [75]. This net lepton
number is subsequently reprocessed into baryons through
the hot electroweak sphaleron [76, 77]. Since we observe
that gauge preheating after axion inflation can generate
a large-amplitude gravitational wave spectrum that is
significantly polarized, we now look to see whether this
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FIG. 5. The energy density in gravitational waves today produced by an axially coupled gauge field with couplings α = 40,
45, 50, 55, 60, and 65 (from top to bottom, left to right; see plot labels). Each frame plots the minus (red) and plus (blue)
polarization and their sum (dotted black).

process produces a large enough Pontryagin density, and
thus a large enough net lepton number to explain the
baryon asymmetry of the Universe.

Although the axially coupled gauge fields considered
here generate chiral gravitational waves during the in-
flationary phase [52], Ref. [78] recently showed that the
resulting lepton asymmetry is too small to explain the
baryon asymmetry once the CMB bound on the tensor-to-
scalar ratio is enforced. However, the study in Ref. [78]
did not consider the preheating phase we consider here.

To study gravitational leptogenesis during reheat-
ing, during our simulations we compute the topological

charge [56]

HGW
R−L ≡

∫
d ln k

[
k3

H3
e

∆2
R −∆2

L

H2
e /m

2
pl

− k

He

∆′R
2 −∆′L

2

H4
e /m

2
pl

]
,

(45)

defining ∆2
λ(k, τ) ≡ (k3/2π2) |hλ(k, τ)|2 and ∆′λ

2(k, τ) ≡
(k3/2π2) |h′λ(k, τ)|2 and denoting the Hubble parameter
at the end of inflation with He. This integral computes the
(dimensionless) expectation value of topological charge
per unit Hubble volume, and leads to the net baryon-
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FIG. 6. The energy density in gravitational wave polarizations today produced by an axially coupled gauge field with
couplings α = 45 (left) and α = 60 (right). The top panels correspond to the first time φ crosses zero, the middle to the second
zero-crossing, and the bottom panels to the end of the simulation (a = 15). Each frame plots the minus (red) and plus (blue)
polarization and their sum (dotted black).

minus-lepton number per unit Hubble volume

NB−L(t) = − 1

64π2

(
He

mpl

)2 (
HGW
R−L(t)−HGW

R−L(ti)
)
.

(46)

Generating a baryon asymmetry of the right order of
magnitude requires a large topological charge HGW

R−L ∼
1014 [56]. We plot this variable for several values of the
coupling α in Fig. 7.

These results demonstrate that the topological charge
per Hubble volume generated during our simulations in-

deed reaches the correct order of magnitude required to
achieve appreciable lepton asymmetry (HGW

R−L ∼ 1014).
However, note that the topological charge, and therefore
the net lepton number, evolves during the simulation. Ac-
curately determining the net baryon number produced in
this scenario requires solving the kinetic transport equa-
tions of the Standard Model of particle physics, as well
as a detailed model of the neutrino mass sector [56]. We
leave this study to future work.
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R−L over the course of the simu-

lations for various couplings. In the top panel are simulations
with α = 40 (red), 45 (green), and 50 (blue). In the bottom
panel are simulations with α = 55 (red), 60 (green), and
65 (blue). In all curves, dotted sections denote those with
HGW

R−L < 0.

VI. CONCLUSIONS

In this work we have computed the spectrum of gravi-
tational waves produced during gauge preheating follow-
ing inflation. Dilatonic and axial couplings between a
scalar (or pseudoscalar) inflaton and Abelian gauge fields
produce significant gravitational radiation for coupling
strengths that nearly or completely reheat the Universe.
The signals produced are remarkably loud, strong enough

to be detectable by interferometers like LIGO, given an
inflationary energy scale which produces gravitational
waves of appropriate frequency. Next-generation CMB
experiments will be sensitive enough to Neff to provide
significant constraints on the couplings between the infla-
ton and gauge sectors. In particular, the limit α . 50−55
would be by far the strongest constraint on the axion-
gauge coupling to date; prior constraints from primordial
black hole production limit α . 110−125 (for the inflaton
potential considered here) [50, 51].

In the dilatonic model, the resulting gravitational wave
spectra are unpolarized, with no preferred handedness for
the resulting spectrum. In the axion model, the produc-
tion of helical gauge bosons results in a similarly polarized,
parity-violating spectrum of gravitational waves, which
could in principle be observed by a network of detec-
tors [55]. Furthermore, in the axion model the chiral
gravitational waves induce a topological charge that is
large enough to potentially explain the baryon asymmetry
of the Universe via gravitational leptogenesis, i.e., through
the gravitational anomaly in the Standard Model lepton
current. However, we find that the topological charge
is not constant, even after preheating has completed. A
detailed study that includes the Standard Model kinetic
transport is required to accurately track the baryon asym-
metry.
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