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#### Abstract

The self-force problem-which asks how self-interaction affects a body's motion-has been poorly studied for spacetime dimensions $d \neq 4$. We remedy this for all $d \geq 3$ by nonperturbatively constructing momenta such that forces and torques acting on extended, self-interacting electromagnetic charges have the same functional forms as their test body counterparts. The electromagnetic field which appears in the resulting laws of motion is not however the physical one, but a certain effective surrogate which we derive. For even $d \geq 4$, explicit momenta are identified such that this surrogate field satisfies the source-free Maxwell equations; laws of motion in these cases can be obtained similarly to those in the well-known four-dimensional Detweiler-Whiting prescription. For odd $d$, no analog of the Detweiler-Whiting prescription exists. Nevertheless, we derive its replacement. These general results are used to obtain explicit point-particle self-forces and self-torques in Minkowski spacetimes with various dimensions. Among various characteristics of the resulting equations, perhaps the most arresting is that an initially-stationary charge which is briefly kicked in $2+1$ dimensions asymptotically returns to rest.


## I. INTRODUCTION

The motion of small bodies is central to some of the most enduring problems in physics. If such a body is coupled to an electromagnetic, gravitational, or other longrange field, it may be subject to net forces exerted by its own contributions to that field. This "self-force" strongly influences, for example, charged particles circulating in particle accelerators and the shrinking orbits of black hole binaries due to the emission of gravitational radiation. However, the apparent simplicity of the statement of the self-force problem belies a number of physical and mathematical subtleties. This has led to more than a century of literature on the subject; see [1-10] for some electromagnetic examples.

While motivations for working on the self-force problem have varied considerably over the years, the past two decades have seen a concerted effort-motivated largely by gravitational wave astronomy - to understand the gravitational self-force problem in general relativity. This has led to a number of theoretical and computational advances which considerably improve our understanding of classical self-interaction, in both the gravitational and electromagnetic contexts [11-14]. Separately, new aspects of the electromagnetic self-force are beginning to be accessible to investigation via high-power laser experiments $[15,16]$.

In this paper, we move beyond the existing literature, which almost exclusively focuses on four spacetime dimensions, to rigorously study self-interaction in all dimensions $d \geq 3$. There are several reasons for this: First, considerations in different numbers of dimensions refine our understanding of precisely what is important and what is not; lessons learned in this way may significantly inform future considerations even in four dimensions, particularly in more complicated theories which have not yet been understood. Second, considerations
of theories in non-physical numbers of dimensions can, via holographic dualities, be related to ordinary fourdimensional systems; for example, the five-dimensional self-force might be used to understand jet quenching in four-dimensional quark-gluon plasmas [17]. Third, selfforces in odd numbers of spacetime dimensions are qualitatively very different from those in even dimensions. In particular, one crucial ingredient of the self-force framework is the derivation of an appropriate map from the physical field to an effective surrogate in which, e.g., the Lorentz force law is preserved despite the possible presence of radiation reaction and similar effects; this map had not been previously understood in odd dimensions and differs considerably from its even-dimensional counterpart. Despite these differences, a significant portion of this paper is devoted to developing a unified formalism which applies for any parity of dimension. Our results subsume the Detweiler-Whiting scheme which was originally given in four dimensions [11, 12, 18].

Our final reason for considering different numbers of dimensions is that the self-force in three spacetime dimensions may be proportionally stronger than in four dimensions, both in terms of instantaneous magnitude [19] and - as argued below-in the particularly slow decay of fields in this context. The latter property implies that self-interaction encodes a strong "memory" of a system's past. Moreover, systems in which this is relevant may be accessible to experiment. For example, "pilot wave hydrodynamics" involves a number of striking phenomena observed to be associated with oil droplets bouncing on a vibrating bath [20]. Each bounce generates surface waves on the bath, but these waves also affect the horizontal motion of the droplet. This type of feedback with a long-range field (the surface waves) is reminiscent of a self-force problem in two spatial dimensions. There are also a variety of condensed matter systems which act as though they are confined to one or two spatial dimensions
[21, 22], and some of our considerations may be relevant there as well.

We do not consider any particular fluid or condensed matter system in this paper, but instead explore a standard electromagnetic self-force problem in different numbers of dimensions. To the best of our knowledge, the literature does not contain any rigorous derivations of the self-force other than in four dimensions, except for recent work restricted to static bodies [19] (see however work on the radiation reaction component of the self-force in effective field theory $[23,24]$ ). The fully-dynamical self-force considered here is considerably different and more rich than its static counterpart. We choose to focus on the standard electromagnetic self-force problem purely for clarity of exposition; our results generalize to extended bodies coupled to Klein-Gordon fields and to linearized gravitational fields satisfying the Einstein equations. There are also no conceptual obstacles to considering non-trivial boundary conditions such as those appropriate for describing analogs of the pilot-wave hydrodynamics experiments mentioned above.

A layout of the paper is as follows: In Section II, we briefly review, and then apply and extend, a nonperturbative formalism $[10,12,25,26]$ which provides a general framework for the problem of motion of strongly self-interacting extended bodies. Not all of the intricate details of this formalism are required to absorb the essential points of this paper, although some of the most relevant aspects are recounted here. We apply them to derive equations of motion for an extended body coupled to an electromagnetic field in arbitrary dimensions, including all self-interaction effects. The resultant equations are structurally identical to extended test-body equations, except that the physical field in the test-body equations is mapped to an effective field which encapsulates all selfforce and self-torque effects. The cost of this map is that the stress-energy tensor of the body is renormalized as it appears in the laws of motion. This renormalization is well-controlled, however, being both finite and quasilocal (in a sense we make precise later). Moreover, our laws of motion admit well-defined point-particle limits. In Section III, we discuss these point-particle limits with retarded boundary conditions in Minkowski spacetimes with various dimensions, obtaining explicit point-particle self-forces and self-torques in these cases. In Section IV, we discuss some interesting phenomenology that occurs in odd numbers of spacetime dimensions. Some of the issues that arise here remain open problems which we hope will inspire further interest. We particularly focus on self-force phenomenology in $d=3$, where selfinteraction effects can be relatively large and where there is a very strong history dependence. One particularly striking example of the latter shows up in the case of a charge which is initially stationary and is then given a kick by an externally-imposed force. Our analysis shows that the slowly-decaying fields in this case cause such a particle to return to rest at late times, a phenomenon reminiscent of Aristotelian physics.

Throughout this paper, units are chosen in which $G=$ $c=1$, the metric signature is positive, abstract indices are denoted by $a, b, \ldots$, spacetime coordinate indices by $\mu, \nu, \ldots$, and spatial coordinate indices by $i, j, \ldots$

## II. EXTENDED BODIES AND NON-PERTURBATIVE LAWS OF MOTION

Our strategy is not to obtain a "point particle selfforce" as any kind of fundamental concept, but instead to derive laws of motion first for extended charge distributions and then to evaluate point-particle limits of those laws. Although we focus for concreteness on the electromagnetic self-force problem, analogous results are easily obtained for the scalar and (at least the first order) gravitational self-force. The approach adopted here is based on a nonperturbative formalism developed by one of us [10, 12, 25, 26], which provides a rigorous framework with which to analyze problems of motion in a wide variety of contexts. Crucially, most of this framework is agnostic to the number of spacetime dimensions.

## A. Preliminaries

In the electromagnetic context, a finite extended body in a $d$-dimensional spacetime $\left(M, g_{a b}\right)$ is associated with a nonsingular conserved current density $J_{a}$ and a nonsingular stress-energy tensor $T_{\mathrm{B}}^{a b}=T_{\mathrm{B}}^{(a b)}$. The support of $T_{\mathrm{B}}^{a b}$ may be identified with the body's worldtube $\mathfrak{W} \subset M$, and that of $J_{a}$ is assumed not to extend beyond $\mathfrak{W}$. Furthermore, we suppose that the body's worldtube is spatially compact and that the electromagnetic field $F_{a b}$ satisfies Maxwell's equations

$$
\begin{equation*}
\nabla_{[a} F_{b c]}=0, \quad \nabla^{b} F_{a b}=\omega_{d-1} J_{a} \tag{1}
\end{equation*}
$$

in a neighborhood of $\mathfrak{W}$, where

$$
\begin{equation*}
\omega_{d-1} \equiv \frac{2 \pi^{\frac{1}{2}(d-1)}}{\Gamma\left(\frac{1}{2}(d-1)\right)} \tag{2}
\end{equation*}
$$

is equal to the area of a unit sphere in $\mathbb{R}^{d-1}$. The dynamical evolution of such an extended body may be understood, at least in part, via energy and momentum exchanges between that body and the electromagnetic field. Such exchanges are more precisely described by the conservation of the system's total stress-energy tensor $T^{a b}=T^{(a b)}$, in the sense that

$$
\begin{equation*}
\nabla_{b} T^{a b}=0 \tag{3}
\end{equation*}
$$

Although various arguments can be made for how to "most naturally" split $T^{a b}$ into electromagnetic and material components inside of a body, particularly if that body possesses nontrivial dielectric or related properties [27], we pragmatically extend the vacuum expression

$$
\begin{equation*}
T_{\mathrm{EM}}^{a b} \equiv \frac{1}{\omega_{d-1}}\left(F^{a}{ }_{c} F^{b c}-\frac{1}{4} g^{a b} F^{c d} F_{c d}\right) \tag{4}
\end{equation*}
$$

for the electromagnetic stress-energy tensor into the interior of $\mathfrak{W}$ : $T^{a b}=T_{\mathrm{B}}^{a b}+T_{\mathrm{EM}}^{a b}$ everywhere of interest. This sum may in fact be viewed as a definition for $T_{\mathrm{B}}^{a b}$ in terms of $T^{a b}$ and $F_{a b}$. Adopting it, (1) and (3) imply that

$$
\begin{equation*}
\nabla_{b} T_{\mathrm{B}}^{a b}=F^{a}{ }_{b} J^{b} \tag{5}
\end{equation*}
$$

Every portion of an extended charge is thus acted upon by the Lorentz force density $F_{a b} J^{b}$.

The question we now ask is how this force density "integrates up" to affect a body's overall motion. One difficulty is that Maxwell's equations imply that $F_{a b} J^{b}$ depends nonlinearly and nonlocally on $J_{a}$, and can be almost arbitrarily complicated. Despite this, experience suggests that there are physically-interesting regimes in which the (appropriately-defined) net force is not complicated at all: Laws of motion arise in which net forces involve a body's internal structure only via its first nonvanishing multipole moments. That these laws do not depend on finer details of $J_{a}$ lends them a certain degree of "universality." Deriving this universality and making it precise is the essence of the self-force problem.

We emphasize that it is only certain "bulk" features of an extended body which can be described as universal. Individual objects may develop internal oscillations, turbulent flows, or other fine details which strongly depend on material composition, thermodynamic effects, and other characteristics which are difficult both to specify and to model. As in Newtonian celestial mechanics, our goal here is to ignore as many of these details as possible, and to instead identify certain features of $T_{\mathrm{B}}^{a b}$ and $J_{a}$ which i) describe a body's behavior "as a whole," and ii) whose evolution is only weakly coupled to a body's internal details. In Newtonian celestial mechanics, these two properties are well-known to hold for the linear and angular momenta associated with each celestial body. We now generalize the concept of momentum to describe relativistic extended bodies coupled to electromagnetic fields in $d$-dimensional spacetimes.

## B. Momentum

Although there is a strong physical expectation that some momentum-like quantity can be defined for extended, relativistic charge distributions, non-pathological definitions are not so easily written down. The problem is particularly acute for bodies with significant self-fields, essentially because, i) those self-fields carry energy and momentum, ii) they rearrange themselves to adjust to any motions associated with $\mathfrak{W J}$, and iii) self-fields may extend far outside a body's material boundaries. The first and second of these points suggest that a body's selffield contributes, e.g., to its inertia-a fact already recognized by the end of the 19th century [1]. Indeed, fourdimensional electromagnetic self-fields are now known to contribute to (or "renormalize") not only a body's apparent mass, but all of its stress-energy tensor [10, 12, 28].

While there must be some sense in which these effects generalize to any number of dimensions, they are nontrivial to compute even when $d=4$. Fundamentally, this is because it is difficult to guess a suitable definition for the momentum which treats a body's material and self-field components as one. Consider, for example, a "renormalized body momentum" defined by appropriately integrating $T_{\mathrm{B}}^{a b}+T_{\text {self }}^{a b}$, where $T_{\text {self }}^{a b}$ is an electromagnetic stress-energy tensor which is quadratic in a suitably-defined self-field. Any "mass" associated with such a definition would clearly depend on properties of the self-field at arbitrarily-large distances, and hence on the state of system over arbitarily-long times. It would not describe a body's instantaneous resistance to applied forces, and would thus be a poor definition of mass. Indeed, the degree of nonlocality associated with naive momentum definitions such as this renders them physically unacceptable, at least in a non-perturbative context. While the problem is considerably alleviated at low orders in the perturbative expansions commonly associated with point-particle limits [9, 29], it is difficult to extend the methods employed in those contexts to higher orders in perturbation theory, or even to apply them at low orders when Huygens' principle is violated.

The nonperturbative formalism [12] employed here affords a different approach, allowing us to derive - rather than postulate - physically-acceptable definitions for the linear and angular momenta of a charged extended body. Our results do not depend on any limiting process, and are nonlocal only in the sense that they depend on the state of the system over spatial and temporal scales comparable to a suitably-defined diameter for $\mathfrak{W}$. No smaller degree of nonlocality could reasonably be expected, even for a body with no self-field whatsoever. Schematically, we obtain this definition by first proposing a "bare momentum," essentially a guess which need not take into account any self-field effects, and then deriving a correction to that definition which maintains locality while also decoupling forces and torques from a body's internal details.

Our momenta depend on a choice of origin, which we take to be a timelike worldline parametrized by $\gamma(\tau)$. Such origins are required even in Newtonian mechanics at least to define the angular momentum, and it is only the global parallelism of Euclidean space which prevents them from also being necessary to define the Newtonian linear momentum. Global parallelism cannot be assumed here, so an origin is needed for both our linear and angular momenta. We additionally need to specify a family of spacelike hypersurfaces $\mathfrak{B}_{\tau} \ni \gamma(\tau)$ which foliate $\mathfrak{W}$, thus fixing a notion of time inside a body's worldtube. Specific worldlines and specific hypersurfaces may be fixed using spin supplementary and similar conditions; see Section IIE. At this stage, however, we assume only that some prescription has been given. Its details do not matter. Next, we define the bare "generalized momentum" $P_{\tau}[\cdot]$
at time $\tau$ via

$$
\begin{align*}
P_{\tau}\left[\xi_{a}\right] & \equiv \int_{\mathfrak{B}_{\tau}} d S_{a}\left[T_{\mathrm{B}}^{a b}(x) \xi_{b}(x)+J^{a}(x) \int_{0}^{1} d u u^{-1}\right. \\
& \left.\times \nabla_{b^{\prime}} \sigma\left(y^{\prime}(u), \gamma(\tau)\right) F^{b^{\prime} c^{\prime}}\left(y^{\prime}(u)\right) \xi_{c^{\prime}}\left(y^{\prime}(u)\right)\right] \tag{6}
\end{align*}
$$

where $\sigma\left(x, x^{\prime}\right)$ denotes Synge's world function, defined to equal one half of the squared geodesic distance between its arguments, $y^{\prime}(u)$ is an affinely-parametrized geodesic for which $y^{\prime}(0)=\gamma(\tau)$ and $y^{\prime}(1)=x$, and $\xi^{a}(x)$ is any vector field drawn from a certain finite-dimensional vector space referred to as the space of generalized Killing fields (GKFs). The GKFs are defined more precisely in $[12,30]$, and coincide with the space of all ordinary Killing vector fields in maximally-symmetric spacetimes. More generally, the GKFs always form a vector space with dimension $\frac{1}{2} d(d+1)$. The generalized momentum at fixed time is a linear operator on this space, and may therefore be viewed as a $\frac{1}{2} d(d+1)$-dimensional vector in the vector space dual to the space of GKFs. It simultaneously encodes both the linear and angular momentum of an extended body. Just as electric and magnetic fields are best thought of as two aspects of a single electromagnetic field, a body's linear and angular momenta are two aspects of a single more-fundamental structure: the generalized momentum.

More precisely, a bare linear momentum $p_{a}(\tau)$ and a bare angular momentum $S_{a b}=S_{[a b]}(\tau)$ may be implicitly defined by combining (6) with

$$
\begin{equation*}
P_{\tau}\left[\xi_{a}\right] \equiv p_{a}(\tau) \xi^{a}(\gamma(\tau))+\frac{1}{2} S^{a b}(\tau) \nabla_{a} \xi_{b}(\gamma(\tau)) \tag{7}
\end{equation*}
$$

$P_{\tau}\left[\xi_{a}\right]$ thus returns a linear combination of the linear and angular momenta. The particular choice of $\xi^{a}$ controls which linear combination is obtained. If $\psi^{a}$ is, e.g., a translational Killing field in flat spacetime, $P_{\tau}\left[\psi_{a}\right]$ returns the component of linear momentum associated with that translation. Regardless, varying over all possible GKFs results in integral formulae for $p_{a}$ and $S_{a b}$ which involve $T_{\mathrm{B}}^{a b}, J_{a}$, and $F_{a b}$. These formulae coincide with definitions originally proposed by Dixon [31-33], who sought multipole moments for $T_{\mathrm{B}}^{a b}$ in which stress-energy conservation implies differential constraints only on the monopole and dipole moments. That goal was achieved, meaning that there is a sense in which ordinary differential equations with the form $\dot{p}_{a}=(\ldots)$ and $\dot{S}_{a b}=(\ldots)$ are fully equivalent to the partial differential equation (5). Regardless, these definitions for the momenta reduce to textbook ones [34] in flat spacetime and with vanishing electromagnetic fields. They also give rise, more generally, to simple conservation laws whenever there exists a Killing vector field which is also a symmetry of $F_{a b}$ $[12,32]$. We note that this last property would fail to hold if the (less familiar) electromagnetic terms in (6) were omitted.

Now that a bare momentum has been proposed, its evolution may be understood by differentiating (6) with
respect to $\tau$ while applying (5). The resulting rate of change may be interpreted as encoding bare forces and bare torques, which can again be written as integrals over a body's interior:

$$
\begin{equation*}
\frac{d}{d \tau} P_{\tau}\left[\xi_{a}\right]=\mathcal{F}_{\tau}^{\mathrm{G}}\left[T_{\mathrm{B}}^{a b} ; \xi_{c}\right]+\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right] \tag{8}
\end{equation*}
$$

where the gravitational generalized force is given by the bilinear functional

$$
\begin{equation*}
\mathcal{F}_{\tau}^{\mathrm{G}}\left[T_{\mathrm{B}}^{a b} ; \xi_{c}\right]=\frac{1}{2} \int_{\mathfrak{B}_{\tau}} d S T_{\mathrm{B}}^{a b} \mathcal{L}_{\xi} g_{a b} \tag{9}
\end{equation*}
$$

and the electromagnetic generalized force by the trilinear functional

$$
\begin{gather*}
\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right]=\int_{\mathfrak{B}_{\tau}} d S J^{b}\left[\xi^{a} F_{a b}+\nabla_{b} \int_{0}^{1} d u u^{-1}\right. \\
\left.\times \nabla_{b^{\prime}} \sigma\left(y^{\prime}(u), \gamma(\tau)\right) F^{b^{\prime} c^{\prime}}\left(y^{\prime}(u)\right) \xi_{c^{\prime}}\left(y^{\prime}(u)\right)\right] \tag{10}
\end{gather*}
$$

The $\xi^{a}$ here again denote GKFs and the $\mathcal{L}_{\xi}$ are Lie derivatives. Any particular GKF which is substituted into these equations may be viewed as selecting the corresponding component of the generalized gravitational and electromagnetic force vectors.

If one has full knowledge of $T_{\mathrm{B}}^{a b}$ and $F_{a b}$, and hence $J_{a}=\omega_{d-1}^{-1} \nabla^{b} F_{a b}$, electromagnetic forces and torques can be computed by directly evaluating the integral $\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right]$ for all possible GKFs. However, there is little point to such descriptions if the system is already understood in full detail. Momenta and related concepts are most valuable precisely when a system's details are only partially specified, or alternatively, if one would like to understand a class of distinct systems which nevertheless share some bulk features.

With this context in mind, forces and torques associated with the definition (6) may be shown to have certain undesirable characteristics. First, unless self-fields are negligible, the functionals $\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right]$ are difficult to approximate as-is. In particular, it is not clear how to evaluate them if, e.g., only the first few multipole moments of $J_{a}$ are known. More precisely, it is the actual self-field which must be negligible in order to make reasonable approximations, and not only some suitable integral of that self-field. There are very few realistic settings in which such an approximation can be justified, particularly if smallness is also demanded for the derivatives of a body's self-field. In some cases, this difficulty is merely a question of calculational practicality. In others, it is essential: There are important examples in which bare forces and torques may be directly shown to depend on the detailed nature of $J_{a}$. When this occurs, the laws of motion associated with $p_{a}$ and $S_{a b}$ cannot be deemed universal. Nevertheless, we find closely-related momenta which do obey universal laws of motion.

The formalism we employ accomplishes this by providing a set of tools which allow one to easily establish
identities with the form

$$
\begin{array}{r}
\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right]=\mathcal{F}_{\tau}^{\mathrm{EM}}\left[\hat{F}_{a b}, J_{c} ; \xi_{d}\right]-\frac{d}{d \tau} \delta P_{\tau}\left[J_{a} ; \xi_{b}\right] \\
+\mathcal{F}_{\tau}^{\mathrm{G}}\left[\delta T_{\mathrm{B}}^{a b}\left[J_{c}\right] ; \xi_{d}\right] \tag{11}
\end{array}
$$

for a wide variety of nonlocal field transformations $F_{a b} \mapsto$ $\hat{F}_{a b}$. The nature of this field transformation determines specific forms for the functionals $\delta T_{\mathrm{B}}^{a b}\left[J_{a}\right]$ and $\delta P_{\tau}\left[J_{a} ; \xi_{b}\right]$, both of which are nonlinear in $J_{a}$. The point of (11) is to describe how electromagnetic forces and torques exerted on a charge distribution $J_{a}$ by a field $F_{a b}$ can be computed in terms of forces and torques exerted by a potentially-simpler "effective field" $\hat{F}_{a b}\left[F_{c d}\right]$. Substituting (11) into (8) suggests the definition

$$
\begin{equation*}
\hat{P}_{\tau}\left[\xi_{a}\right] \equiv P_{\tau}\left[\xi_{a}\right]+\delta P_{\tau}\left[J_{a} ; \xi_{b}\right] \tag{12}
\end{equation*}
$$

for the renormalized momentum, which is seen to satisfy

$$
\begin{equation*}
\frac{d}{d \tau} \hat{P}_{\tau}\left[\xi_{a}\right]=\mathcal{F}_{\tau}^{\mathrm{G}}\left[\hat{T}_{\mathrm{B}}^{a b} ; \xi_{c}\right]+\mathcal{F}_{\tau}^{\mathrm{EM}}\left[\hat{F}_{a b}, J_{c} ; \xi_{d}\right] \tag{13}
\end{equation*}
$$

Here, $\hat{T}_{\mathrm{B}}^{a b} \equiv T_{\mathrm{B}}^{a b}+\delta T_{\mathrm{B}}^{a b}$ and the dependence of $\hat{P}_{\tau}$ on $T_{\mathrm{B}}^{a b}$ and $J_{a}$ has been suppressed. It follows that if the map $F_{a b} \mapsto \hat{F}_{a b}$ satisfies appropriate conditions-to be discussed in more detail below-electromagnetic forces and torques appear to be exerted not by the physical field $F_{a b}$, but by a particular surrogate $\hat{F}_{a b}$. The cost for this replacement is effectively a renormalization of the body's apparent stress-energy tensor, which affects its apparent momenta and the couplings which appear in gravitational forces and torques. Both of these effects can be physically interpreted as contributions due to the body's self-field. Note that although $T_{\mathrm{B}}^{a b}$ is renormalized here, $J_{a}$ is not, essentially because Maxwell's equations are linear.

Eq. (13) has an advantage over (8) when $\hat{F}_{a b}$ behaves more simply inside a body than $F_{a b}$. More specifically, there should be a wider variety of circumstances in which a well-chosen $\hat{F}_{a b}$ varies slowly throughout each $\mathfrak{B}_{\tau}$. Whenever this occurs, useful multipole expansions may be found for $\mathcal{F}_{\tau}^{\mathrm{EM}}\left[\hat{F}_{a b}, J_{c} ; \xi_{d}\right]$, resulting in electromagnetic forces and torques which are identical in form to standard test body expressions, but with all fields in those expressions equal to $\hat{F}_{a b}$. Similarly, a multipole expansion for $\mathcal{F}_{\tau}^{\mathrm{G}}\left[\hat{T}_{\mathrm{B}}^{a b} ; \xi_{d}\right]$ results in standard expressions for the gravitational forces and torques acting on an extended test body, but with stress-energy multipole moments which are somewhat different from those which might have been computed using $T_{\mathrm{B}}^{a b}$ alone. These gravitational effects involve only quadrupole and higher order moments, and vanish entirely in maximally-symmetric spacetimes.

## C. Effective test bodies and effective fields

Laws of motion which are structurally identical to those satisfied by test bodies moving in an effective ficti-
tious field are used today to organize essentially all known $d=4$ self-force results-whether in electromagnetism, scalar field theory, or general relativity $[11,12,18]$. Such principles have also been employed to understand static scalar and electromagnetic self-interaction for more general values of $d$ [19]. Indeed, we may view the motion of a self-interacting body moving in a certain physical field as "equivalent" to the motion of an "effective test body" in an appropriate effective field.

It is instructive to note that a particularly simple principle of this sort holds even in Newtonian gravity [12, 25], where it provides the foundation for celestial mechanics. Using standard definitions for the linear and angular momenta of a Newtonian extended body with mass density $\rho$ coupled to a gravitational potential $\phi$, the Newtonian generalized force at time $\tau$ may be shown to be

$$
\begin{align*}
\frac{d}{d \tau} P_{\tau}^{\mathrm{N}}\left[\xi_{a}\right] & =\mathcal{F}_{\tau}^{\mathrm{N}}\left[\phi, \rho ; \xi_{a}\right] \\
& =-\int_{\mathfrak{B}_{\tau}} \rho(\boldsymbol{x}, \tau) \mathcal{L}_{\xi} \phi(\boldsymbol{x}, \tau) d^{3} \boldsymbol{x} \tag{14}
\end{align*}
$$

where $\mathfrak{B}_{\tau} \subset \mathbb{R}^{3}$ denotes the body's location at time $\tau$, $\xi^{a}$ is any Euclidean Killing vector field, and $\mathcal{L}_{\xi}$ again denotes the Lie derivative with respect to $\xi^{a}$. As in electromagnetism, this generalized force is a trilinear functional of the potential, its source, and a vector field. Now, it is straightforward to show that if $G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=G\left(\boldsymbol{x}^{\prime}, \boldsymbol{x}\right)$ and $\mathcal{L}_{\xi} G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=0$ for all Killing vector fields $\xi^{a}$, and if

$$
\begin{equation*}
\hat{\phi}(\boldsymbol{x}, \tau) \equiv \phi(\boldsymbol{x}, \tau)-\int_{\mathfrak{B}_{\tau}} \rho\left(\boldsymbol{x}^{\prime}, \tau\right) G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right) d^{3} \boldsymbol{x}^{\prime} \tag{15}
\end{equation*}
$$

forces and torques computed using $\phi$ must be identical to those computed using $\hat{\phi}$ :

$$
\begin{equation*}
\mathcal{F}_{\tau}^{\mathbb{N}}\left[\phi, \rho ; \xi_{a}\right]=\mathcal{F}_{\tau}^{\mathbb{N}}\left[\hat{\phi}, \rho ; \xi_{a}\right] \tag{16}
\end{equation*}
$$

This result is directly analogous to (11). Although the language used here is unconventional, the conclusion is not; it is standard to apply a result equivalent to (16) specialized so that $G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)=-\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{-1}$. In that context, $G\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ is a Green function for the Laplace equation and $\hat{\phi}$ satisfies the source-free field equation $\nabla^{2} \hat{\phi}=0$. Indeed, the effective field here is just the external potential. Given (15) and the Newtonian field equation $\rho=\nabla^{2} \phi / 4 \pi$, the external potential may be viewed as a nonlocal linear functional of the physical potential $\phi$.

The freedom to compute forces using $\hat{\phi}$ instead of $\phi$ is essential for the development of useful approximations. For example, if $\mathcal{F}_{\tau}^{\mathrm{N}}\left[\hat{\phi}, \rho ; \xi_{a}\right]$ is evaluated for a body in which $\hat{\phi}$ does not vary too much throughout $\mathfrak{B}_{\tau}$, it is straightforward to recover the usual gravitational force $-m \nabla_{a} \hat{\phi}$ known to act on a massive body in Newtonian mechanics. The superficially-similar expression $-m \nabla_{a} \phi$ would arise if $\phi$ varied slowly as well, although this is rarely the case. Indeed, the former approximation for the force is valid much more generally than the latter.

This difference is most striking in a point-particle limit, wherein $-m \nabla_{a} \hat{\phi}$ remains a valid approximation while $-m \nabla_{a} \phi$ is not even computable. This type of improvement persists also at higher multipole orders, and the usual laws of motion in Newtonian celestial mechanics are written as laws of motion associated with (possibly extended) test bodies moving in the external potential, not the physical one; even in Newtonian gravity, the effects of self-fields must be properly understood before obtaining useful laws of motion.

Our goal here is to extend these ideas to fullydynamical electromagnetically-interacting systems in all dimensions $d \geq 3$. Much of the content of the general principle that self-interacting bodies move like effective test bodies is embedded in the precise specifications for the renormalized momenta and the effective fields for which the statement is true, so this perspective suggests that the problem of motion can be solved by finding "appropriate" momenta and effective fields. Doing so turns out to be possible much more generally and simply than the older, more-explicit approach to the self-force problem, where forces were directly computed using some specific definition for the momentum, some specific approximation scheme, specific boundary conditions, and so on.

We now search for a nonlocal transformation $F_{a b} \mapsto$ $\hat{F}_{a b}\left[F_{c d}\right]$ such that i) Eq. (11) holds, ii) all renormalizations implicit in that equation are physically acceptable, and iii) the transformed field has an "external character" similar to that of the Newtonian external field. We do so by first using the Newtonian field transformation (15) as a model and defining the effective electromagnetic field via

$$
\begin{equation*}
\hat{F}_{a b}(x) \equiv F_{a b}(x)-2 \int \nabla_{[a} G_{a] a^{\prime}}\left(x, x^{\prime}\right) J^{a^{\prime}}\left(x^{\prime}\right) d V^{\prime} \tag{17}
\end{equation*}
$$

in terms of some as-yet unspecified two-point "propagator" $G_{a a^{\prime}}\left(x, x^{\prime}\right)$. This ansatz reduces our problem to the search for a propagator whose properties imply our requirements. We find that very different propagators arise depending on the parity of $d$.

For later convenience, it will be convenient to denote the integral portion of (17) as being generated, via $F_{a b}^{\mathrm{S}} \equiv$ $2 \nabla_{[a} A_{b]}^{\mathrm{S}}$, by the vector potential

$$
\begin{equation*}
A_{a}^{\mathrm{S}} \equiv \int G_{a a^{\prime}}\left(x, x^{\prime}\right) J^{a^{\prime}}\left(x^{\prime}\right) d V^{\prime} \tag{18}
\end{equation*}
$$

The " $S$ " here has historically been short for "singular" [18], as $A_{a}^{\mathrm{S}}$ is indeed singular for pointlike sources, at least when using the Detweiler-Whiting propagator described below. Here, we are not considering point particle sources, so $A_{a}^{\mathrm{S}}$ is not typically singular. It is more appropriate to instead interpret this as a (propagatordependent) definition for the "bound portion" of a body's self-field. It generalizes what is sometimes referred to as the "Coulomb portion" of the field.

## D. Choosing a propagator

When $d=4$, well-behaved effective fields are known $[10,12]$ to be generated by a certain propagator $G_{a a^{\prime}}^{\mathrm{DW}}$, referred to as the Detweiler-Whiting Green function [18]. Setting $G_{a a^{\prime}}=G_{a a^{\prime}}^{\mathrm{DW}}$ in (17) fixes a precise, physicallyreasonable definition for the momentum and its corresponding laws of motion-laws which admit a welldefined point particle limit, well-controlled multipole expansions to all orders for the force and torque, and other desirable properties. Although we discuss DetweilerWhiting Green functions more explicitly in Section II D 2 below, it is convenient at this stage to characterize them implicitly, via three of their properties:

1. $G_{a a^{\prime}}^{\mathrm{DW}}\left(x, x^{\prime}\right)=0$ for all timelike-separated $x, x^{\prime}$,
2. $G_{a a^{\prime}}^{\mathrm{DW}}\left(x, x^{\prime}\right)=G_{a^{\prime} a}^{\mathrm{DW}}\left(x^{\prime}, x\right)$,
3. $G_{a a^{\prime}}^{\mathrm{DW}}\left(x, x^{\prime}\right)$ is a Green function for the Lorenz-gauge vector potential $A_{a}(x)$.

Although these are sometimes referred to as the Detweiler-Whiting axioms, they were originally found by Poisson [11]. Any propagator which satisfies them induces a field transformation $F_{a b} \mapsto \hat{F}_{a b}$ that can be shown [10] to imply the identity (11). There is a precise sense in which they imply laws of motion derivable from (13), implying that self-interacting charges act like effective test charges in the field $\hat{F}_{a b}$. Moreover, since $G_{a b}^{\mathrm{DW}}$ is a Green function, the associated effective field is source-free in a neighborhood of $\mathfrak{W}$, just like the external Newtonian potential $\hat{\phi}$.

It was noted in [19] that the arguments used to establish these results in four dimensions trivially generalize to any number of dimensions, at least if a propagator satisfying the above axioms does indeed exist. Such a propagator does exist, at least in finite regions, for all even $d \geq 4$. However, existence appears to fail when $d$ is odd.

We resolve this by finding an appropriate generalization of the above axioms-valid for all $d \geq 3$, both even and odd-and then constructing explicit propagators which satisfy those axioms. Note that throughout, although we refer to certain statements as axioms, these are to be understood merely as vehicles with which to organize and interpret our results. They are not axioms in the sense of being unproven assumptions. All of our results are derived from first principles.

## 1. Generalizing the axioms

Of the three axioms stated above, it is the third which is most easily modified. To be more precise, that axiom requires that $G_{a a^{\prime}}^{\mathrm{DW}}$ satisfy

$$
\begin{equation*}
\nabla^{b} \nabla_{b} G_{a a^{\prime}}^{\mathrm{DW}}-R_{a}^{b} G_{b a^{\prime}}^{\mathrm{DW}}=-\omega_{d-1} g_{a a^{\prime}} \delta\left(x, x^{\prime}\right) \tag{19}
\end{equation*}
$$

where $R_{a b}(x)$ denotes the Ricci tensor and $g_{a a^{\prime}}\left(x, x^{\prime}\right)$ the parallel propagator. The differential operator on the lefthand of this equation is motivated by the Maxwell equation

$$
\begin{equation*}
\nabla^{b} \nabla_{b} A_{a}-R_{a}^{b} A_{b}=-\omega_{d-1} J_{a} \tag{20}
\end{equation*}
$$

for a Lorenz-gauge vector potential. Demanding that $G_{a a^{\prime}}^{\mathrm{DW}}$ be a Green function in this sense is useful because it may be shown to guarantee that under very general conditions, $\hat{F}_{a b}$ varies slowly inside each cross-section $\mathfrak{B}_{\tau}$ of a body's worldtube. It therefore ensures that the effective field generated by $G_{a a^{\prime}}^{\mathrm{DW}}$ is not only associated with the law of motion (13), but also that generalized forces in that equation admit the well-controlled multipole expansions which are so essential to practical computations.

Multipole expansions such as these can be maintained by supposing that $G_{a a^{\prime}}$ is not necessarily a Green function, but rather a more general type of parametrix [19]. The right-hand side of (19) would then be replaced by

$$
\begin{equation*}
-\omega_{d-1}\left[g_{a a^{\prime}} \delta\left(x, x^{\prime}\right)+\mathcal{S}_{a a^{\prime}}\left(x, x^{\prime}\right)\right] \tag{21}
\end{equation*}
$$

where $\mathcal{S}_{a a^{\prime}}\left(x, x^{\prime}\right)$ is sufficiently smooth and satisfies certain other constraints required to maintain the validity of (11). Such generalizations can be useful because i) parametrices are more easily computed than Green functions, and ii) there may be topological obstructions to constructing Green functions, even when $d=4$. Nevertheless, allowing for a nonzero $\mathcal{S}_{a a^{\prime}}$ is still not sufficient to solve the odd-dimensional self-force problem; a further generalization is needed.

The generalization we choose is motivated by a desire to demand only what is directly needed, namely that $\hat{F}_{a b}$ "vary slowly" throughout each $\mathfrak{B}_{\tau}$. Although this statement is imprecise as it stands, we note that in the limit that a body's size becomes arbitrarily small, a continuous field cannot vary significantly in any single cross-section. Smoothness in a point-particle limit may thus be used as a proxy for slow variation in more general contexts.

We now replace the three axioms described above by demanding the existence of a propagator $G_{a a^{\prime}}\left(x, x^{\prime}\right)$ with the four properties:

1. $G_{a a^{\prime}}\left(x, x^{\prime}\right)=0$ for all timelike-separated $x, x^{\prime}$.
2. $G_{a a^{\prime}}\left(x, x^{\prime}\right)=G_{a^{\prime} a}\left(x^{\prime}, x\right)$.
3. $G_{a a^{\prime}}\left(x, x^{\prime}\right)$ is constructed only from the geometry and depends only quasilocally on the metric, in a sense defined below.
4. For any point charge moving on a smooth timelike worldline, the source $\omega_{d-1}^{-1} \nabla^{b} \hat{F}_{a b}$ for the effective field defined by (17) is itself smooth, at least in a neighborhood of that worldline.

The first two of these axioms are unchanged from those given by Poisson [11]. Axiom 3 is similar to one employed in [19], while Axiom 4 is new. Axiom 3 demands more precisely that for any vector field $\psi^{a}$, the Lie derivative
$\mathcal{L}_{\psi} G_{a a^{\prime}}\left(x, x^{\prime}\right)$ can be written as a functional which depends only on the Lie derivative of the metric, and only in a compact region determined by $x$ and $x^{\prime}$. If considerations are restricted to a single flat spacetime, Axiom 3 may be simplified by demanding simply that $G_{a a^{\prime}}$ be Poincaré-invariant.

Physically, Axiom 2 describes a type of reciprocity in the self-field definition associated with $G_{a a^{\prime}}$ [12]. It is essential to the establishment of (11), and thus to the renormalized laws of motion encoded in (13). Axioms 1 and 3 guarantee that the renormalizations inherent in those laws of motion involve only physically-acceptable degrees of nonlocality.

As suggested above, our fourth axiom provides a sense in which the renormalized laws of motion can admit well-behaved multipole expansions. It suggests that the $\mathcal{F}_{\tau}^{\mathrm{EM}}\left[\hat{F}_{a b}, J_{c} ; \xi_{d}\right]$ appearing in (13) is generally simpler to evaluate than its bare counterpart $\mathcal{F}_{\tau}^{\mathrm{EM}}\left[F_{a b}, J_{c} ; \xi_{d}\right]$. Although Axiom 4 refers only to point particles, these should be interpreted as "elementary currents" whose effects can be summed over-as is common in kinetic theory - to yield an overall field for a nonsingular extended charge distribution $J_{a}$. If the effective field associated with each elementary current is sufficiently smooth, the short-distance behavior associated with any given $J_{a}$ is considerably suppressed by the appropriate convolution integral. Indeed, there is no obstruction to replacing Axiom 4 by a statement which demands somewhat less regularity. We note as well that there is a sense in which Axiom 4 is "gauge-agnostic," unlike the statement that the Detweiler-Whiting Green function must satisfy the gauge-fixed equation (19).

Now, any $G_{a a^{\prime}}$ which satisfies our four axioms provides a useful definition for the generalized momentum $\hat{P}_{\tau}$ associated with an extended body. Moreover, the laws of motion associated with this momentum admit well-behaved multipole expansions. Our next task is to show that such propagators actually exist. It is easily established that any Detweiler-Whiting Green function $G_{a a^{\prime}}^{\mathrm{DW}}$ satisfies our axioms, so that choice can be made whenever such a Green function exists-i.e., when $d$ is even. The freedom to choose other propagators can nevertheless be useful even in those cases. This freedom is however essential when $d$ is odd.

## 2. Even-dimensional propagators

If $d \geq 4$ is even, the four axioms given in Section IID1 are satisfied by a Green function $G_{a a^{\prime}}=$ $G_{a a^{\prime}}^{\mathrm{DW}}$ which directly generalizes the four-dimensional Detweiler-Whiting Green function known from [11, 18]. These generalizations have the more-explicit form

$$
\begin{equation*}
G_{a a^{\prime}}^{\mathrm{DW}}=\frac{1}{2}\left[U_{a a^{\prime}} \delta^{(d / 2-2)}(\sigma)+V_{a a^{\prime}} \Theta(\sigma)\right], \tag{22}
\end{equation*}
$$

where $U_{a a^{\prime}}$ and $V_{a a^{\prime}}$ are smooth symmetric bitensors which depend only quasilocally on the metric. Essen-
tially the same bitensors also appear in the retarded and advanced Green functions, although there they are to be evaluated only when their arguments are timelike or nullseparated. A more direct specification for the bitensors appearing in the Detweiler-Whiting Green function may be found by substituting (22) into (19), which results in the equations collected in Appendix A 1.

It is easily shown that if the spacetime is Minkowski, $\nabla^{a} \nabla_{a} \sigma=d$. Substituting this into (A1), one finds that the van Vleck determinant is everywhere constant: $\Delta=$ 1. Moreover, $\nabla^{b} \nabla_{b}\left(\Delta^{1 / 2} g_{a a^{\prime}}\right)=0$, implying that the unique nonsingular solutions to the Hadamard transport equations (A9) are $\mathrm{U}_{a a^{\prime}}^{\{n\}}=0$ for all $n \geq 1$. Moreover, (A10) implies that $V_{a a^{\prime}}=0$ when its arguments are nullseparated. Combining this with (A4), (A6), and (A8), it follows that

$$
\begin{equation*}
U_{a a^{\prime}}=\alpha_{d} g_{a a^{\prime}}, \quad V_{a a^{\prime}}=0 \tag{23}
\end{equation*}
$$

everywhere in even-dimensional Minkowski spacetimes, where the dimension-dependent constant $\alpha_{d}$ is explicitly

$$
\begin{equation*}
\alpha_{d} \equiv \frac{(-1)^{d / 2} 2^{\lambda_{d}} \sqrt{\pi}}{\Gamma\left(1 / 2-\lambda_{d}\right)} \tag{24}
\end{equation*}
$$

in terms of

$$
\begin{equation*}
\lambda_{d} \equiv 1-d / 2 \tag{25}
\end{equation*}
$$

Substitution of these results into (22) fully specifies the flat-spacetime, even-dimensional Detweiler-Whiting Green functions. They can also be characterized somewhat differently in this special case, in terms of the advanced and retarded solutions to (19): $G_{a a^{\prime}}^{\mathrm{DW}}=\frac{1}{2}\left(G_{a a^{\prime}}^{\mathrm{ret}}+\right.$ $\left.G_{a a^{\prime}}^{\text {ady }}\right)$. If $F_{a b}$ is taken to equal the body's retarded field $F_{a b}^{\text {ret }}$, it follows from (17) that the effective field $\hat{F}_{a b}$ which determines how bodies move coincides with the so-called radiative field $\frac{1}{2}\left(F_{a b}^{\mathrm{ret}}-F_{a b}^{\mathrm{adv}}\right)$.

Similar relations between Detweiler-Whiting and advanced and retarded Green functions do not generalize to curved spacetimes, essentially because Huygens' principle is violated; the "tail" $V_{a a^{\prime}}$ is typically nonzero. Although few closed-form results for $U_{a a^{\prime}}$ and $V_{a a^{\prime}}$ are known in curved spacetimes, $U_{a a^{\prime}}=\Delta^{1 / 2} g_{a a^{\prime}}$ whenever $d=4$. The bitensor $V_{a a^{\prime}}$ is also known for $d=4$ plane wave spacetimes [35], although it is "pure gauge" in the sense that $\nabla_{[a} V_{b] b^{\prime}}=0$. Expressions in maximally-symmetric spacetimes with arbitrary $d$ may also be extracted from the results of [36]. More generally, numerical or perturbative methods can be used to solve the equations in Appendix A 1.

We have already alluded to our four axioms being more general than the original Detweiler-Whiting axioms. This generality is associated with a lack of uniqueness, meaning that other propagators besides (22) are possible when $d$ is even. For example, it is acceptable to choose any propagator with the form

$$
\begin{equation*}
G_{a a^{\prime}}=G_{a a^{\prime}}^{\mathrm{DW}}+U_{a a^{\prime}} K\left(2 \sigma / \ell^{2}\right) \Theta(\sigma) \tag{26}
\end{equation*}
$$

where $K$ is some smooth function which vanishes in a neighborhood of zero and $\ell>0$ is a constant lengthscale. If $K$ is fixed, each choice for $\ell$ defines a different propagator, a different $\hat{P}_{\tau}$, a different effective field $\hat{F}_{a b}$, and a different generalized force $\mathcal{F}_{\tau}$. These differences do not, however, signal any kind of contradiction. Physical consistency is maintained by the fact that all of these quantities vary simultaneously, and in very particular ways. Differing forces arise, for example, because they describe rates of change associated with slightly different aspects of the same physical system. One might experimentally associate a particular value of a coupling parametersuch as a mass-with measurements which assume one value of $\ell$, although the same experiments performed on the same system would generically yield a different value when inferred using a different choice of $\ell$; a particular propagator must be fixed before even attempting to interpret experimental data. Nevertheless, there is a sense in which "true" observables do not depend on these choices. Further discussion may be found in [19].

## 3. Odd-dimensional propagators

If $d \geq 3$ is odd, no Detweiler-Whiting Green function appears to exist. It is thus essential to exploit the freedom afforded by the four axioms listed above. Before constructing an odd-dimensional propagator which satisfies those axioms, note that the retarded Lorenz-gauge Green function in this context has the form

$$
\begin{equation*}
G_{a a^{\prime}}^{\mathrm{ret}}=\left[(-2 \sigma)^{\lambda_{d}} U_{a a^{\prime}} \Theta(-\sigma)\right]_{\mathrm{ret}}, \tag{27}
\end{equation*}
$$

where $\lambda_{d}$ is again given by (25). The retarded Green function here involves a bitensor $U_{a a^{\prime}}$ which may be shown to be symmetric and to depend only quasilocally on the metric. Also note that the "ret" on the whole expression denotes that it has support only for $x^{\prime}$ in the past of $x$. As in the even-dimensional context, $U_{a a^{\prime}}=\alpha_{d} g_{a a^{\prime}}$ in Minkowski spacetime, although the odd-dimensional constants here are given by

$$
\begin{equation*}
\alpha_{d} \equiv \frac{(-1)^{1 / 2+\lambda_{d}} \Gamma\left(-\lambda_{d}\right)}{\sqrt{\pi} \Gamma\left(1 / 2-\lambda_{d}\right)} \tag{28}
\end{equation*}
$$

instead of (24). In more general spacetimes, a prescription to compute $U_{a a^{\prime}}$ is described in Appendix A 2.

Whether in Minkowski spacetime or not, it is evident from (27) that Huygens' principle is violated when $d$ is odd. Signals travel not only on null cones, but also inside of them. Although Huygens' principle is similarly violated for Maxwell fields in curved evendimensional spacetimes, the odd-dimensional case is different in that $G_{a a^{\prime}}^{\mathrm{ret}}$ is unbounded even when its arguments are timelike-separated. Indeed, the tail here is not even locally integrable in general. Eq. (27) is thus closer to a schematic than a precise description for the retarded Green function. The correct distributional solution can more precisely be constructed by considering
$\left[(-2 \sigma)^{\lambda} U_{a a^{\prime}} \Theta(-\sigma)\right]_{\text {ret }}$ for values of $\lambda$ in which the singularity is integrable and then analytically continuing the result to $\lambda \rightarrow \lambda_{d}$. Another mathematical detail is that $\left[(-2 \sigma)^{\lambda} \Theta(-\sigma)\right]_{\text {ret }}$ should be regarded as a single symbol, not a product of singular distributions. These and other details associated with the odd-dimensional retarded Green functions are made precise in, e.g., [37, 38].

The propagators which allow us to solve the self-force problem in odd numbers of dimensions can also defined using analytic continuation. They are

$$
\begin{equation*}
G_{a a^{\prime}}^{\mathrm{odd}} \equiv \frac{(-1)^{\frac{1}{2}-\lambda_{d}}}{2 \pi} U_{a a^{\prime}} \lim _{\lambda \rightarrow \lambda_{d}} \ell^{2 \lambda} \frac{\partial}{\partial \lambda}\left[\left(2 \sigma / \ell^{2}\right)^{\lambda} \Theta(\sigma)\right] \tag{29}
\end{equation*}
$$

where the overall prefactor has been chosen in order to enforce Axiom 4. The $U_{a a^{\prime}}$ appearing here is constructed in the same way as for the retarded and advanced Green functions. Performing the differentiation in (29) while leaving the limit $\lambda \rightarrow \lambda_{d}$ implicit, our propagator can alternatively be written as

$$
\begin{equation*}
G_{a a^{\prime}}^{\mathrm{odd}}=\frac{(-1)^{\frac{1}{2}(d-1)}}{2 \pi}(2 \sigma)^{\lambda_{d}} U_{a a^{\prime}} \ln \left(2 \sigma / \ell^{2}\right) \Theta(\sigma) \tag{30}
\end{equation*}
$$

In either form, these expressions fix a 1-parameter family of propagators which depend on an arbitrary lengthscale $\ell>0$. This lengthscale is introduced in order to ensure that the quantity differentiated with respect to $\lambda$ is dimensionless in (29). Choosing different values for $\ell$ would result in propagators which differ by multiples of $U_{a a^{\prime}}(2 \sigma)^{\lambda_{d}} \Theta(\sigma)$, a propagator which generates source-free solution to Maxwell's equations. Although variations in $\ell$ generically change effective fields and thus forces, such shifts have no observable consequences. They merely parametrize different ways to describe the same physical system. The situation here is fully analogous to that associated with the $\ell$-dependence of (26) and also with the non-uniqueness of the static propagators discussed in [19].

We now verify that the propagator $G_{a a^{\prime}}^{\text {odd }}$ satisfies the four axioms described in Section II D 1. That the first of these holds is immediately clear from the presence of the $\Theta$-function in (30). The second and third axioms are verified by noting that $\sigma$ and $U_{a a^{\prime}}$ are symmetric in their arguments and depend quasilocally on the metric, as elaborated in Appendix A.

Considerably more effort is required to show that our propagator also satisfies Axiom 4. We do so using the direct calculations summarized in Appendix D: Consider a point particle with timelike worldline $\Gamma$ and let $F_{a b}$ be identified with that particle's retarded field. Then the $\hat{F}_{a b}$ generated by $G_{a a^{\prime}}^{\text {odd }}$ is given by combining (D18) and (D19). In those equations, the only position dependence is via smooth functions, at least if the metric and the worldline are themselves smooth. We thus conclude that $\hat{F}_{a b}$, and hence its source $\omega_{d-1}^{-1} \nabla^{b} \hat{F}_{a b}$, must be smooth in the presence of retarded boundary conditions. Repeating the problem with more general boundary or initial conditions would merely change $\hat{F}_{a b}$ by a homogeneous solution to Maxwell's equations. The source is thus smooth in general, verifying Axiom 4. As claimed, all axioms given in Section II D 1 are satisfied by the propagator (29).

Although $G_{a a^{\prime}}^{\mathrm{odd}}$ is not a Green function or more general parametrix for Lorenz-gauge vector potentials, some intuition for it may nevertheless be gained by noting that the derivative with respect to $\lambda$ which appears in its definition (30) evinces a procedure which "infinitesimally varies $d . "$ This suggests that our map $F_{a b} \mapsto \hat{F}_{a b}$ may reduce to dimensional regularization in a point particle limit, and may provide an underlying physical and mathematical origin for that procedure at least in the present context. We are not aware of any other examples in which dimensional regularization arises as the natural limit of a more-general nonsingular operation which follows from first principles.

## E. Laws of motion

To summarize our development at this point, we have shown that for all $d \geq 3$, two-point propagators $G_{a a^{\prime}}$ may be found which satisfy the four axioms given in Section IID 1. If $d$ is even, one possibility is to set $G_{a a^{\prime}}=G_{a a^{\prime}}^{\mathrm{DW}}$, where $G_{a a^{\prime}}^{\mathrm{DW}}$ is given by (22). If $d$ is odd, one may instead use $G_{a a^{\prime}}=G_{a a^{\prime}}^{\text {odd }}$, where $G_{a a^{\prime}}^{\text {odd }}$ satisfies (29). Regardless, any specific choice for $G_{a a^{\prime}}$ which satisfies the given axioms may be associated with a particular renormalization $\hat{P}_{\tau}$ of the bare generalized momentum defined by (6). More specifically, the methods reviewed in [12] may be used to show that the appropriate relation between these momenta is

$$
\begin{align*}
\hat{P}_{\tau}=P_{\tau}+\frac{1}{2}\left(\int_{\mathfrak{B}_{\tau}^{+}} d V J^{a} \mathcal{L}_{\xi} \int_{\mathfrak{B}_{\tau}^{\bar{\tau}}} d V^{\prime} G_{a a^{\prime}} J^{a^{\prime}}\right. & \left.-\int_{\mathfrak{B}_{\tau}^{\bar{c}}} d V J^{a} \mathcal{L}_{\xi} \int_{\mathfrak{B}_{\tau}^{+}} d V^{\prime} G_{a a^{\prime}} J^{a^{\prime}}\right)+\int_{\mathfrak{B}_{\tau}} d S_{a} J^{a} \\
& \times\left(\int_{\mathfrak{B}_{\tau}} d V^{\prime} \xi^{b} G_{b b^{\prime}} J^{a^{\prime}}-\int_{0}^{1} d u u^{-1} \nabla_{b^{\prime}} \sigma F_{\mathrm{S}}^{b^{\prime} c^{\prime}} \xi_{c^{\prime}}\right) \tag{31}
\end{align*}
$$

where $\mathfrak{B}_{\tau}^{ \pm}$denotes the portion of the body's worldtube which lies to the future $(+)$ or past $(-)$ of $\mathfrak{B}_{\tau}$, and the
primes in the $u$-integral are associated with points on the same geodesic $y^{\prime}(u)$ which appeared in (6). The important point here is that the renormalizing terms are appropriately-local: The first of our axioms for $G_{a a^{\prime}}$ implies that the momentum at time $\tau$ can depend on $T_{\mathrm{B}}^{a b}$, $J_{a}$, and $F_{a b}$ only in the body's worldtube, and only on those portions of the worldtube which are spacelike or null-separated from $\mathfrak{B}_{\tau}$. This is in strong contrast to any attempt which might be made to directly compute a "self-momentum" associated with $T_{\mathrm{EM}}^{a b}$. Nevertheless, the two procedures do coincide in simple cases where nonlocality is not an issue; see [10] for the $d=4$ discussion.

Continuing our summary, fixing an appropriate $G_{a a^{\prime}}$ fixes a particular definition for $\hat{P}_{\tau}$, and we have shown that this momentum must satisfy the laws of motion (13). These laws are instantaneously identical to those which hold for an extended test body with stress-energy tensor $\hat{T}_{\mathrm{B}}^{a b}$ and current density $J_{a}$, coupled to a spacetime metric $g_{a b}$ and an electromagnetic field $\hat{F}_{a b}$. The effective electromagnetic field here depends on $G_{a a^{\prime}}$ and is given more precisely by (17). The renormalized stress-energy $\hat{T}_{\mathrm{B}}^{a b}$ also depends on $G_{a a^{\prime}}$, and at least in static contexts, it can be written in terms of functional derivatives of the appropriate propagator [19].

Regardless, once a propagator has been fixed, the laws of motion are fixed as well. The force on a body may be found by computing $\hat{F}_{a b}$ from $F_{a b}$ and substituting the result into an appropriate test body equation. For example, the lowest-order electromagnetic force acting on a body with charge $q$ is given by the usual Lorentz expression

$$
\begin{equation*}
\hat{f}_{a}=q \hat{F}_{a b} \dot{\gamma}^{b} \tag{32}
\end{equation*}
$$

Similarly, the lowest-order electromagnetic torque on a body with electromagnetic dipole moment $q^{a b}=q^{[a b]}$ is

$$
\begin{equation*}
\hat{n}^{a b}=2 q^{c[a} \hat{F}^{b]}{ }_{c} . \tag{33}
\end{equation*}
$$

Although these expressions might appear superficially similar to test-body expressions, they encode all leadingorder self-force and self-torque effects in general spacetimes.

More generally, the full multipole expansion for the electromagnetic generalized force can be shown to be

$$
\begin{align*}
& \mathcal{F}_{\tau}^{\mathrm{EM}}\left[\hat{F}_{a b}, J_{c} ; \xi_{d}\right]=q \hat{F}_{a b} \xi^{a} \dot{\gamma}^{b} \\
& \quad+\sum_{n=1}^{\infty} \frac{n}{(n+1)!} q^{b_{1} \cdots b_{n} a} \mathcal{L}_{\xi} \hat{F}_{a b_{1}, b_{2} \cdots b_{n}} \tag{34}
\end{align*}
$$

where $q^{b_{1} \cdots b_{n} a}$ denotes the $2^{n}$-pole moment of $J^{a}$ and $\hat{F}_{a b, c_{1} \cdots c_{n}}$ the $n$th tensor extension of $F_{a b}$. Letting $\hat{I}^{c_{1} \cdots c_{n} a b}$ denote the $2^{n}$-pole moment of $\hat{T}_{\mathrm{B}}^{a b}$ and $g_{a b, c_{1} \cdots c_{n}}$ the $n$th tensor extension of $g_{a b}$, the gravitational generalized force may be similarly expanded as

$$
\begin{equation*}
\mathcal{F}_{\tau}^{\mathrm{G}}\left[\hat{T}_{\mathrm{B}}^{a b} ; \xi_{c}\right]=\frac{1}{2} \sum_{n=2}^{\infty} \frac{1}{n!} \hat{I}^{c_{1} \cdots c_{n} a b} \mathcal{L}_{\xi} g_{a b, c_{1} \cdots c_{n}} \tag{35}
\end{equation*}
$$

Tensor extensions are discussed in more detail in [12, 33]; the first nontrivial ones are

$$
\begin{equation*}
g_{a b, c d}=\frac{2}{3} R_{a(c d) b}, \quad F_{a b, c}=\nabla_{c} F_{a b} \tag{36}
\end{equation*}
$$

Regardless, the gravitational expression here involves only quadrupole and higher moments, and the the tangent $\dot{\gamma}^{a}$ to the reference worldline appears explicitly only in the Lorentz force (and not in the higher-order electromagnetic terms or in any gravitational terms).

Eqs. (34) and (35) may now be combined with (13) to yield the full laws of motion. It is however more conventional to split $\hat{P}_{\tau}$ into its linear and angular components via a "hatted" analog of (7). Doing so, it is convenient to define a renormalized force $\hat{f}_{a}$ and a renormalized torque $\hat{n}_{a b}=\hat{n}_{[a b]}$ using the similar implicit equation

$$
\begin{equation*}
\frac{d}{d \tau} \hat{P}_{\tau}\left[\xi_{a}\right]=\hat{f}_{a} \xi^{a}+\frac{1}{2} \hat{n}^{a b} \nabla_{a} \xi_{b} \tag{37}
\end{equation*}
$$

This definition provides forces and torques which measure the degree by which the Mathisson-Papapetrou equations are violated:

$$
\begin{gather*}
\frac{D}{d \tau} \hat{p}^{a}=\frac{1}{2} R_{b c d}{ }^{a} \hat{S}^{b c} \dot{\gamma}^{d}+\hat{f}^{a}  \tag{38}\\
\frac{D}{d \tau} \hat{S}^{a b}=2 \hat{p}^{[a} \dot{\gamma}^{b]}+\hat{n}^{a b} \tag{39}
\end{gather*}
$$

That the first term on the right-hand side of the second equation is not considered a torque is natural in the sense that an analogous term exists even for the angular momentum of an isolated system in Newtonian physics. This is so essentially because a Euclidean rotation about one origin can be decomposed into a rotation about another origin plus a translation. If the origin about which the angular momentum is defined is moving, it must "mix" over time with the linear momentum conjugate to the translations generated by that motion. The $\frac{1}{2} R_{b c d}{ }^{a} \hat{S}^{b c} \dot{\gamma}^{d}$ term on the right-hand side of (38) is similarly interpreted as arising from the fact that in a curved spacetime, pure translations at one point are not necessarily pure translations at another point. Both this term and the $2 \hat{p}^{[a} \dot{\gamma}^{b]}$ in (39) are thus kinematic in origin, an interpretation which persists even in the absence of any true symmetries.

Now, explicit multipole expansions for our force and torque may be derived by combining (13), (34), (35), (38), and (39) while varying over all GKFs $\xi_{a}$. The result is no different than it is when $d=4$, and is given by Eqs. (193) and (194) of [12]. The monopole truncation for the resulting force is simply (32), while the dipole truncation for the torque is (33). Gravitational effects do not enter until quadrupole order. To all multipole orders, our expansions for $\hat{f}_{a}$ and $\hat{n}_{a b}$ are structurally identical to the multipole expansions derived by Dixon for an extended test body [33]. All differences are implicit in our hat notation, which alters the definitions for the momenta, the stress-energy moments, and the electromagnetic field in
such a way that multipole expansions remain useful even in the presence of strong self-interaction.

Thus far, all of our discussion has allowed for essentially-arbitrary reference worldlines $\gamma(\tau)$ and foliating hypersurfaces $\mathfrak{B}_{\tau}$. It is however conventional to identify the worldline with some kind of mass center and the foliation with the instantaneous rest frames associated with that center. The first of these demands is typically accomplished by imposing a "spin supplementary condition" which asks that the mass dipole moment associated with the body vanish in an appropriate reference frame. There are different ways to make this precise. Although it is not essential, here we do so by choosing $\gamma(\tau)$ such that

$$
\begin{equation*}
\hat{S}^{a b} \hat{p}_{b}=0 \tag{40}
\end{equation*}
$$

We can also fix the foliation by demanding that each $\mathfrak{B}_{\tau}$ is constructed from the hyperplane formed by all geodesics which pass through $\gamma(\tau)$ and are orthogonal to $\hat{p}^{a}(\tau)$ at that point. These conditions may now be used to relate $\hat{p}^{a}$ to $\dot{\gamma}^{a}$; they are not necessarily parallel. Differentiating (40) while using (38) and (39), the momentum-velocity relation is found to be

$$
\begin{equation*}
\hat{m} \dot{\gamma}^{a}=\frac{1}{\hat{m}}\left(\mathcal{I}^{-1}\right)^{a}{ }_{b}\left[(-\hat{p} \cdot \dot{\gamma}) \hat{p}^{b}-\hat{S}^{b c} \hat{f}_{c}^{\circ}-\hat{n}^{b c} \hat{p}_{c}\right] \tag{41}
\end{equation*}
$$

where we have defined the renormalized mass by

$$
\begin{equation*}
\hat{m}^{2} \equiv-\hat{p}^{a} \hat{p}_{a} \tag{42}
\end{equation*}
$$

used the inverse of

$$
\begin{equation*}
\mathcal{I}^{a}{ }_{b} \equiv \delta_{b}^{a}+\frac{1}{\hat{m}^{2}} \hat{S}^{a c}\left(\frac{1}{2} R_{b c d f} \hat{S}^{d f}-q \hat{F}_{b c}\right) \tag{43}
\end{equation*}
$$

and let $\hat{f}_{a}^{\circ} \equiv \hat{f}_{a}-q \hat{F}_{a b} \dot{\gamma}^{b}$ be the non-Lorentz portion of the force (which is relevant because the Lorentz force is the only component which depends explicitly on $\dot{\gamma}^{a}$ ). A more explicit momentum-velocity relation can be obtained if the matrix rank of $\hat{S}_{a b}$ is no greater than two [12, 39], although such a condition can be guaranteed only when $d<5$. Eq. (41) may instead be applied whenever $\mathcal{I}^{a}{ }_{b}$ is invertible. Components of $\hat{p}^{a}$ which fail to be parallel to $\dot{\gamma}^{a}$ are referred to as hidden momentum [40, 41]. Although the equations presented here are complicated, they differ from their test-body counterparts only via physically-ignorable renormalizations and the nonlocal map $F_{a b} \mapsto \hat{F}_{a b}$. No simpler result could reasonably be expected, at least in the absence of a particular approximation scheme.

## III. POINT PARTICLES IN FLAT SPACETIMES

One useful class of approximations may be interpreted as point particle limits. Certain limits of this type have been discussed in detail in [9] when $d=4$, while others, valid for all $d$, were considered in [19]. Regardless of
details, one considers a 1-parameter family of extended bodies whose sizes scale linearly with a control parameter $\delta>0$ which is eventually taken to zero. Various physical constraints require that other properties of the bodiessuch as their net charges-scale at rates which depend on particular powers of $\delta$, powers which depend both on $d$ and on the specific property being considered. Reasonable motivations can be found for different approximations, although a general feature is that self-force effects can be "more important" in lower numbers of dimensions; they generically compete in magnitude with testbody effects associated with lower multipole orders. Conversely, leading-order self-force effects are strongly suppressed relative to leading-order test-body effects when $d$ is large. Self-interaction should thus be understood not in isolation, but in combination with test-body effects up to an appropriate multipole order. Nevertheless, our discussion below focuses for simplicity mainly on the computation of leading-order self-forces and self-torques.

We now apply the results derived in Section II to perform these computations for "point particles" in Minkowski spacetimes of various dimensions. Although we have in mind a point particle limit, we do not discuss details of the associated family of extended charges. Instead, we suppose that in this limit, the family of worldtubes associated with the extended bodies used to construct the point particle limit shrink to a timelike worldline $\Gamma=\{\gamma(\tau): \tau \in \mathbb{R}\}$, where the parametrization has been chosen such that $\dot{\gamma}^{a} \dot{\gamma}_{a}=-1$. We take $\Gamma$ to be the reference worldline for the constructions of the previous section, and assume that it satisfies the spin supplementary condition (40). In the limit, the bodies' net charges typically tend to zero along with their diameters; a body with too much charge for its size and mass cannot hold itself together without exerting stresses which violate energy conditions. Regardless, it is convenient to consider a point particle limit in which the current densities associated with members of the given family of extended charge distributions approach an appropriate function of $\delta$ multiplied by the point-particle current density

$$
\begin{equation*}
J_{\mathrm{pp}}^{a}(x)=q \int \dot{\gamma}^{a}(\tau) \delta(x, \gamma(\tau)) d \tau \tag{44}
\end{equation*}
$$

The $q$ appearing here is a fixed parameter which represents a $\delta$-dependent rescaling of the charges associated with different members of the family in the limit $\delta \rightarrow 0^{+}$. Despite this, we refer to it as "the" charge for simplicity. Leading-order self-forces and self-torques may now be computed by evaluating the effective field $\hat{F}_{a b}$ associated with $J_{\mathrm{pp}}^{a}$ and then inserting the result into (32) and (33). No regularization is required.

## A. Even dimensions

In even-dimensional Minkowski spacetimes, the prescription described in Section II implies that it is useful to define a body's renormalized momentum using the
propagator $G_{a a^{\prime}}=G_{a a^{\prime}}^{\mathrm{DW}}$, where $G_{a a^{\prime}}^{\mathrm{DW}}$ is given by (22). The $S$-field generated by this propagator and associated with a current of the form (44) is found by substituting (23) into (C2), which yields

$$
\begin{equation*}
A_{a}^{\mathrm{S}}=\frac{q \alpha_{d}}{2} \sum_{\tau \in\left\{\tau_{ \pm}\right\}} \frac{1}{|\dot{\sigma}|}\left(-\frac{\partial}{\partial \tau} \frac{1}{\dot{\sigma}}\right)^{d / 2-2} g_{a a^{\prime}} \dot{\gamma}^{a^{\prime}} \tag{45}
\end{equation*}
$$

where the advanced and retarded times $\tau_{ \pm}(x)$ are defined in Appendix B and $\alpha_{d}$ depends on the dimension via (24). In the special case where the physical field $F_{a b}$ coincides with the particle's retarded field, a vector potential for the effective field $\hat{F}_{a b}$ can be written as in (C4). Specializing that equation to flat spacetime,

$$
\begin{equation*}
\hat{A}_{a}=\left.\frac{q \alpha_{d}}{2|\dot{\sigma}|}\left(-\frac{\partial}{\partial \tau} \frac{1}{\dot{\sigma}}\right)^{d / 2-2} g_{a a^{\prime}} \dot{\gamma}^{a^{\prime}}\right|_{\tau=\tau_{+}} ^{\tau=\tau_{-}} \tag{46}
\end{equation*}
$$

Leading-order self-forces and self-torques may now be computed by evaluating $\hat{F}_{a b}=2 \nabla_{[a} \hat{A}_{b]}$ on the particle's worldline and substituting the result into (32) and (33).

If $d=4$, this procedure is reasonably straightforward using the expansion techniques and limits collected in Appendix B; carrying out the relevant calculations results in

$$
\begin{equation*}
\hat{F}_{a b}=\frac{4}{3} q \dot{\gamma}_{[a} \dddot{\gamma}_{b]} \tag{47}
\end{equation*}
$$

on the particle's worldline. It follows that the leadingorder self-force with retarded boundary conditions in four-dimensional Minkowski spacetime is

$$
\begin{equation*}
\hat{f}_{a}=\frac{2}{3} q^{2} h_{a b} \dddot{\gamma}^{b} \tag{48}
\end{equation*}
$$

where $h_{a b} \equiv g_{a b}+\dot{\gamma}_{a} \dot{\gamma}_{b}$ denotes a projection operator associated with the particle's rest frame. This may be recognized as the standard Abraham-Lorentz-Dirac radiation-reaction force; see, e.g., [4, 11]. The leadingorder four-dimensional self-torque follows immediately as well:

$$
\begin{equation*}
\hat{n}^{a b}=\frac{4}{3} q q^{c[a}\left(\dot{\gamma}^{b]} \dddot{\gamma}_{c}-\dddot{\gamma}^{b]} \dot{\gamma}_{c}\right) \tag{49}
\end{equation*}
$$

Although the fields for our particle have been obtained without a dipole moment $q^{a b}$, including one would still result in this self-torque at leading order. Also note that $\hat{n}^{a b} \dot{\gamma}_{b}$ need not vanish in (49). Such components may be seen from (41) to induce a hidden momentum in which the direction of $\hat{p}_{a}$ differs from that of $\dot{\gamma}_{a}$.

Deriving analogous results in higher numbers of even dimensions is straightforward but tedious. For $d=6$,
we find by expanding (46) that the effective field on a particle's worldline is

$$
\begin{array}{r}
\hat{F}_{a b}=\frac{2}{9} q\left(\frac{4}{5} \gamma_{[a}^{(5)} \dot{\gamma}_{b]}+\gamma_{[a}^{(4)} \ddot{\gamma}_{b]}-2|\ddot{\gamma}|^{2} \dddot{\gamma}_{[a} \dot{\gamma}_{b]}\right. \\
\left.-\frac{3}{2} \frac{d|\ddot{\gamma}|^{2}}{d \tau} \ddot{\gamma}_{[a} \dot{\gamma}_{b]}\right) \tag{50}
\end{array}
$$

implying that the leading-order flat-spacetime self-force with retarded boundary conditions is

$$
\begin{equation*}
\hat{f}^{a}=-\frac{1}{9} q^{2} h^{a b}\left(\frac{4}{5} \gamma_{b}^{(5)}-2|\ddot{\gamma}|^{2} \dddot{\gamma}_{b}-3 \frac{d|\ddot{\gamma}|^{2}}{d \tau} \ddot{\gamma}_{b}\right) \tag{51}
\end{equation*}
$$

This force agrees with expressions which have been obtained elsewhere using different methods [23, 42-45]. Our approach trivially allows a self-torque to be obtained as well, by substituting (50) into (33), although we omit this for brevity.

Continuing, the $d=8$ effective field with retarded boundary conditions may be computed by again expanding (46) using the techniques of Appendix B. We omit the full result, noting only that the leading-order self-force is

$$
\begin{align*}
\hat{f}^{a}= & \frac{2 q^{2}}{525} h^{a b}\left[\gamma_{b}^{(7)}-7|\ddot{\gamma}|^{2} \gamma_{b}^{(5)}-\frac{35}{2} \frac{d|\ddot{\gamma}|^{2}}{d \tau} \gamma_{b}^{(4)}\right. \\
& +\frac{7}{9}\left(25|\ddot{\gamma}|^{4}+7|\dddot{\gamma}|^{2}-24 \frac{d^{2}|\ddot{\gamma}|^{2}}{d \tau^{2}}\right) \dddot{\gamma}_{b} \\
+ & \left.\frac{7}{6} \frac{d}{d \tau}\left(25|\ddot{\gamma}|^{4}+7|\dddot{\gamma}|^{2}-9 \frac{d^{2}|\ddot{\gamma}|^{2}}{d \tau^{2}}\right) \ddot{\gamma}_{b}\right] . \tag{52}
\end{align*}
$$

Taking into account differing sign conventions and a typographical error in which $\dot{u}^{2} \ddot{u}$ should really be $\ddot{u}^{2} \ddot{u}$, this agrees with an expression found in [45].

Although our flat-spacetime self-forces agree with existing expressions in Minkowski spacetimes with even numbers of dimensions, our odd-dimensional predictions do not.

## B. Odd dimensions

Self-forces and self-torques acting on point charges in odd-dimensional Minkowski spacetimes may now be obtained by fixing the definition for the renormalized momentum by identifying the propagator $G_{a a^{\prime}}$ with the $G_{a a^{\prime}}^{\text {odd }}$ given by (30). The constant lengthscale $\ell$ which appears in the definition for $G_{a a^{\prime}}^{\text {odd }}$ is assumed to have been fixed as well, although its precise value is irrelevant. With these choices, it is shown in Appendix D that the $S$-field near the worldline of a point charge with current density (44) may be expanded in powers of the radar distance $r$ associated with $\Gamma$ :

$$
\begin{align*}
A_{a}^{\mathrm{S}}=\frac{\Gamma\left(\frac{d}{2}-1\right)}{2 \pi^{3 / 2} \Gamma\left(\frac{d}{2}-\frac{1}{2}\right)}\{ & \sum_{n=\frac{1}{2}(d-3)}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma\left(2-\frac{d}{2}\right)}{(2 n)!\Gamma\left(n+\frac{1}{2}(5-d)\right)}\left[\left(H_{n-\frac{1}{2}(d-3)}-H_{1-\frac{d}{2}}-2 \ln (r / \ell)\right) W_{a}^{\{2 n\}}-\partial_{\lambda} W_{a}^{\{2 n\}}\right] \\
& \left.\times r^{2 n-(d-3)}+(-1)^{\frac{1}{2}(d-3)} \sum_{n=0}^{\frac{1}{2}(d-5)} \frac{(-1)^{n} \Gamma\left(n+\frac{1}{2}\right) \Gamma\left(2-\frac{d}{2}\right) \Gamma\left(\frac{1}{2}(d-3)-n\right)}{(2 n)!} \frac{W_{a}^{\{2 n\}}}{r^{(d-3)-2 n}}\right\} \tag{53}
\end{align*}
$$

Here, the sum in the second line is understood to exist only for $d \geq 5, r(x)$ is defined more precisely by (B3), $H_{\mu}$ denotes the $\mu$ th harmonic number, and the coefficients $W_{a}^{\{n\}}(x ; \lambda)$ are defined by (D7) in terms of the flat-spacetime specialization

$$
\begin{equation*}
W_{a}(x, \tau ; \lambda)=q g_{a a^{\prime}}(x, \gamma(\tau)) \dot{\gamma}^{a^{\prime}}(\tau) \Sigma^{\lambda}(x, \tau) \tag{54}
\end{equation*}
$$

of (D5) and the "factorized world function" $\Sigma(x, \tau)$ defined by (B1). All implicit instances of $\lambda$ in (53) are to be evaluated at $\lambda=\lambda_{d}=1-d / 2$. Some results for the first few $W_{a}^{\{n\}}$ and their exterior derivatives on the particle's worldline are collected in (B15) and (B16). Also note that although we are focusing here on flat spacetimes, the derivation in Appendix D 2 shows that (53) is actually valid in all odd-dimensional spacetimes, as long
as (54) is replaced by the more-general (D5).
Regardless, (53) is the odd-dimensional analog of (45). It generically involves non-negative even powers of $r$, non-negative even powers multiplied by $\ln r$, and negative even powers down to $r^{-(d-3)}$. The self-force and self-torque may be evaluated by subtracting this from a physical vector potential and then using (17) to compute $\hat{F}_{a b}$. The result is automatically finite, at least in the absence of impulsive incoming waves or other singular phenomena external to the body itself.

As in the even-dimensional context, it is interesting to suppose that the true electromagnetic field $F_{a b}$ is equal to the retarded field $F_{a b}^{\mathrm{ret}}$. Assuming this, the relevant subtraction with $F_{a b}^{\mathrm{S}}$ is performed in Appendix D 3, which culminates in the effective field (D21). That result is valid for general odd-dimensional spacetimes. Specializing it to the flat case by introducing Minkowski coordinates $x^{\mu}$ while using (27) and (28), we find that

$$
\begin{align*}
\hat{F}_{\mu \nu}= & \frac{2(-1)^{\frac{1}{2}(d-3)} \Gamma(d / 2-1)}{\sqrt{\pi} \Gamma\left(\frac{1}{2}(d-1)\right)}\left[(d-2) q \int_{-\infty}^{\tau-\epsilon} \frac{X_{[\mu}\left(\tau, \tau^{\prime}\right) \dot{\gamma}_{\nu]}\left(\tau^{\prime}\right)}{\left[-X^{2}\left(\tau, \tau^{\prime}\right)\right]^{d / 2}} d \tau^{\prime}-\sum_{n=0}^{d-4} \frac{(-1)^{n}}{n!}\left(\frac{\nabla_{[\mu} W_{\nu]}^{\{n\}}}{d-3-n}+\frac{1}{\epsilon} \dot{\gamma}_{[\mu} W_{\nu]}^{\{n\}}\right)\right. \\
& \left.\times \frac{1}{\epsilon^{d-3-n}}-\frac{1}{(d-3)!}\left(\frac{1}{\epsilon} \dot{\gamma}_{[\mu} W_{\nu]}^{\{d-3\}}-\nabla_{[\mu} W_{\nu]}^{\{d-3\}} \ln (\epsilon / \ell)-\frac{1}{2} \partial_{\lambda} \nabla_{[\mu} W_{\nu]}^{\{d-3\}}-\frac{1}{(d-2)} \dot{\gamma}_{[\mu} W_{\nu]}^{\{d-2\}}\right)\right] \tag{55}
\end{align*}
$$

on $\Gamma$, where we have omitted an implicit limit $\epsilon \rightarrow 0^{+}$ and defined $X_{\mu}\left(\tau, \tau^{\prime}\right) \equiv \gamma_{\mu}(\tau)-\gamma_{\mu}\left(\tau^{\prime}\right)$. Although individual terms here involve negative powers of $\epsilon$ and also $\ln \epsilon$, these cancel similarly-divergent terms in the integral; the overall limit here is well-behaved. Also nmote that even though $G_{a a^{\prime}}^{\text {odd }}$ is not a Green function and the effective field here is not in general a solution to the source-free Maxwell equations, it is source-free for inertially-moving particles. Indeed, it vanishes in those cases.

Two qualitative differences may now be observed between our flat-spacetime effective fields in even and odd numbers of dimensions. First, the odd-dimensional $\hat{F}_{a b}$ depends on the particle's past history. Its evendimensional counterpart does not. Second, our odddimensional field depends on the arbitrary parameter $\ell>0$ which appears in the definition for $G_{a a^{\prime}}^{\text {odd }}$. Varying $\ell$ results in different propagators, different definitions
for a body's momentum, and different forces. In practice, one can choose a convenient value and then use it to infer masses and other parameters from available experimental data. Although those inferences would differ somewhat with different choices for $\ell$, they would do so in predictable ways which could be computed from the expressions found in Section II.

Having now noted that the even and odd-dimensional effective fields discussed here differ both in their history dependence and their parameter dependence, we emphasize that neither of these differences are essential. Parameter dependence can appear for even $d$ if, e.g., one constructs momenta using a family of propagators with the form (26). Furthermore, history dependence generically occurs in even-dimensional effective fields whenever the spacetime is curved. Indeed, it arises even in flat even-dimensional spacetimes if a body is coupled to a
massive field (as opposed to the massless Maxwell couplings considered here).

## 1. Special cases

In the absence of closed-form expressions for the coefficients $W_{\mu}^{\{n\}}$ and $\nabla_{[\mu} W_{\nu]}^{\{n\}}$ which appear in (55), it is not possible to provide fully-explicit formulae for all odddimensional self-forces. However, those coefficients can be computed, for each $n$, using the methods of Appendix B. Explicit self-forces may thus be obtained for any specific odd $d$. We now discuss three and five-dimensional Minkowski spacetimes as special cases.

Assuming retarded boundary conditions, substitution of (B15) and (B16) into (55) results in the $d=3$ effective field

$$
\begin{equation*}
\hat{F}_{\mu \nu}=2 q\left[\int_{-\infty}^{\tau-\epsilon}\left(\frac{X_{[\mu} \dot{\gamma}_{\nu]}^{\prime}}{\left(-X^{2}\right)^{3 / 2}}\right) d \tau^{\prime}+\frac{1}{2} \ddot{\gamma}_{[\mu} \dot{\gamma}_{\nu]} \ln (\epsilon / e \ell)\right] \tag{56}
\end{equation*}
$$

on $\Gamma$, where $e$ denotes the base of the natural logarithm and the limit $\epsilon \rightarrow 0^{+}$has again been left implicit. Combining this with (32) immediately yields the leading-order three-dimensional self-force

$$
\begin{equation*}
\hat{f}_{\mu}=2 q^{2}\left[\int_{-\infty}^{\tau-\epsilon}\left(\frac{X_{[\mu} \dot{\gamma}_{\nu]}^{\prime} \dot{\gamma}^{\nu}}{\left(-X^{2}\right)^{3 / 2}}\right) d \tau^{\prime}-\frac{1}{4} \ln (\epsilon / e \ell) \ddot{\gamma}_{\mu}\right] \tag{57}
\end{equation*}
$$

Similarly, substituting (56) into (33) yields the leadingorder three-dimensional self-torque

$$
\begin{align*}
\hat{n}^{\mu \nu}=2 q q^{\rho[\mu} & {\left[\int_{-\infty}^{\tau-\epsilon}\left(\frac{X^{\nu]} \dot{\gamma}_{\rho}^{\prime}-\dot{\gamma}^{\prime \nu]} X_{\rho}}{\left(-X^{2}\right)^{3 / 2}}\right) d \tau^{\prime}\right.} \\
& \left.+\frac{1}{2}\left(\ddot{\gamma}^{\nu]} \dot{\gamma}_{\rho}-\dot{\gamma}^{\nu]} \ddot{\gamma}_{\rho}\right) \ln (\epsilon / e \ell)\right] \tag{58}
\end{align*}
$$

which depends both on a particle's charge $q$ and on its electromagnetic dipole moment $q^{\mu \nu}$. It is clear in this context that varying $\ell$ changes the force only by constant multiples of $\ddot{\gamma}_{\mu}$. Different values for $\ell$ thus provide different renormalizations of a particle's apparent mass, at least to leading nontrivial order.

Additional insight into our $d=3$ forces and torques may be gained by evaluating them in a slow-motion approximation. Applying such an approximation while integrating (57) once by parts shows that the spatial 2 vector components of the self-force are explicitly

$$
\begin{equation*}
\hat{\boldsymbol{f}}(\tau)=-\frac{q^{2}}{2}\left[\int_{-\infty}^{\tau-\epsilon} d \tau^{\prime}\left(\frac{\ddot{\gamma}\left(\tau^{\prime}\right)}{\tau-\tau^{\prime}}\right)+\ddot{\gamma}(\tau) \ln \left(\frac{\epsilon}{e^{\frac{1}{2} \ell}}\right)\right], \tag{59}
\end{equation*}
$$

where it has been assumed that the acceleration falls off according to

$$
\begin{equation*}
\lim _{\tau^{\prime} \rightarrow-\infty} \frac{\left(\tau-\tau^{\prime}\right) \dot{\gamma}\left(\tau^{\prime}\right)-\left[\gamma(\tau)-\gamma\left(\tau^{\prime}\right)\right]}{\left(\tau-\tau^{\prime}\right)^{2}}=0 \tag{60}
\end{equation*}
$$

in the distant past. If this falloff condition is indeed satisfied, the three-dimensional self-force thus depends on a weighted history of the charge's past acceleration. Beyond noting that the relevant weighting factor decays like $1 / \tau$, the $\epsilon \rightarrow 0^{+}$limit makes it difficult to interpret (59) directly. A manifestly-finite form for the self-force can be obtained by integrating by parts once more. Assuming that

$$
\begin{equation*}
\lim _{\tau^{\prime} \rightarrow-\infty} \ddot{\gamma}\left(\tau^{\prime}\right) \ln \left(\tau-\tau^{\prime}\right)=0 \tag{61}
\end{equation*}
$$

the $d=3$ self-force may be seen to reduce to

$$
\begin{equation*}
\hat{\boldsymbol{f}}(\tau)=-\frac{q^{2}}{2} \int_{-\infty}^{\tau} \dddot{\gamma}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{\frac{1}{2}} \ell}\right) d \tau^{\prime} \tag{62}
\end{equation*}
$$

This depends on a past history of the particle's jerk, with a weighting factor which increases logarithmically in the increasingly-distant past.

Similar expressions may be obtained for the slowmotion limit of the $d=3$ self-torque (58). If the falloff conditions (60) and (61) are assumed to hold and the electric and magnetic components of the particle's dipole moment may be considered comparable, the time-space components of the self-torque reduce to

$$
\begin{equation*}
\hat{n}^{0 i}(\tau)=q^{i j}(\tau) \hat{f}_{j}(\tau) / q \tag{63}
\end{equation*}
$$

where $i, j \in\{1,2\}$, the $\hat{f}_{j}$ appearing here is given by (62), and we have assumed that $q \neq 0$. Differences between $\hat{\boldsymbol{p}}$ and $\hat{m} \dot{\gamma}$ are thus controlled, in part, by the coupling of a particle's magnetic dipole moment to a logarithmicallyweighted history of its jerk.

The remaining space-space components of the nonrelativistic $d=3$ self-torque, which directly affect a body's spin evolution, are determined by

$$
\begin{equation*}
\hat{n}^{i j}(\tau)=2 q^{0[i}(\tau) \hat{f}^{j]}(\tau) / q \tag{64}
\end{equation*}
$$

The spin, which has only one component in this case, is thus affected by misalignments between a body's electric dipole moment and the same logarithmically-weighted history of its jerk.

Analogous expressions are more complicated when $d=$ 5. We give only the leading-order self-force, which is again found by substituting (B15) and (B16) into (55), and then substituting the effective field which results into (32). The fully-relativistic force is thus

$$
\begin{align*}
\hat{f}_{\mu}= & -q^{2}\left[\int_{-\infty}^{\tau-\epsilon} \frac{3 X_{[\mu} \dot{\gamma}_{\nu]}^{\prime} \dot{\gamma}^{\nu}}{\left(-X^{2}\right)^{3 / 2}} d \tau^{\prime}+h_{\mu}^{\nu}\left(\frac{3 \ddot{\gamma}_{\nu}}{8 \epsilon^{2}}-\frac{\dddot{\gamma}_{\nu}}{2 \epsilon}\right.\right. \\
& \left.\left.-\frac{3}{16}\left(\left.\gamma_{\nu}^{(4)}-\frac{3}{2} \right\rvert\, \ddot{\gamma}^{2} \ddot{\gamma}_{\nu}\right) \ln \left(\epsilon / e^{\frac{1}{3}} \ell\right)-\frac{|\ddot{\gamma}|^{2} \ddot{\gamma}}{32}\right)\right] . \tag{65}
\end{align*}
$$

Changing $\ell$ is this context may be seen to shift more than just the apparent mass; noting that

$$
\begin{equation*}
h_{\mu}^{\nu}\left(\gamma_{\nu}^{(4)}-\frac{3}{2}|\ddot{\gamma}|^{2} \ddot{\gamma}_{\nu}\right)=\frac{d}{d \tau}\left(\dddot{\gamma}_{\mu}-\frac{3}{2}|\ddot{\gamma}|^{2} \dot{\gamma}_{\mu}\right) \tag{66}
\end{equation*}
$$

it affects both the direction and magnitude of the renormalized 5-momentum.

We note also that in a slow-motion limit, the spatial components of (65) reduce to

$$
\begin{equation*}
\hat{\boldsymbol{f}}(\tau)=\frac{3 q^{2}}{16} \int_{-\infty}^{\tau} \gamma^{(5)}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{-\frac{17}{12} \ell}}\right) d \tau^{\prime} \tag{67}
\end{equation*}
$$

at least if derivatives of the particle's position fall off sufficiently rapidly in the distant past. This differs from its $d=3$ counterpart (62) mainly by an overall sign and by the replacement of $\dddot{\gamma}$ with $\gamma^{(5)}$ in the integral.

## 2. Comparisons

We close this section by comparing with other odddimensional self-force results which have appeared in the literature. First, a five-dimensional force similar to (67) has recently been obtained using the methods of effective field theory [46]. In that context, $\ell$ appears as a free parameter in a dimensional regularization procedure. This is not so different from our usage of $\ell$ as a free parameter in the choice of propagator used to define a body's momentum: Our propagator induces an $\ell$-dependent map $F_{a b} \mapsto \hat{F}_{a b}$, and this turns into an $\ell$-dependent regularization in the point particle limit. Nevertheless, we note that our results differ conceptually in that we have provided precise "microscopic" (or "UV-complete") definitions for the mass, mass center, other quantities appearing in the laws of motion; we do not merely assert that quantities satisfying such laws exist and that they have physical interpretations consistent with their names.

Other odd-dimensional self-forces which have appeared in the literature differ much more significantly from ours. These have been obtained by the use of heuristic arguments to directly regularize point-particle self-fields [43, 47], expressions for the momenta associated with those fields [48], or similar quantities. In at least one case, the claimed force law is IR-divergent; see Eq. (4.4) in [47]. Other proposals use counterterms which depend on a particle's entire past history [43, 48], implying that a body's momentum could not be computed without knowledge of that history-a physically-unacceptable option. Another result predicts a time-varying mass even at leading order [48]. While mass variations are normal and expected when including effects due to a body's higher multipole moments [32], they should not arise when considering only monopole interactions with an electromagnetic field. Indeed, it is clear from (32), (38), and (42) that mass variations do not arise in our leading-order expressions.

## IV. PHENOMENOLOGY OF THE ODD-DIMENSIONAL SELF-FORCE

Although the results of Section III B may be used to evaluate odd-dimensional point-particle self-forces and
self-torques, the physical implications of those results are not immediately apparent. We now elucidate some of those implications, with a particular emphasis on non-relativistic systems in flat, three-dimensional spacetimes. This setting i) possesses features which are particularly distinct from the $d=4$ case, and ii) may find experimentally-accessible analogs in certain condensedmatter or fluid systems. Nevertheless no attempt is made here to provide a comprehensive discussion of $d=3$ selfforce effects. Rather, we seek mainly to highlight some of the subtleties and unusual features of these effects.

## A. Approximations

We begin our discussion of odd-dimensional self-force phenomenology by remarking on some of the relevant approximations. Although we have already noted that the results of the previous section assume a type of point particle limit, the details of that limit were not fixed. Indeed, a number of different point particle limits can be consistently discussed, and without a specific physical system in mind, it is difficult to settle on a particular approximation. Despite this, one generic constraint which can be used is that physically-realisable bodies cannot exist with arbitrary combinations of physical size, charge, and mass. Energy conditions may be violated if the stresses required to counteract a body's internal electrostatic repulsion become larger than its mass density. Letting $L$ characterize a charge's linear dimension, those stresses might be estimated to be order $\left(q / L^{d-2}\right)^{2}$. Noting that the mass density is approximately $m / L^{d-1}$, energy conditions thus demand that

$$
\begin{equation*}
q^{2} \lesssim m L^{d-3} \tag{68}
\end{equation*}
$$

where we have used the bare mass $m$ associated with the bare momentum $P_{\tau}$, which is defined by (6). The renormalized mass $\hat{m}$ is however derived from $\hat{P}_{\tau}$, which is distinguished from $P_{\tau}$ via (31). The bare and renormalized masses can differ from one another by terms of order $q^{2} / L^{d-3}$ and $q^{2} \ln (L / \ell) / L^{d-3}$. If $\ell$ is held fixed, saturating the bound in (68) might then result in an "imaginary $\hat{m}, "$ i.e., a spacelike $\hat{p}_{a}$. Other pathologies could arise as well. Our formalism breaks down in such cases, which we avoid by additionally requiring that

$$
\begin{equation*}
q^{2} \lesssim \frac{m L^{d-3}}{|\ln (L / \ell)|} \tag{69}
\end{equation*}
$$

This is sufficient to imply that $m$ and $\hat{m}$ have similar magnitudes.

If a charge moves in an externally-imposed electric field, the self and external forces acting on it may now be estimated to scale like

$$
\begin{equation*}
f_{\mathrm{self}} \sim\left(q^{2} / \hat{m}\right) \frac{f_{\mathrm{ext}}}{\tau_{*}^{d-3}} \lesssim \frac{\left(L / \tau_{*}\right)^{d-3}}{|\ln (L / \ell)|} f_{\mathrm{ext}} \tag{70}
\end{equation*}
$$

where $\tau_{*}$ is a characteristic timescale associated with the external field. If $L$ is sufficiently small and $\tau_{*}$ is independent of $L$, self-forces thus remain at least logarithmicallysuppressed in comparison with external forces, even for objects which are "maximally charged" according to (69). We note however, that this statement is not precise. What meaning it does have is global, in the sense that nontrivial tails imply that self-forces can be instantaneously significant even when external forces vanish.

It would be interesting to now write down and systematically analyze the consequences of a complete, selfconsistent approximation scheme which saturates the given bounds. We do not do so, however. Instead, we consider a simpler model problem in which only the mass and charge monopoles are significant. In this case, the momentum-velocity relation (41) reduces simply to $\hat{p}^{a}=\hat{m} \dot{\gamma}^{a}$ and the force is given entirely by the Lorentz term (32). With these assumptions, (62) implies that the non-relativistic $d=3$ equation of motion is given by the integral equation

$$
\begin{align*}
\hat{m} \ddot{\gamma}(\tau)= & q \boldsymbol{E}_{\text {ext }}(\gamma(\tau)) \\
& -\frac{q^{2}}{2} \int_{-\infty}^{\tau} \dddot{\gamma}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{\frac{1}{2}} \ell}\right) d \tau^{\prime}, \tag{71}
\end{align*}
$$

where $\boldsymbol{E}_{\text {ext }}$ denotes the external electric field. Similarly, (67) implies that with the same assumptions, the $d=5$ equation of motion is

$$
\begin{align*}
\hat{m} \ddot{\gamma}(\tau)= & q \boldsymbol{E}_{\text {ext }}(\gamma(\tau)) \\
& +\frac{3 q^{2}}{16} \int_{-\infty}^{\tau} \gamma^{(5)}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{-\frac{17}{12} \ell}}\right) d \tau^{\prime} \tag{72}
\end{align*}
$$

More systematic approximations would also include various test body effects involving the spin and higher-order electromagnetic multipole moments.

## B. Runaway solutions

The simplest applications for the equations of motion (71) and (72) concern the behavior of free particles. Unaccelerated trajectories are of course valid solutions when $\boldsymbol{E}_{\text {ext }}=0$, although they are not the only solutions. The space of possible initial data for these integral equations is infinite dimensional, and nontrivial choices for this data generically lead to nontrivial trajectories. Physically, this is as expected. However, there also exist solutions which are not physically reasonable. These "runaway solutions" accelerate exponentially and without bound: Letting $\boldsymbol{a}_{0}$ denote an arbitrary constant vector, suppose that

$$
\begin{equation*}
\ddot{\gamma}(\tau)=\boldsymbol{a}_{0} \exp \left(\tau / \tau_{\text {run }}\right) \tag{73}
\end{equation*}
$$

If $d=3$, substitution of this expression into (71) shows that it is a solution when

$$
\begin{equation*}
\tau_{\text {run }}=\ell \exp \left(\gamma_{\mathrm{E}}+1 / 2-2 \hat{m} / q^{2}\right) \tag{74}
\end{equation*}
$$

where $\gamma_{\mathrm{E}}$ denotes the Euler-Mascheroni constant. Note that although $\tau_{\text {run }}$ may appear to depend on the arbitrarily-chosen lengthscale $\ell$, the implicit dependence of $\hat{m}$ on $\ln \ell$ ensures that it does not.

More importantly, the existence of runaway solutions suggests that a particle upon which no force has been applied might spontaneously and violently accelerate without any apparent cause. One may hope that the runaway solutions are artifacts of the initial data (or lack thereof), in that solutions for which $\ddot{\gamma}(\tau)=0$ for all $\tau<\tau_{0}$ might behave more sensibly. Unfortunately, this is not so. The three-dimensional equation of motion (71) may be solved using Laplace transforms, and doing so shows that with trivial initial data, almost any applied force excites a runaway mode with growth timescale $\tau_{\text {run }}$.

The situation is somewhat better when $d=5$. Substituting the ansatz (73) into (72), the runaway timescale may be seen to satisfy

$$
\begin{equation*}
\frac{\hat{m}}{q^{2}}=\frac{1}{64 \tau_{\text {run }}^{2}}\left\{17+12\left[\ln \left(\tau_{\text {run }} / \ell\right)-\gamma_{\mathrm{E}}\right]\right\} \tag{75}
\end{equation*}
$$

However, the right-hand side here has a maximum when varying over all $\tau_{\text {run }}>0$, implying that runaway solutions can exist (with the given form) only when

$$
\begin{equation*}
q^{2} / \hat{m} \geq \frac{32}{3} \ell^{2} \exp \left(2 \gamma_{\mathrm{E}}-11 / 6\right) \tag{76}
\end{equation*}
$$

If this bound holds but is not saturated, there are in fact two solutions to (75), and thus two runaway timescales. If the bound is violated, solutions to our equation of motion appear not to be unstable in five dimensions.

Although we are not aware of runaway solutions having previously been discussed in odd-dimensional spacetimes, they are well-known features of the $d=4$ Abraham-Lorentz-Dirac equation. One objection to them (besides their manifest disagreement with observation) is that their associated timescale is extremely short-of order $q^{2} / \hat{m}$ when $d=4$. However, (68) implies that a well-defined four-dimensional point particle limit requires that $q^{2} / \hat{m}$ be of order $L$ or smaller. Additionally, standard derivations assume that all dynamical timescales are much longer than $L$. Runaway solutions in four dimensions are thus solutions to an equation whose properties violate the conditions under which that equation has been derived. In this sense, they are not genuine predictions.

Similar conclusions may be reached also when $d=3$ or $d=5$; the runaway solutions discussed above cannot be considered genuine predictions of the theory. This is most easily seen in the five-dimensional case, for which (69) implies that $q^{2} / \hat{m} \rightarrow 0^{+}$in a point particle limit. The bound (76) is thus violated for sufficiently-small bodies, which means that runaway solutions do not exist in the relevant portion of parameter space. If $d=3$, runaway solutions do exist formally, although they violate the conditions under which the equation of motion may be expected to hold. A body which is maximally charged according to (69) has a runaway timescale (74) which is
short compared to its light-crossing time $L$, and particles with less charge have runaway timescales which are even shorter. However, our derivation breaks down for timescales of order $L$; runaway solutions are thus unphysical also in three dimensions.

## C. Reduction of order

Although runaway solutions are not true predictions of our equations, it would be desirable to be able to systematically extract solutions which are physically and mathematically justified-well-behaved trajectories which are sufficiently close to satisfying, e.g., (71) and for which all significant timescales are much larger than $L$. By analogy with the $d=4$ case, we accomplish by "reducing order," which corresponds to supposing that the external force alone generates a "zeroth order" trajectory determined by $\ddot{\gamma} \approx q \boldsymbol{E}_{\text {ext }} / \hat{m}$, and that it is this trajectory which should be substituted into the self-force integrals. If $d=3$, such a procedure results in

$$
\begin{align*}
\hat{m} \ddot{\gamma}(\tau) & =q \boldsymbol{E}_{\mathrm{ext}}(\gamma(\tau)) \\
& -\frac{q^{3}}{2 \hat{m}} \int_{-\infty}^{\tau} \dot{\boldsymbol{E}}_{\mathrm{ext}}\left(\gamma\left(\tau^{\prime}\right)\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{\frac{1}{2}} \ell}\right) d \tau^{\prime} \tag{77}
\end{align*}
$$

When $d=5$, one finds instead that

$$
\begin{align*}
\hat{m} \ddot{\gamma}(\tau) & =q \boldsymbol{E}_{\text {ext }}(\gamma(\tau)) \\
& +\frac{3 q^{3}}{16 \hat{m}} \int_{-\infty}^{\tau} \dddot{\boldsymbol{E}_{\mathrm{ext}}}\left(\gamma\left(\tau^{\prime}\right)\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{-\frac{17}{12} \ell}}\right) d \tau^{\prime} \tag{78}
\end{align*}
$$

These replacements do not change the order of the approximation as long as $q^{2} / \hat{m}$ is sufficiently small. More to the point, they mollify the high-frequency character of the Fourier transforms associated with the unmodified accelerations (as is made more clear in Section IV D below). Regardless of justification, these equations no longer admit runaways and there is a sense in which their solutions nearly satisfy their parent equations as long as the self-force is sufficiently small. However, as we shall see below, the reduced-order equations can still be problematic when applied over very long times.

To briefly remark on our terminology, the reduction-oforder procedure applied to the $d=4$ Abraham-LorentzDirac equation yields what is sometimes referred to as the Landau-Lifshitz equation. In that case, it has the mathematical effect of reducing the order of the relevant differential equation from three to two. Here, the reduced-order terminology is retained even though we are not changing the order of a differential equation.

We also note that the reduction-of-order procedure is not as $a d h o c$ as it might appear. It arises naturally when constructing more careful point particle limits; see [9] at least for the $d=4$ case.

## D. Exact and approximate solutions without runaways

We next discuss how physically-acceptable exact and approximate solutions-i.e., solutions which do not run away - of the integro-differential equation of motion (71) can be obtained when $d=3$, how the reduced-order equation (77) arises in a certain limit, and how reduction of order breaks down over very long timescales.

First note that our original equation (71), which assumes that the acceleration vanishes in the distant past, can be recast as

$$
\begin{equation*}
\frac{2}{q} \boldsymbol{E}_{\mathrm{ext}}(\gamma(\tau))=\int_{-\infty}^{\tau} \dddot{\gamma}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{\ell \exp \left(\frac{1}{2}-\frac{2 \hat{2}}{q^{2}}\right)}\right) d \tau^{\prime} \tag{79}
\end{equation*}
$$

This may be viewed as a linear integral equation for the particle's jerk $\dddot{\gamma}$ in terms of the prescribed external force $q \boldsymbol{E}_{\text {ext }}$. In particular, it is a Volterra equation of the first kind. Such equations are often solved using Laplace transforms. If the initial data is trivial, solutions obtained in this way generically display the runaway behavior mentioned above. However, there does exist nontrivial initial data for which no such problems arise. This data is selected automatically by using Fourier transforms instead of Laplace transforms, as the former cannot be used to represent exponentially-growing solutions. Indeed, we view the solution obtained by Fourier transform to be "the" physical one in a wide range of scenarios.

It is first convenient to define the body's acceleration as it would be in the absence of self-interaction:

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{ext}} \equiv \frac{q}{\hat{m}} \boldsymbol{E}_{\mathrm{ext}} \tag{80}
\end{equation*}
$$

Also defining the dimensionless time variable

$$
\begin{equation*}
s \equiv\left(\tau / \tau_{\text {run }}\right) e^{\gamma_{\mathrm{E}}} \tag{81}
\end{equation*}
$$

and its primed equivalent in terms of the runaway time (74) and the Euler-Mascheroni constant $\gamma_{\mathrm{E}}$, the body's true acceleration $\boldsymbol{a}=\ddot{\gamma}$ is found from Eq. (79) to satisfy

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{ext}}(s)=\frac{q^{2}}{2 \hat{m}} \int_{-\infty}^{s} \frac{d \boldsymbol{a}}{d s^{\prime}}\left(s^{\prime}\right) \ln \left(s-s^{\prime}\right) d s^{\prime} \tag{82}
\end{equation*}
$$

Since this equation is linear, a general solution can be written as

$$
\begin{equation*}
\boldsymbol{a}(s)=\frac{2 \hat{m}}{q^{2}} \int_{-\infty}^{\infty} K\left(s-s^{\prime}\right) \boldsymbol{a}_{\mathrm{ext}}\left(s^{\prime}\right) d s^{\prime} \tag{83}
\end{equation*}
$$

for some kernel $K$, where the factor $2 \hat{m} / q^{2}$ has been included for later convenience.

To solve for $K$, we now assume that the Fourier transform of the solution exists. As mentioned above, this assumption excludes runaway solutions, and so yields only a certain class of solutions of the original equation. Defining the Fourier transform of the kernel by

$$
\begin{equation*}
\tilde{K}(\omega)=\frac{1}{\sqrt{2 \pi}} \int d s e^{i \omega s} K(s) \tag{84}
\end{equation*}
$$

and substituting into (82) and (83), we find that

$$
\begin{equation*}
\tilde{K}(\omega)=\frac{i}{2 \pi} \frac{1}{\omega \tilde{G}(\omega)} \tag{85}
\end{equation*}
$$

where $G(s) \equiv \Theta(s) \ln (s)$. Evaluating the Fourier transform of $G(s)$ now yields

$$
\begin{equation*}
\tilde{K}(\omega)=-\frac{1}{\sqrt{2 \pi}} \frac{1}{\ln _{+}\left(\omega e^{\gamma_{\mathrm{E}}}\right)-i \pi / 2} \tag{86}
\end{equation*}
$$

where $\ln _{+}(\omega)$ is the function obtained by analytically continuing $\ln (\omega)$ from the positive real axis into the upper half $\omega$ plane. In particular, for real $\omega$, we have

$$
\begin{equation*}
\ln _{+}(\omega)=\ln |\omega|+i \pi \Theta(-\omega) \tag{87}
\end{equation*}
$$

One consequence is that

$$
\begin{equation*}
\int_{-\infty}^{\infty} K(s) d s=\sqrt{2 \pi} \tilde{K}(0)=0 \tag{88}
\end{equation*}
$$

In combination with (83), it follows that with appropriate falloff conditions on $\boldsymbol{a}_{\mathrm{ext}}$,

$$
\begin{equation*}
\Delta \boldsymbol{v} \equiv \int_{-\infty}^{\infty} \boldsymbol{a}(\tau) d \tau=0 \tag{89}
\end{equation*}
$$

Initially-stationary particles thus return to rest at late times, an effect which is discussed further in Section IV E 4 below.

A particle's motion at finite times can be understood by obtaining an expression for the kernel in the time domain, which of course follows from the inverse Fourier transform of (86):

$$
\begin{equation*}
K(s)=-\frac{1}{2 \pi} \int \frac{e^{-i \omega s} d \omega}{\ln _{+}\left(\omega e^{\gamma_{E}}\right)-i \pi / 2} \tag{90}
\end{equation*}
$$

We note that the Fourier transform $\tilde{G}(\omega) \propto 1 / \tilde{K}(\omega)$ is analytic in the upper half $\omega$ plane, which reflects the causal nature of $G(s)$ :

$$
\begin{equation*}
G(s)=0, \quad s<0 \tag{91}
\end{equation*}
$$

By contrast, taking the reciprocal of $\tilde{G}(\omega)$ to find $\tilde{K}(\omega)$ results in a simple pole at

$$
\begin{equation*}
\omega=i e^{-\gamma_{\mathrm{E}}} \tag{92}
\end{equation*}
$$

indicating that the kernel $K(s)$ does not vanish for $s<0$. The motion given by the solution (83) thus exhibits a degree of "preacceleration," just as for solutions of the Abraham-Lorentz-Dirac equation in four dimensions. Preacceleration arises in both of these cases when one imposes that the solution does not diverge at late times. Although the three and four-dimensional equations of motion are mathematically quite different, such an imposition necessarily requires knowledge of the future violating causality. We now show that this violation is
confined to very small timescales which are effectively negligible.

For $s<0$, the inverse Fourier transform (90) can be evaluated by completing the contour into a semicircle in the upper half plane and evaluating the residue at the pole (92), yielding

$$
\begin{equation*}
K(s)=e^{-\gamma_{\mathrm{E}}} \exp \left(-e^{-\gamma_{\mathrm{E}}}|s|\right), \quad s<0 \tag{93}
\end{equation*}
$$

Although the kernel is acausal, its acausality is thus limited to a specific timescale over which $s$ varies of order $e^{\gamma_{\mathrm{E}}}$. Recalling (81), this corresponds to a physical timescale equal to the runaway time $\tau_{\text {run }}$, given by (74). As argued in Section IV B, this timescale is short compared to the body's size $L$; it is negligible.

If $s>0$, one can instead complete the contour in (90) into a semicircle in the lower half $\omega$ plane, with a detour around branch cut at $\operatorname{Arg}(\omega)=-\pi / 2$. This yields an expression for the kernel in the form of a Laplace transform

$$
\begin{equation*}
K(s)=-\int_{0}^{\infty} \frac{e^{-s \sigma} d \sigma}{\ln \left(\sigma e^{\gamma_{E}}\right)^{2}+\pi^{2}}, \quad s>0 \tag{94}
\end{equation*}
$$

While we have been unable to find an explicit analytic expression for $K(s)$ for $s$ positive, it follows that an upper bound is

$$
\begin{equation*}
|K(s)| \leq \frac{1}{\pi^{2} s} \tag{95}
\end{equation*}
$$

for all $s>0$. This indicates that the memory of an external force on a body's acceleration decays at least as fast as $1 / \tau$.

To summarize up to this point, we have found, for generic external fields, exact, physically-acceptable solutions to the $d=3$ equation of motion (71). The accelerations corresponding to these solutions are given by (83), where $\boldsymbol{a}_{\text {ext }}$ is defined by (80), $s$ is defined by (81), and where $K(s)$ satisfies (93) and (94).

The Laplace transform expression (94) for the kernel $K(s)$ for $s>0$ is not very transparent. We now develop a useful approximation to this kernel. We have in mind two small quantities. First, the limiting process discussed in Section IV A above requires that $q^{2} \ll \hat{m}$. Second, we define $\tau_{*}$ to be a timescale over which the external electric field varies, and define the dimensionless quantity $\nu$ by

$$
\begin{equation*}
\nu^{2} \equiv \tau_{\text {run }} / \tau_{*} \tag{96}
\end{equation*}
$$

We assume $\nu$ to be small and throw away terms that are suppressed by one or more powers of it.

An approximate expression for the kernel (94) at large $s$ can now be obtained as follows: Changing the variable of integration from $\sigma$ to $u=s \sigma$ we first obtain

$$
\begin{equation*}
K(s)=-\frac{1}{s} \int_{0}^{\infty} \frac{e^{-u} d u}{\left[\ln \left(u e^{\gamma_{E}}\right)-(\ln s)^{2}\right]^{2}+\pi^{2}} \tag{97}
\end{equation*}
$$

Expanding the integrand here at large $\ln s$ gives

$$
\begin{array}{r}
K(s)=-\frac{1}{s(\ln s)^{2}} \int_{0}^{\infty} d u e^{-u}\left[1+\frac{2 \ln \left(u e^{\gamma_{\mathrm{E}}}\right)}{\ln s}\right. \\
\left.+\mathcal{O}\left(\left(\frac{\ln u}{\ln s}\right)^{2}\right)\right] \tag{98}
\end{array}
$$

which is an approximation that breaks down both at large $u$ and at small $u$. At large $u$, the errors in the integrand become of order unity when $u \gtrsim s$, but because of the exponential suppression factor in the integrand, the overall fractional corrections to the integral scale as $e^{-s}$, which we neglect. At small $u$, the errors in the integrand are of order unity or larger for $u \lesssim 1 / s$, and the corresponding overall fractional corrections to the integral scale as the size of this region compared with the value $u=u_{\text {peak }} \sim 2 / \ln s$ at which the integrand in (97) takes its maximum value; they are of order

$$
\frac{1 / s}{u_{\text {peak }}} \sim \frac{\ln s}{s}
$$

Terms with this relative magnitude are also neglected here. Evaluating the integral (98) thus gives

$$
\begin{equation*}
K(s)=-\frac{1}{s(\ln s)^{2}}\left[1+\mathcal{O}\left(\frac{1}{(\ln s)^{2}}\right)\right] \tag{99}
\end{equation*}
$$

for $s>0$.
We now argue that the asymptotic form (99) of the kernel is sufficient for deriving a useful explicit approximation for the acceleration (83). We start by writing the latter expression in the form

$$
\begin{equation*}
\boldsymbol{a}(s)=\frac{2 \hat{m}}{q^{2}}\left(\int_{-\infty}^{\bar{s}}+\int_{\bar{s}}^{\infty}\right) d s^{\prime} K\left(s^{\prime}\right) \boldsymbol{a}_{\mathrm{ext}}\left(s-s^{\prime}\right) \tag{100}
\end{equation*}
$$

for some parameter $\bar{s}$. Although this parameter is clearly arbitrary, we find it convenient to set

$$
\begin{equation*}
\bar{s}=1 / \nu=\sqrt{\tau_{*} / \tau_{\text {run }}} \gg 1 \tag{101}
\end{equation*}
$$

This accomplishes two goals. First, it allows us to use

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{ext}}\left(s-s^{\prime}\right)=\boldsymbol{a}_{\mathrm{ext}}(s)[1+\mathcal{O}(\nu)] \tag{102}
\end{equation*}
$$

for $\left|s^{\prime}\right| \lesssim \bar{s}$, at least if we are not too close to the boundary of the support of $\boldsymbol{a}_{\text {ext }}$. Second, if (99) is used to approximate the kernel in the second integral in (100), the relative error in doing so is bounded by $\varepsilon^{2}$, where

$$
\begin{equation*}
\varepsilon^{-1} \equiv \ln s_{0}=\frac{\hat{m}}{q^{2}}+\ln \sqrt{\frac{\tau_{*}}{\ell \exp \left(\frac{1}{2}+\gamma_{\mathrm{E}}\right)}} \approx \frac{\hat{m}}{q^{2}} \tag{103}
\end{equation*}
$$

The first integral in (100) can now be approximated by substituting (102) when $\left|s^{\prime}\right| \lesssim \bar{s}$ and noting that contributions from larger negative values of $s^{\prime}$ are exponentially suppressed due to (93). Combining this with (88)
and (99), it follows that

$$
\begin{align*}
\boldsymbol{a}(s)=\frac{2 \hat{m}}{q^{2}} \int_{\bar{s}}^{\infty} \frac{d s^{\prime}}{s^{\prime}\left(\ln s^{\prime}\right)^{2}}\left[\boldsymbol{a}_{\mathrm{ext}}\left(s-s^{\prime}\right)-\boldsymbol{a}_{\mathrm{ext}}(s)\right] \\
\times\left[1+\mathcal{O}\left(\nu, \varepsilon^{2}\right)\right] \tag{104}
\end{align*}
$$

A somewhat simpler expression arises when integrating by parts, which yields

$$
\begin{equation*}
\boldsymbol{a}(s)=\frac{2 \hat{m}}{q^{2}} \int_{\bar{s}}^{\infty} \frac{d s^{\prime}}{\ln s^{\prime}} \frac{d \boldsymbol{a}_{\mathrm{ext}}\left(s-s^{\prime}\right)}{d s}\left[1+\mathcal{O}\left(\nu, \varepsilon^{2}\right)\right] \tag{105}
\end{equation*}
$$

if it is assumed that $\boldsymbol{a}_{\text {ext }}(s) \rightarrow 0$ as $s \rightarrow \infty$. Note that the omission of the $s^{\prime}=\bar{s}$ boundary term in this expression, which is equal to

$$
\begin{equation*}
-\frac{2 \hat{m}}{q^{2}}\left(\frac{\left[\boldsymbol{a}_{\mathrm{ext}}(s-\bar{s})-\boldsymbol{a}_{\mathrm{ext}}(s)\right]}{\ln \bar{s}}\right) \tag{106}
\end{equation*}
$$

up to terms of relative order $\nu$ or $\varepsilon^{2}$, results in errors of order

$$
\begin{equation*}
\frac{d \boldsymbol{a}_{\mathrm{ext}}}{d s} \frac{\varepsilon^{-1} \bar{s}}{\ln \bar{s}} \sim \boldsymbol{a}_{\mathrm{ext}}\left(\frac{\tau_{\mathrm{run}}}{\tau_{*}}\right) \bar{s} \sim \boldsymbol{a}_{\mathrm{ext}} \nu \tag{107}
\end{equation*}
$$

This is absorbed into the overall $\mathcal{O}\left(\nu, \varepsilon^{2}\right)$ relative error in (105). Using (81), our approximation (105) can finally be rewritten in terms of the physical time $\tau$ : Letting $\bar{\tau} \equiv$ $e^{-\gamma_{\mathrm{E}}} \bar{s} \tau_{\text {run }}=e^{-\gamma_{\mathrm{E}}} \sqrt{\tau_{\text {run }} \tau_{*}}$ [which is not to be confused with the $\bar{\tau}$ defined by (B2)],

$$
\begin{array}{r}
\boldsymbol{a}(\tau)=\frac{q}{\hat{m}} \int_{\bar{\tau}}^{\infty} d \tau^{\prime}\left(\frac{\dot{\boldsymbol{E}}_{\mathrm{ext}}\left(\gamma\left(\tau-\tau^{\prime}\right)\right)}{1+\left(q^{2} / 2 \hat{m}\right) \ln \left(\tau^{\prime} / e^{\frac{1}{2}} \ell\right)}\right) \\
\times\left[1+\mathcal{O}\left(\nu, \varepsilon^{2}\right)\right] \tag{108}
\end{array}
$$

This is our approximate solution to the $d=3$ equation of motion (71).

The reduced-order equation (77) can now be obtained directly from (108) by assuming that $\boldsymbol{E}_{\text {ext }}(\gamma(\tau))$ is nonzero only for a finite time, which we assume to be short compared to the timescale

$$
\begin{equation*}
\ell \exp \left(2 \hat{m} / q^{2}\right) \gg \ell \gg L \tag{109}
\end{equation*}
$$

If, furthermore, we evaluate $\boldsymbol{a}(\tau)$ at times $\tau$ which are small compared to this timescale, we can expand the denominator in (108) in a Taylor series in $q^{2} / 2 \hat{m}$. This yields

$$
\begin{align*}
\boldsymbol{a}(\tau)= & \left\{\boldsymbol{a}_{\mathrm{ext}}(\tau)-\frac{q^{2}}{2 \hat{m}} \int_{-\infty}^{\tau} d \tau^{\prime} \dot{\boldsymbol{a}}_{\mathrm{ext}}\left(\tau^{\prime}\right) \ln \left(\frac{\tau-\tau^{\prime}}{e^{\frac{1}{2} \ell}}\right)\right. \\
& \left.\times\left[1+\mathcal{O}\left(\frac{q^{2}}{2 \hat{m}} \ln \left(\frac{\tau}{\ell}\right)\right)\right]\right\}\left[1+\mathcal{O}\left(\nu, \varepsilon^{2}\right)\right] \tag{110}
\end{align*}
$$

where we have used (102) and also the fact that the lower limit of $\bar{\tau}$ in (108) can be replaced by a lower limit of 0 while incurring relative errors only of order $\nu$. This result coincides with the expression (77) obtained earlier by reduction of order. At times large compared to the timescale (109), the approximation (110) is no longer valid, and one must instead use the original expression (108).

## E. Special types of motion

Our equations of motion may now be used to answer at least two types of questions:

1. How does a small charge move in response to a given external field?
2. Which external field is required in order for a charge to move on a given trajectory?

The first of these questions cannot generally be answered using the exact equations of motion (71) and (72), since their solutions generically involve unphysical instabilities as discussed in Section IV B above. However, at least if $d=3$, one can instead use the reduced-order equation (77) over short timescales, or more generally (108) over all timescales. Either of these possibilities yield approximate solutions with no unphysical instabilities.

The second potential question we can address, concerning the force required to hold a particle on a given trajectory, can be computed using either (71) or (77) when $d=3$, although it is the former unmodified equation which is typically simpler for this purpose. Answers will in any case be similar using either method, at least if all timescales associated with the given trajectory are sufficiently long and $q^{2} / \hat{m}$ is sufficiently small. We now discuss some simple examples.

## 1. Exponential growth

Our first case is that of exponential motion: Consider trajectories with the form (73), where $\tau_{\text {run }}$ is now replaced by a generic positive constant $\tau_{*}$. At least formally, (71) predicts that if $\tau_{*}=\tau_{\text {run }}$, no external force is required to effect such a trajectory when $d=3$. A rather different prediction follows, however, from the reducedorder equation (77). If $\tau_{*} \gg \tau_{\text {run }}$, both equations predict similar results; the unmodified one gives the exactlyexponential external force

$$
\begin{equation*}
q \boldsymbol{E}_{\text {ext }}=\left[1+\frac{q^{2}}{2 \hat{m}}\left(\ln \left(\tau_{*} / \ell\right)-\frac{1}{2}-\gamma_{\mathrm{E}}\right)\right] \hat{m} \boldsymbol{a}_{0} e^{\tau / \tau_{*}} \tag{111}
\end{equation*}
$$

in three dimensions, while the reduced-order equation implies that if this force is applied, the particle's acceleration will be

$$
\begin{equation*}
\ddot{\gamma}=\left\{1-\left[\frac{q^{2}}{2 \hat{m}}\left(\ln \left(\tau_{*} / \ell\right)-\frac{1}{2}-\gamma_{\mathrm{E}}\right)\right]^{2}\right\} \boldsymbol{a}_{0} e^{\tau / \tau_{*}} \tag{112}
\end{equation*}
$$

The relative difference between this and our starting ansatz (73) is of order $\left(q^{2} / \hat{m}\right)^{2}$, as expected when comparing equations in which order reduction has and has not been applied.

## 2. Harmonic motion

A more interesting example which can be understood analytically (and is mathematically similar) is that of harmonic motion. Suppose that the trajectory is given by

$$
\begin{equation*}
\gamma(\tau)=\Re\left[\gamma_{0} \exp (i \omega \tau)\right] \tag{113}
\end{equation*}
$$

where $\omega$ is real and the constant vector $\gamma_{0}$ may be complex. Such an acceleration violates the falloff condition (61) but not the weaker condition (60). We therefore substitute into (59) to find that the leading-order external force required to maintain harmonic motion is

$$
\begin{align*}
q \boldsymbol{E}_{\text {ext }}=\left[1-\frac{q^{2}}{2 \hat{m}}\left(\ln |\omega| \ell+\frac{1}{2}\right.\right. & \left.\left.+\gamma_{\mathrm{E}}\right)\right] \hat{m} \ddot{\gamma} \\
& +\frac{\pi}{4} q^{2}|\omega| \dot{\gamma} \tag{114}
\end{align*}
$$

when $d=3$. The analogous $d=5$ expression is very similar except for an additional overall factor of $\omega^{2}$ in the self-interaction terms. Regardless, if the motion is confined to one spatial dimension, the self-force acts to provide i) a damping force, and ii) a $\ln |\omega| \ell$ shift to a charge's apparent inertia. If the motion is instead circular, similar interpretations apply, except that it is only the component of the self-force which is proportional to the velocity that performs work.

## 3. Power laws and analytic trajectories

Another example which is easily understood is one in which the acceleration vanishes for all $\tau<\tau_{0}$, while

$$
\begin{equation*}
\ddot{\gamma}(\tau)=\boldsymbol{a}_{n}\left[\left(\tau-\tau_{0}\right) / \tau_{*}\right]^{n} \tag{115}
\end{equation*}
$$

thereafter, where $\boldsymbol{a}_{n}, \tau_{0}, \tau_{*}$, and $n$ are constants (the latter two of which are assumed to be positive). Substituting this into (71) shows that the external force required to produce such an acceleration has a somewhat-different time dependence than the acceleration itself: In terms of the harmonic number $H_{n}$,

$$
\begin{equation*}
q \boldsymbol{E}_{\mathrm{ext}}=\left\{1+\frac{q^{2}}{2 \hat{m}}\left[\ln \left(\frac{\tau-\tau_{0}}{e^{\frac{1}{2}} \ell}\right)-H_{n}\right]\right\} \hat{m} \ddot{\gamma} \tag{116}
\end{equation*}
$$

when $d=3$ and $\tau>\tau_{0}$. The logarithm here implies that even at late times, there remains a strong "memory" of the "turn-on event" at $\tau=\tau_{0}$.

This result allows us to understand which external forces are needed to hold a charge on a more-general trajectory which is analytic for all all $\tau>\tau_{0}$. Suppose that $\ddot{\gamma}(\tau)=0$ for $\tau<\tau_{0}$ and

$$
\begin{equation*}
\ddot{\gamma}(\tau)=\sum_{n=1}^{\infty} \boldsymbol{a}_{n}\left[\left(\tau-\tau_{0}\right) / \tau_{*}\right]^{n} \tag{117}
\end{equation*}
$$

when $\tau \geq \tau_{0}$, where the $\boldsymbol{a}_{n}$ are constants. Combining (115) and (116), the required external force is seen to be

$$
\begin{align*}
q \boldsymbol{E}_{\mathrm{ext}}(\gamma(\tau))= & {\left[1+\frac{q^{2}}{2 \hat{m}} \ln \left(\frac{\tau-\tau_{0}}{e^{\frac{1}{2} \ell}}\right)\right] \hat{m} \ddot{\gamma}(\tau) } \\
& -\frac{q^{2}}{2} \sum_{n=1}^{\infty} \boldsymbol{a}_{n} H_{n}\left[\left(\tau-\tau_{0}\right) / \tau_{*}\right]^{n} \tag{118}
\end{align*}
$$

## 4. Kicks

Our last-and most interesting-example is concerned with a charge which is briefly "kicked" by some external force. Focusing again on three dimensions, we initially ask which external field must be imposed in order for a particle to be only momentarily accelerated: Suppose that a charge is initially stationary, is subjected to a brief acceleration near $\tau=\tau_{0}$, and moves inertially thereafter with velocity $\dot{\gamma}(\tau)=\Delta \boldsymbol{v}$. Substituting this into (62) shows that the self-force at late times must be balanced by an external force satisfying

$$
\begin{equation*}
q \boldsymbol{E}_{\mathrm{ext}}(\gamma(\tau))=\frac{q^{2}}{2}\left(\frac{\Delta \boldsymbol{v}}{\tau-\tau_{0}}\right) \tag{119}
\end{equation*}
$$

where we have neglected terms of order $1 /\left(\tau-\tau_{0}\right)^{2}$. The self-force thus acts to push the particle back towards rest. This effect persists indefinitely, suggesting that the particle's initially-stationary state creates a "preferred rest frame" to which it always attempts to return.

We now change perspective, asking not for the external force required to maintain a briefly-accelerated trajectory, but instead for the trajectory of a particle in which the external force is only briefly nonzero. There are potential physical issues associated with this scenario, essentially because it is not clear if the strong tails present in three dimensions preclude any possibility of setting up a prescribed, confined electric field; there may be unavoidable and significant remnants of the process by which any experiment might be assembled. See, e.g., [49] for some recent remarks-in a somewhat different context - on persistent memory effects in odd dimensions. Regardless, there is no mathematical difficulty with assuming a prescribed external field and we proceed without further comment.

The net force acting on a charge for which the external field has a Gaussian profile is plotted in Figure 1, assuming the reduced-order equation of motion (77). Self-interaction is seen to slightly increase the peak magnitude of the force in this case, and also to shift that peak earlier in time. That the peak of the net force appears to anticipate the peak of the applied force might initially appear to violate causality, and to be reminiscent of the preacceleration seen in the Abraham-Lorentz-Dirac equation (and in the $d=3$ results discussed in Section IV D above). Causality is not violated here, however. The result arises from the explicitly-causal integral in (77), and


FIG. 1. Net force as a function of $\tau / \tau_{*}$ for a Gaussian external field proportional to $\exp \left(-\frac{1}{2}\left(\tau / \tau_{*}\right)^{2}\right)$, as computed using the reduced-order $d=3$ equation of motion (77). Here, $\ell=$ $\tau_{*}>0$ and all results are normalized so that the maximum external force is equal to unity. The solid line corresponds to the external force, the dashed line to the net force when $q^{2} / 2 \hat{m}=1 / 10$, and the dotted line to the net force when this parameter is equal to $1 / 5$.
appears because the self-force is sensitive to $\dot{\boldsymbol{E}}_{\text {ext }}$, which decreases near the peak of the external force.

One can also see in the figure that the self-force eventually switches sign and only slowly returns to zero. A charge thus continues to decelerate long after the external field decays away. The late-time behavior of this process does not depend on whether or not the external field is Gaussian, and we now analyze more generally the asymptotic motion of a kicked charge.

Long after a briefly-nonzero external force has been applied, the reduced-order equation (77) would suggest that the acceleration decays like $1 /\left(\tau-\tau_{0}\right)$. However, an acceleration which decays this slowly implies a velocity which grows logarithmically at late times. Such growth is unphysical. It may be traced back to a failure of the order reduction procedure at late times; cf. the derivation of (110) from (108).

A more careful analysis using the methods of Section IV D shows that in fact, a particle asymptotically returns to its initial "pre-kick" velocity; see (88). In essence, this recovers the Aristotelian idea that perturbed masses eventually return to rest when all perturbations are removed. More precisely, (108) shows that the asymptotic velocity of a particle which is initially at rest decays like

$$
\begin{equation*}
\dot{\gamma}(\tau)=\frac{\Delta \boldsymbol{v}}{1+\left(q^{2} / 2 \hat{m}\right) \ln \left[\left(\tau-\tau_{0}\right) /\left(e^{\frac{1}{2}} \ell\right)\right]} \tag{120}
\end{equation*}
$$

at late times, where $\Delta \boldsymbol{v}$ is the time integral of $\boldsymbol{a}_{\text {ext }}(\tau)=$ $(q / \hat{m}) \boldsymbol{E}_{\text {ext }}(\gamma(\tau))$.

## V. DISCUSSION

We have developed a general formalism with which to understand the motion of extended, self-interacting
charges in all spacetime dimensions $d \geq 3$. Before understanding how such objects move, it is first necessary to fix precisely what should be meant by the concept of motion. We do so by giving precise definitions for a body's linear and angular momenta. One of the central properties of the momenta introduced here is that their laws of motion are structurally identical to the laws of motion satisfied by extended test bodies. This statement holds to all multipole orders, and for both an object's translational and rotational degrees of freedom. For example, the lowest-order force is given by the usual Lorentz expression (32), and the lowest-order torque by (33). The only difference between these results and their test body counterparts is that the field $\hat{F}_{a b}$ which appears in them is a certain nonlocal linear transformation of the physical electromagnetic field $F_{a b}$. It is in the details of this field that the most visible effects of self-interaction may be found. Note as well that it is the same effective field which appears in expressions for both forces and torques, and that the prescription for this field remains the same at all multipole orders.

To be somewhat more precise, we do not find only a single momentum definition which obeys laws of motion structurally identical to test-body laws, but rather a class of such definitions. Different elements of this class become distinct only when self-interaction is significant, and they may be characterized by a certain 2-point "propagator" $G_{a a^{\prime}}\left(x, x^{\prime}\right)$; see (6), (7), and (31). Physically, this propagator fixes a sense in which a charge element at $x^{\prime}$ can source a field at $x$ whose net effect on the body's motion may be removed by finite renormalization of its multipole moments. We show from first principles that any propagator which satisfies the four "axioms" given in Section IID 1 has this interpretation, and that such propagators may be used to define momenta with physically-desirable properties. Our axioms generalize the three originally proposed by Poisson [11] (in a somewhat different context) in order to characterize the $d=4$ propagators originally constructed by Detweiler and Whiting [18].

The axioms we introduce are essential to understanding the odd-dimensional self-force, and can be useful also in certain even-dimensional scenarios. However, they do not single out a unique propagator. Consequently, we do not have a unique momentum, a unique effective field, or even unique multipole moments associated with a body's stress-energy tensor. All of these quantities may depend on the choice of propagator. Nevertheless, such differences do not signal any kind of physical inconsistency. They merely reflect that one can choose to focus on slightly different aspects of the same physical system, and there is no reason to expect that all such aspects behave identically. A somewhat simpler "gauge freedom" of this kind arises even in $d=4$ discussions of extended test bodies, wherein different spin supplementary conditions may be applied to yield distinct centroids which nevertheless describe different aspects of the same physical system [41].

Having established an appropriate class of propagators with which to construct physically-useful momenta, it is essential to be able to find explicit examples in that class. In even numbers of dimensions, a straightforward generalization of the Detweiler-Whiting " $S$-type" Green function satisfies our constraints, and may therefore be used to generate suitable momenta for extended charge distributions. Adopting such definitions, the laws of motion involve effective electromagnetic fields which locally satisfy the source-free Maxwell equations. Extended selfinteracting charges in even numbers of dimensions may thus be viewed as obeying laws of motion which are structurally identical to those of extended test bodies, and where the effective field appearing in those laws is sourcefree. This is a relatively straightforward generalization of existing $d=4$ results on relativistic motion in generic spacetimes [10]. It may also be viewed as a generalization of the well-known statement that massive bodies interacting via Newtonian gravity or electrostatics satisfy laws of motion which involve only source-free external fields.

The odd-dimensional case is different. One of our main results is the identification of an odd-dimensional propagator, namely (29), which satisfies the four constraints given in Section II D 1. This propagator is quite different from its even-dimensional Detweiler-Whiting counterpart; it is not a Green function or even a more general parametrix for Maxwell's equations. The effective field which appears in the laws of motion may thus fail to satisfy the source-free Maxwell equations when $d$ is odd. This difference is reasonably subtle at lower multipole orders. However, it may be qualitatively important when higher-order extended-body effects become significant: In that context, all components of a body's multipole moments may affect its motion, rather than only their (more familiar) trace-free components.

Another interesting feature of the odd-dimensional effective fields identified here is that in a point-particle limit, the map which translates the physical field into the effective field appears to turn into a kind of dimensional regularization procedure. This procedure arises as the limit of a map which is generically non-singular, makes no symmetry assumptions, and applies in a single spacetime with fixed integer dimension. A better understanding of this link may provide an improved understanding of dimensional regularization more generally.

Regardless, whether in even numbers of dimensions or odd, our formalism can be applied together with point particle limits to generate explicit laws of motion. We do so in Section III, restricting to flat spacetimes for simplicity. Assuming retarded boundary conditions, we provide the general prescription for all dimensions $d \geq 3$, and apply it in full to find leading-order point-particle selfforces for $d=3,4,5,6,8$, and leading-order self-torques for $d=3,4,5$. Our explicit self-forces agree with existing results in the literature when $d=4,6,8$, although for $d \neq 4$, our approach is more systematic and includes microscopic definitions which were previously lacking. The odd-dimensional cases are different, and we identify sig-
nificant problems with most other proposals which have been suggested in that context.

Finally, Section IV analyzes solutions to the nonrelativistic limits of our $d=3$ and $d=5$ results. The particularly-slow decay of odd- $d$ fields-particularly in three dimensions-results in a very strong dependence on a charge's past history: It follows from (62) that the selfforce acting on a particle in $2+1$ dimensional Minkowski spacetime depends on the past history of its jerk $\dddot{\gamma}(\tau)$, with a weighting factor which grows logarithmically in the increasingly-distant past.

Some physical consequences of this can be illustrated by considering a charge which is briefly kicked by an externally-imposed electric field in a $d=3$ Minkowski spacetime. If this external field is Gaussian, one sees from Figure 1 that self-interaction causes the peak of the net force to arrive before the peak of the applied force. Despite appearances, this effect is causal. Moreover, for any external force - whether Gaussian or not-we show that if a charge is stationary for all time before an external field is applied, the slowly-decaying remnant of its self-field causes that charge to asymptotically return to rest at late times. The slow decay of the self-field a body produces while it is initially at rest in three spacetime dimensions thus provides a preferred, dynamicallyproduced rest frame which persists and remains significant even in the distant future.

We note that although this paper has focused on the motion of bodies coupled to electromagnetic fields, our analysis extends straightforwardly for other types of interactions. For example, our odd-dimensional electromagnetic propagator (29) is replaced by

$$
\begin{equation*}
G_{\text {odd }}=\frac{(-1)^{\frac{1}{2}-\lambda_{d}} U}{2 \pi} \lim _{\lambda \rightarrow \lambda_{d}} \ell^{2 \lambda} \frac{\partial}{\partial \lambda}\left[\left(2 \sigma / \ell^{2}\right)^{\lambda} \Theta(\sigma)\right], \tag{121}
\end{equation*}
$$

for a body coupled to a Klein-Gordon field in an odddimensional spacetime, where $U$ is a smooth biscalar which also appears in the retarded Green function. Furthermore, point-particle scalar fields can be obtained directly from our electromagnetic vector potentials by replacing the $W_{a}(x, \tau ; \lambda)$ given by (D5) with

$$
\begin{equation*}
W(x, \tau ; \lambda)=\frac{q(\tau)}{\alpha_{d}} U(x, \gamma(\tau)) \Sigma^{\lambda}(x, \tau) \tag{122}
\end{equation*}
$$

We note as well that our methods generalize almost as easily for bodies coupled to (at least the linearized) $d$ dimensional Einstein equation.

As a simple application in the scalar setting, we note that masses can vary here even at monopole order, and that charges which source Klein-Gordon fields are not necessarily conserved. If an initially-uncharged body rapidly acquires a net charge $q_{\infty}$ around $\tau=\tau_{0}$, our equations show that the mass "evaporates" according to

$$
\begin{equation*}
\hat{m}(\tau)-\hat{m}\left(\tau^{\prime}\right)=q_{\infty}^{2} \ln \left(\frac{\tau^{\prime}-\tau_{0}}{\tau-\tau_{0}}\right) \tag{123}
\end{equation*}
$$

for a stationary particle in a $d=3$ Minkowski spacetime, where $\tau, \tau^{\prime} \gg \tau_{0}$. Accounting for differences in numerical conventions, this matches an earlier result [50] obtained using different methods. It is also conceptually similar to the scalar charge evaporation found for freely-falling charges in $d=4$ de Sitter spacetimes [51].

Whether in electromagnetic or other contexts, there are various directions in which the results presented in this paper may be extended or applied. One possibility would be to relax our assumptions regarding retarded boundary conditions and trivial topology. Some discussion of motion in topologically-nontrivial spacetimes has already been given [52], although mainly in cases where the formally-divergent portion of the point-particle self-field could be clearly seen not to contribute to the self-force. The formalism developed here lays the groundwork for extending these kinds of results for generic types of motion: All of the formalism developed in Section II holds regardless of boundary or initial conditions, or topology, and the $S$-fields given by (C2) and (53) are similarly-agnostic to these features. If a physical field $F_{a b}$ can be computed in some physical system-whether by numerical, perturbative, or other methods - the $S$-fields given here can be used to straightforwardly determine the force. One motivation for such generalizations is the potential for connecting this work with the behavior of certain lower-dimensional condensed matter systems, systems which are often characterized by nontrivial boundary conditions or topology. Moreover, experimental work in pilot-wave hydrodynamics [20] suggests-although the mathematics applicable there is not precisely analogous to ours-that self-interaction problems in two spatial dimensions can have very rich and surprising behaviors in the presence of nontrivial boundary conditions.
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## Appendix A: Propagators and Hadamard series

This appendix explains how to determine the bitensors which appear in the even-dimensional Detweiler-Whiting Green functions $G_{a a^{\prime}}^{\mathrm{DW}}$ with the form (22), and also in the odd-dimensional propagators $G_{a a^{\prime}}^{\text {odd }}$ given by (29). In both cases, it is convenient to introduce the van Vleck determinant $\Delta\left(x, x^{\prime}\right)$, which is a symmetric biscalar satisfying [11, 19]

$$
\begin{equation*}
\sigma^{a} \nabla_{a} \ln \Delta=d-\nabla^{a} \nabla_{a} \sigma \tag{A1}
\end{equation*}
$$

and also $\Delta(x, x)=1$. In general, $\sigma^{a} \equiv \nabla^{a} \sigma\left(x, x^{\prime}\right)$ lies tangent to the geodesic which passes through $x$ and $x^{\prime}$, so (A1) may be viewed as a first-order ordinary differential equation for $\Delta\left(x, x^{\prime}\right)$ along that geodesic. If Synge's function is known, $d-\nabla^{a} \nabla_{a} \sigma$ is easily computed and the solution can be written as an explicit integral along that
geodesic. Integral solutions for this and similar "transport equations" may be found in, e.g., Appendix B of [19].

## 1. Even-dimensional propagators

The even-dimensional Detweiler-Whiting Green function $G_{a a^{\prime}}^{\mathrm{DW}}$ involves two bitensors, $U_{a a^{\prime}}$ and $V_{a a^{\prime}}$. Substituting its form (22) into (19) shows that these must satisfy

$$
\begin{array}{r}
0=\left[2 \sigma^{b} \nabla_{b} U_{a a^{\prime}}+\left(\nabla^{b} \nabla_{b} \sigma-d\right) U_{a a^{\prime}}\right] \delta^{(d / 2-1)}(\sigma) \\
+\left[\nabla^{b} \nabla_{b} U_{a a^{\prime}}-R_{a}{ }^{b} U_{b a^{\prime}}\right] \delta^{(d / 2-2)}(\sigma) \\
+\left[2 \sigma^{b} \nabla_{b} V_{a a^{\prime}}+\left(\nabla^{b} \nabla_{b} \sigma-2\right) V_{a a^{\prime}}\right] \delta(\sigma) \\
+\left[\nabla^{b} \nabla_{b} V_{a a^{\prime}}-R_{a}{ }^{b} V_{b a^{\prime}}\right] \Theta(\sigma) \tag{A2}
\end{array}
$$

when $x \neq x^{\prime}$, and also

$$
\begin{equation*}
\lim _{x^{\prime} \rightarrow x} U_{a b^{\prime}}\left(x, x^{\prime}\right)=\alpha_{d} g_{a b} \tag{A3}
\end{equation*}
$$

where $\alpha_{d}$ is given by (24). The first three lines restrict $U_{a a^{\prime}}$ and $V_{a a^{\prime}}$ on the $\sigma=0$ light cones, while the last requires that $V_{a a^{\prime}}$ satisfy the homogeneous Maxwell equation

$$
\begin{equation*}
\nabla^{b} \nabla_{b} V_{a a^{\prime}}-R_{a}{ }^{b} V_{b a^{\prime}}=0 \tag{A4}
\end{equation*}
$$

at least when $\sigma>0$. We note that the bitensors determined by these equations also arise in the retarded and advanced Green functions, via

$$
\begin{equation*}
G_{a a^{\prime}}^{\mathrm{ret}, \mathrm{adv}}=\left[U_{a a^{\prime}} \delta^{(d / 2-2)}(\sigma)-V_{a a^{\prime}} \Theta(-\sigma)\right]_{\mathrm{ret}, \mathrm{adv}} \tag{A5}
\end{equation*}
$$

although they may be evaluated at different locations here than in $G_{a a^{\prime}}^{\mathrm{DW}}$.

In order to complete the solution to (A2), it is first convenient to factor out the square root of the van Vleck determinant and to expand in the Hadamard series

$$
\begin{equation*}
U_{a a^{\prime}}=\Delta^{1 / 2} \sum_{n=0}^{d / 2-2} \frac{\sigma^{n}}{n!} \mathrm{U}_{a a^{\prime}}^{\{n\}} \tag{A6}
\end{equation*}
$$

Note that this is not a Taylor expansion; the "coefficients" $\mathrm{U}_{a a^{\prime}}^{\{n\}}$ may be nontrivial functions of $x$ and $x^{\prime}$. Regardless, using (A1) and the identity

$$
\begin{equation*}
\sigma^{n} \delta^{(p)}(\sigma)=\frac{(-1)^{n} p!}{(p-n)!} \delta^{(p-n)}(\sigma) \tag{A7}
\end{equation*}
$$

while setting to zero explicitly-equal numbers of derivatives of $\delta(\sigma)$, we find that

$$
\begin{equation*}
\mathrm{U}_{a a^{\prime}}^{\{0\}}=\alpha_{d} g_{a a^{\prime}} \tag{A8}
\end{equation*}
$$

and that for all $n \in\{1, \ldots, d / 2-2\}$,

$$
\begin{align*}
& \left(\sigma^{b} \nabla_{b}+n\right) \mathrm{U}_{a a^{\prime}}^{\{n\}}=\frac{n}{d-2-2 n} \\
& \quad \times\left[\Delta^{-1 / 2} \nabla^{b} \nabla_{b}\left(\Delta^{1 / 2} \mathrm{U}_{a a^{\prime}}^{\{n-1\}}\right)-R_{a}{ }^{b} \mathrm{U}_{b a^{\prime}}^{\{n-1\}}\right] \tag{A9}
\end{align*}
$$

These constitute a tower of transport equations for each $\mathrm{U}_{a a^{\prime}}^{\{n\}}$ in terms of $\mathrm{U}_{a a^{\prime}}^{\{n-1\}}$. The lone nonsingular solutions to these differential equations are the physical ones. They guarantee that the first two lines of (A2) vanish.

The last line of that equation vanishes by (A4), while the third can be eliminated by imposing the "boundary condition"

$$
\begin{align*}
& {\left[\sigma^{b} \nabla_{b}+(d / 2-1)\right]\left(\Delta^{-1 / 2} V_{a a^{\prime}}\right)=\frac{(-1)^{d / 2-1}}{2}} \\
& \quad \times\left[\Delta^{-1 / 2} \nabla^{b} \nabla_{b}\left(\Delta^{1 / 2} U_{a a^{\prime}}^{\{d / 2-2\}}\right)-R_{a}{ }^{b} \mathrm{U}_{b a^{\prime}}^{\{d / 2-2\}}\right] \tag{A10}
\end{align*}
$$

on $V_{a a^{\prime}}$ when its arguments are null-separated. Eqs. (A4), (A8), (A9), and (A10) together provide a complete solution to (A2), and thus a complete determination of $U_{a a^{\prime}}$ and $V_{a a^{\prime}}$.

Note that unlike when finding these bitensors for the retarded or advanced Green functions, solving (A4) with boundary data (A10) constitutes a peculiar type of "exterior" characteristic problem: Data is specified on the past and future light cones and we seek a solution to the wave equation outside of those light cones. Although the general mathematical status of such problems is not particularly clear, a Hadamard-like series analogous to (A6) can be developed for $V_{a a^{\prime}}$, resulting in an infinite tower of transport equations for the Hadamard coefficients $\mathrm{V}_{a a^{\prime}}^{\{n\}}$. We assume $V_{a a^{\prime}}$ to be specified in this sense, and that the resulting series is well-behaved. In fact, it can be acceptable to use Detweiler-Whiting propagator in which the Hadamard series for $V_{a a^{\prime}}$ is truncated at some finite order. Forces and torques due to the associated effective field would be slightly altered by this truncation, although that would be due to them describing rates of change of slightly different quantities; such propagators still generate correct and useful laws of motion.

It is clear from this discussion that since each Hadamard coefficient $\mathrm{U}_{a a^{\prime}}^{\{n\}}$ or $\mathrm{V}_{a a^{\prime}}^{\{n\}}$ can be written as a line integral along the geodesic segment which connects its arguments, it can depend on the geometry only on that geodesic. This establishes that each coefficient is quasilocal in the sense of Axiom 3 in Section IID 1. The world function and the van Vleck determinant are similarly quasilocal, so this description holds for $G_{a a^{\prime}}^{\mathrm{DW}}$ as a whole.

Note as well that each of the Hadamard coefficients is symmetric, so

$$
\begin{equation*}
U_{a a^{\prime}}\left(x, x^{\prime}\right)=U_{a^{\prime} a}\left(x^{\prime}, x\right), \quad V_{a a^{\prime}}\left(x, x^{\prime}\right)=V_{a^{\prime} a}\left(x^{\prime}, x\right) \tag{A11}
\end{equation*}
$$

This may be argued in various ways. Most simply, the self-adjointness of the differential operator $\delta_{a}^{b} \nabla^{c} \nabla_{c}-R^{b}{ }_{a}$, Stokes' theorem, and the causal properties of the advanced and retarded Green functions imply that $G_{a a^{\prime}}^{\mathrm{ret}}=$ $G_{a^{\prime} a}^{\text {adv }}$. Eq. (A5) thus implies (A11), at least for null and timelike-separated points. Symmetry of the DetweilerWhiting Green function merely requires that this property extend also to spacelike-separated points. Such an
extension is argued to be valid in Section 6.4 of [37]; see also [53].

## 2. Odd-dimensional propagators

The bitensor $U_{a a^{\prime}}$ which appears in our odddimensional propagator $G_{a a^{\prime}}^{\text {odd }}$ is the same as the one which appears in the retarded and advanced Green functions associated with (19). It may be found by factoring out the van Vleck determinant and expanding in the Hadamard series

$$
\begin{equation*}
U_{a a^{\prime}}=\Delta^{1 / 2} \sum_{n=0}^{\infty} \frac{\sigma^{n}}{n!} U_{a a^{\prime}}^{\{n\}} \tag{A12}
\end{equation*}
$$

Unlike its even-dimensional analog (A6), the sum here does not necessarily terminate at finite $n$. Nevertheless, the zeroth term in the series is again given by (A8), although the odd-dimensional $\alpha_{d}$ is now computed using (28) instead of (24). Substituting this and (27) into (19), the higher-order Hadamard coefficients $U_{a a^{\prime}}^{\{n\}}$ may be shown to be the nonsingular solutions to the same transport equations (A9) which determine the evendimensional Hadamard coefficients. The $U_{a a^{\prime}}$ appearing here is again symmetric and quasilocally dependent on the metric, by the same arguments as in the evendimensional case.

Also note that again, there is no obstacle to working instead with a somewhat-different propagator whose Hadamard series is truncated at finite $n$.

## Appendix B: Expansion methods and coincidence limits

We now collect various expansion methods and results relevant to the point-particle fields computed in Appendices C and D .

Many of these expansions involve $\sigma(x, \gamma(\tau))$, Synge's world function specialized to cases in which one argument is evaluated at a specific proper time on a given timelike worldline $\Gamma$. This is assumed to be a smooth function of $x$ and $\tau$, at least if $g_{a b}$ and $\Gamma$ are themselves smooth and $x$ and $\gamma(\tau)$ are sufficiently close. More precisely, we suppose that these points always lie within a convex normal neighborhood. Then, if $\tau$ is varied while $x$ is held fixed near (but not on) $\Gamma$, there exist exactly two "nearby" zeros. We call the larger of these the advanced time $\tau_{+}(x)$ and the smaller the retarded time $\tau_{-}(x)$. While it is possible to approximate these times in terms of some given coordinate system, we have no need to do so. Instead, we note that Synge's function must factorize via

$$
\begin{equation*}
2 \sigma(x, \gamma(\tau))=\left[\tau_{+}(x)-\tau\right]\left[\tau-\tau_{-}(x)\right] \Sigma(x, \tau) \tag{B1}
\end{equation*}
$$

where $\Sigma(x, \tau)$ is assumed to be positive and smooth in all regions of interest. For an inertial worldline in flat spacetime, $\Sigma(x, \tau)=1$. More generally, everything we need is
encoded in the various derivatives of $\Sigma(x, \tau)$ evaluated using coincidence limits in which $x \rightarrow \gamma(\tau)$.

It is convenient to also use the retarded and advanced times to introduce the "radar time"

$$
\begin{equation*}
\bar{\tau}(x) \equiv \frac{1}{2}\left[\tau_{+}(x)+\tau_{-}(x)\right], \tag{B2}
\end{equation*}
$$

and the "radar distance"

$$
\begin{equation*}
r(x) \equiv \frac{1}{2}\left[\tau_{+}(x)-\tau_{-}(x)\right], \tag{B3}
\end{equation*}
$$

associated with points $x$ near $\Gamma$. In terms of these functions, (B1) may be rearranged to read $2 \sigma / \Sigma=r^{2}-(\tau-$ $\bar{\tau})^{2}$, from which it follows that

$$
\begin{equation*}
\bar{\tau}=\tau+\frac{\partial}{\partial \tau}\left(\frac{\sigma}{\Sigma}\right), \quad r^{2}=\frac{2 \sigma}{\Sigma}+\left[\frac{\partial}{\partial \tau}\left(\frac{\sigma}{\Sigma}\right)\right]^{2} \tag{B4}
\end{equation*}
$$

These expressions imply that if $\sigma / \Sigma$ is smooth, so are $\bar{\tau}$ and $r^{2}$.

Now solve (B1) for $\Sigma(x, \tau)$ and consider the substitution $x=\gamma\left(\tau^{\prime}\right)$, in which case $\tau_{+}=\tau_{-}=\tau^{\prime}$ :

$$
\begin{equation*}
\Sigma\left(\gamma\left(\tau^{\prime}\right), \tau\right)=-\frac{2 \sigma\left(\gamma\left(\tau^{\prime}\right), \gamma(\tau)\right)}{\left(\tau^{\prime}-\tau\right)^{2}} \tag{B5}
\end{equation*}
$$

Coincidence limits for the left-hand side or its derivatives follow by evaluating the right-hand side or its derivatives as $\tau^{\prime} \rightarrow \tau$, using well-known coincidence limits for the derivatives of Synge's function. For example, applying L'Hôpital's rule twice gives

$$
\begin{equation*}
\Sigma(\gamma(\tau), \tau)=-\lim _{\tau^{\prime} \rightarrow \tau} \dot{\gamma}^{a^{\prime}} \dot{\gamma}^{b^{\prime}} \nabla_{a^{\prime}} \nabla_{b^{\prime}} \sigma \tag{B6}
\end{equation*}
$$

where we have used the vanishing coincidence limits of $\sigma$ and $\nabla_{a^{\prime}} \sigma$. Further applying

$$
\begin{equation*}
\lim _{x^{\prime} \rightarrow x} \nabla_{a^{\prime}} \nabla_{b^{\prime}} \sigma\left(x, x^{\prime}\right)=g_{a b} \tag{B7}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\Sigma(\gamma(\tau), \tau)=1 \tag{B8}
\end{equation*}
$$

Supplementing (B7) by, e.g.,

$$
\begin{equation*}
\lim _{x^{\prime} \rightarrow x} \nabla_{a^{\prime}} \nabla_{b} \sigma\left(x, x^{\prime}\right)=-g_{a b} \tag{B9}
\end{equation*}
$$

coincidence limits of $\tau$-derivatives of $\Sigma(x, \tau)$ may be derived similarly. If we specialize to flat spacetime, in which third and higher derivatives of $\sigma$ vanish, it may be shown that

$$
\begin{gather*}
\dot{\Sigma}=0, \quad \ddot{\Sigma}=\frac{1}{6}|\ddot{\gamma}|^{2}, \quad \dddot{\Sigma}=\frac{1}{2}(\ddot{\gamma} \cdot \dddot{\gamma}) \\
\Sigma^{(4)}=\frac{1}{15}\left(8|\dddot{\gamma}|^{2}+9 \ddot{\gamma} \cdot \gamma^{(4)}\right) \\
\Sigma^{(5)}=\frac{1}{3}\left(2 \ddot{\gamma} \cdot \gamma^{(5)}+5 \dddot{\gamma} \cdot \gamma^{(4)}\right)  \tag{B10}\\
\Sigma^{(6)}=\frac{1}{28}\left(20 \ddot{\gamma} \cdot \gamma^{(6)}+64 \dddot{\gamma} \cdot \gamma^{(5)}+45\left|\gamma^{(4)}\right|^{2}\right),
\end{gather*}
$$

when $x=\gamma(\tau)$.
We also need coincidence limits for $\nabla_{a} \Sigma(x, \tau)$ and its $\tau$ derivatives. First note that differentiating (B1) with respect to $x$ and rearranging using (B2) and (B3) implies that

$$
\begin{equation*}
\nabla_{a} \Sigma\left(x, \tau^{\prime}\right)=\frac{2 \nabla_{a} \sigma+\nabla_{a}\left[\left(\bar{\tau}-\tau^{\prime}\right)^{2}-r^{2}\right] \Sigma}{\left(\tau_{+}-\tau^{\prime}\right)\left(\tau^{\prime}-\tau_{-}\right)} \tag{B11}
\end{equation*}
$$

where we have added a prime to the second argument for later convenience. Noting that

$$
\begin{equation*}
\nabla_{a} \bar{\tau}(\gamma(\tau))=-\dot{\gamma}_{a}(\tau), \quad \nabla_{a} r^{2}(\gamma(\tau))=0 \tag{B12}
\end{equation*}
$$

substituting $x=\gamma(\tau)$ into (B11) gives

$$
\begin{align*}
\nabla_{a} \Sigma\left(\gamma(\tau), \tau^{\prime}\right)= & -\frac{2}{\left(\tau^{\prime}-\tau\right)^{2}}\left[\nabla_{a} \sigma\left(\gamma(\tau), \gamma\left(\tau^{\prime}\right)\right)\right. \\
& \left.+\left(\tau^{\prime}-\tau\right) \dot{\gamma}_{a}(\tau) \Sigma\left(\gamma(\tau), \tau^{\prime}\right)\right] \tag{B13}
\end{align*}
$$

Repeatedly applying L'Hôpital's rule to this expression again allows us to evaluate coincidence limits $\tau^{\prime} \rightarrow \tau$ for $\nabla_{a} \Sigma\left(\gamma(\tau), \tau^{\prime}\right)$ and its $\tau$-derivatives. Specializing to flat spacetime while using (B10), the first few such limits are

$$
\begin{gather*}
\nabla_{a} \Sigma=\ddot{\gamma}_{a}, \quad \nabla_{a} \dot{\Sigma}=\frac{1}{6}\left(2 \dddot{\gamma}{ }_{a}-|\ddot{\gamma}|^{2} \dot{\gamma}_{a}\right), \\
\nabla_{a} \ddot{\Sigma}=\frac{1}{6}\left[\gamma_{a}^{(4)}-2(\ddot{\gamma} \cdot \dddot{\gamma}) \dot{\gamma}_{a}\right], \\
\nabla_{a} \dddot{\Sigma}=\frac{1}{30}\left[3 \gamma_{a}^{(5)}-\left(8|\dddot{\gamma}|^{2}+9 \ddot{\gamma} \cdot \gamma^{(4)}\right) \dot{\gamma}_{a}\right] \\
\nabla_{a} \Sigma^{(4)}=\frac{1}{15}\left[\gamma_{a}^{(6)}-2\left(2 \ddot{\gamma} \cdot \gamma^{(5)}+5 \dddot{\gamma} \cdot \gamma^{(4)}\right) \dot{\gamma}_{a}\right] \\
\nabla_{a} \Sigma^{(5)}=\frac{1}{84}\left[4 \gamma_{a}^{(7)}-\left(20 \ddot{\gamma} \cdot \gamma^{(6)}+64 \dddot{\gamma} \cdot \gamma^{(5)}\right.\right. \\
\left.\left.+45\left|\gamma^{(4)}\right|^{2}\right) \dot{\gamma}_{a}\right] \tag{B14}
\end{gather*}
$$

Point-particle electromagnetic fields in odd numbers of dimensions are expressed below in terms of coincidence limits of $W_{a}^{\{n\}}(x ; \lambda)$ and its derivatives, functions defined by (D5) and (D7). However, we specialize here to flat spacetime, in which case the first of these equations is replaced by (54). Recalling that $\nabla_{b} g_{a a^{\prime}}=\nabla_{b^{\prime}} g_{a a^{\prime}}=0$ in Minkowski spacetimes, the $W_{a}^{\{n\}}(x ; \lambda)$ can depend only on the particle's worldline and on $\Sigma(x, \tau)$. Using (B10) and (B14), the first coincidence limits in flat spacetime may be shown to be

$$
\begin{gather*}
W_{a}^{\{0\}}=q \dot{\gamma}_{a}, \quad W_{a}^{\{1\}}=q \ddot{\gamma}_{a} \\
W_{a}^{\{2\}}=q\left(\dddot{\gamma}_{a}+\frac{\lambda}{6}|\ddot{\gamma}|^{2} \dot{\gamma}_{a}\right)  \tag{B15}\\
W_{a}^{\{3\}}=q\left[\gamma_{a}^{(4)}+\frac{\lambda}{2}\left(|\ddot{\gamma}|^{2} \ddot{\gamma}_{a}+(\ddot{\gamma} \cdot \dddot{\gamma}) \dot{\gamma}_{a}\right)\right],
\end{gather*}
$$

and

$$
\begin{gather*}
\nabla_{[a} W_{b]}^{\{0\}}=-q(1+\lambda) \dot{\gamma}_{[a} \ddot{\gamma}_{b]}, \\
\nabla_{[a} W_{b]}^{\{1\}}=-q\left(1+\frac{1}{3} \lambda\right) \dot{\gamma}_{[a} \dddot{\gamma}_{b]}, \\
\nabla_{[a} W_{b]}^{\{2\}}=\frac{1}{6} q\left[2 \lambda \ddot{\gamma}_{[a} \dddot{\gamma}_{b]}-\lambda(4+\lambda) \mid \ddot{\gamma}^{2} \dot{\gamma}_{[a} \ddot{\gamma}_{b]}\right.  \tag{B16}\\
\left.-(6+\lambda) \dot{\gamma}_{[a} \gamma_{b]}^{(4)}\right] .
\end{gather*}
$$

## Appendix C: Point-particle fields in even dimensions

This appendix computes various electromagnetic fields associated with monopole point charges in potentiallycurved spacetimes for which $d \geq 4$ is even. We start by evaluating the vector potential (18) for the $S$-field associated with the point-particle current (44). Identify$\operatorname{ing} G_{a a^{\prime}}$ with the Detweiler-Whiting Green function (22), this is more explicitly

$$
\begin{align*}
A_{a}^{\mathrm{S}}(x) & =\frac{q}{2} \int\left[U_{a a^{\prime}}(x, \gamma(\tau)) \delta^{(d / 2-2)}(\sigma(x, \gamma(\tau)))\right. \\
& \left.+V_{a a^{\prime}}(x, \gamma(\tau)) \Theta(-\sigma(x, \gamma(\tau)))\right] \dot{\gamma}^{a^{\prime}}(\tau) d \tau \tag{C1}
\end{align*}
$$

The range of $\tau$ values over which this integration is to performed are to be understood as restricted to a normal neighborhood of $x$, in which case the only relevant zeros of $\sigma(x, \gamma(\tau))$ are, for fixed $x$, at $\tau=\tau_{ \pm}(x)$ [cf. (B1)]. Hence,

$$
\begin{align*}
& A_{a}^{\mathrm{S}}=\frac{q}{2}\left[\sum_{\tau \in\left\{\tau_{ \pm}\right\}} \frac{1}{|\dot{\sigma}|}\left(-\frac{\partial}{\partial \tau} \frac{1}{\dot{\sigma}}\right)^{d / 2-2} U_{a a^{\prime}} \dot{\gamma}^{a^{\prime}}\right. \\
&\left.+\int_{\tau_{-}}^{\tau_{+}} V_{a a^{\prime}} \dot{\gamma}^{a^{\prime}} d \tau\right] \tag{C2}
\end{align*}
$$

where $\dot{\sigma}=\partial \sigma(x, \gamma(\tau)) / \partial \tau$ and the sum denotes that one is to substitute $\tau=\tau_{+}$and then add to that the same expression evaluated at $\tau=\tau_{-}$. While other null geodesics may exist between the particle's worldline and $x$, it is only the "closest two" which are included in this expression.

The retarded Green function may be shown to have to have the form (A5) at least within a normal neighborhood, so the retarded vector potential is

$$
\begin{align*}
A_{a}^{\mathrm{ret}}=q\left[\frac{1}{|\dot{\sigma}|}( \right. & \left.-\frac{\partial}{\partial \tau} \frac{1}{\dot{\sigma}}\right)\left.^{d / 2-2} U_{a a^{\prime}} \dot{\gamma}^{a^{\prime}}\right|_{\tau=\tau_{-}} \\
& \left.+\lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{\tau_{-}-\epsilon} G_{a a^{\prime}}^{\mathrm{ret}} \dot{\gamma}^{a^{\prime}} d \tau\right] \tag{C3}
\end{align*}
$$

The Green function in the second line here is left as-is to allow for integrations beyond the normal neighborhood, in which case the Hadamard form (A5) can fail to remain valid.

If the full electromagnetic field $F_{a b}$ is identified with the retarded field $F_{a b}^{\mathrm{ret}}=2 \nabla_{[a} A_{b]}^{\mathrm{ret}}$, it follows from (17) that $\hat{F}_{a b}=2 \nabla_{[a}\left(A_{b]}^{\text {ret }}-A_{b]}^{\mathrm{S}}\right)$. In Minkowski spacetime, this is equivalent to what is often called the radiative field, one-half of the retarded minus advanced fields. In more general spacetimes, a vector potential for $\hat{F}_{a b}$ with retarded boundary conditions may be written as the difference between (C3) and (C2):

$$
\begin{align*}
\hat{A}_{a} & =q\left[\left.\frac{1}{2|\dot{\sigma}|}\left(-\frac{\partial}{\partial \tau} \frac{1}{\dot{\sigma}}\right)^{d / 2-2} U_{a a^{\prime}} \dot{\gamma}^{a^{\prime}}\right|_{\tau=\tau_{+}} ^{\tau=\tau_{-}}\right. \\
& \left.-\frac{1}{2} \int_{\tau_{-}}^{\tau_{+}} V_{a a^{\prime}} \dot{\gamma}^{a^{\prime}} d \tau+\lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{\tau_{-}-\epsilon} G_{a a^{\prime}}^{\mathrm{ret}} \dot{\gamma}^{a^{\prime}} d \tau\right] \tag{C4}
\end{align*}
$$

Although it is not obvious from this expression, the effective field is finite, and indeed smooth, even on the worldline, essentially because it satisfies the source-free Maxwell equations.

## Appendix D: Point-particle fields in odd dimensions

We now compute point-particle fields in odd numbers of dimensions. Section D1 starts by obtaining a vector potential $A_{a}^{\mathrm{S}}$ for the $S$-field $F_{a b}^{\mathrm{S}}$ associated with the pointparticle current (44), identifying the propagator $G_{a a^{\prime}}$ by which these fields are defined with the $G_{a a^{\prime}}^{\text {odd }}$ given in (30). The final result, summarized by (53), is a series involving the radar distance $r$ away from the particle's worldline $\Gamma$ [as defined by (B3)]. This series involves positive and negative powers of $r, \ln r$, and coefficients which can depend smoothly on $x$.

Next, the point-particle retarded field $A_{a}^{\text {ret }}(x)$ is computed in Section D 2, again as a series involving $r$. Both the retarded and $S$ fields diverge on $\Gamma$, although we show in Section D 3 that their difference is smooth. This last result essentially constitutes our verification that Axiom 4 of Section II D 1 is satisfied by $G_{a a^{\prime}}^{\mathrm{odd}}$.

## 1. The $S$-field

The point-particle $S$-field vector potential may be found by evaluating (18) with $G_{a a^{\prime}}=G_{a a^{\prime}}^{\text {odd }}$ and $J^{a}=J_{\mathrm{pp}}^{a}$. Given the form (29) for $G_{a a^{\prime}}^{\text {odd }}$, it is useful to introduce the auxiliary family of propagators

$$
\begin{equation*}
\tilde{G}_{a a^{\prime}}\left(x, x^{\prime} ; \lambda\right) \equiv U_{a a^{\prime}}\left(x, x^{\prime}\right)\left[2 \sigma\left(x, x^{\prime}\right)\right]^{\lambda} \Theta\left(\sigma\left(x, x^{\prime}\right)\right) \tag{D1}
\end{equation*}
$$

and the associated point-particle fields

$$
\begin{equation*}
\tilde{A}_{a}(x ; \lambda)=q \int_{\tau_{-}(x)}^{\tau_{+}(x)}[2 \sigma(x, \gamma(\tau))]^{\lambda} U_{a a^{\prime}}(x, \gamma(\tau)) \dot{\gamma}^{a^{\prime}}(\tau) d \tau \tag{D2}
\end{equation*}
$$

Once this potential is known, the point-particle $S$-field follows from

$$
\begin{equation*}
A_{a}^{\mathrm{S}}=\frac{(-1)^{\frac{1}{2}-\lambda_{d}}}{2 \pi} \lim _{\lambda \rightarrow \lambda_{d}} \ell^{2 \lambda} \frac{\partial}{\partial \lambda}\left(\ell^{-2 \lambda} \tilde{A}_{a}\right) \tag{D3}
\end{equation*}
$$

where $\ell>0$ is the arbitrary lengthscale used in the construction of $G_{a a^{\prime}}^{\text {odd }}$, the dimension-dependent number $\lambda_{d}$ is given by (25), and the limit implies an analytic continuation in $\lambda$.

A series expansion for $\tilde{A}_{a}$ may now be found by substituting the factorization (B1) for $\sigma$ into (D2). Doing so results in

$$
\left.\begin{array}{rl}
\tilde{A}_{a}(x ; \lambda)=\alpha_{d} \int_{\tau_{-}(x)}^{\tau_{+}(x)} d \tau\left[\tau_{+}(x)-\right. & \tau]^{\lambda}
\end{array}\left[\tau-\tau_{-}(x)\right]^{\lambda}\right] \text { } \times W_{a}(x, \tau ; \lambda), ~ \$
$$

where $\alpha_{d}$ is given by (28) and it convenient to define

$$
\begin{equation*}
W_{a}(x, \tau ; \lambda) \equiv \frac{q}{\alpha_{d}} U_{a a^{\prime}}(x, \gamma(\tau)) \dot{\gamma}^{a^{\prime}}(\tau) \Sigma^{\lambda}(x, \tau) \tag{D5}
\end{equation*}
$$

Expanding $W_{a}(x, \tau ; \lambda)$ about $\tau=\bar{\tau}(x)$ as defined in (B2), we find that

$$
\begin{equation*}
W_{a}(x, \tau ; \lambda)=\sum_{n=0}^{\infty} \frac{1}{n!}[\tau-\bar{\tau}(x)]^{n} W_{a}^{\{n\}}(x ; \lambda) \tag{D6}
\end{equation*}
$$

in terms of the coefficients

$$
\begin{equation*}
\left.W_{a}^{\{n\}}(x ; \lambda) \equiv \frac{\partial^{n}}{\partial \tau^{n}} W_{a}(x, \tau ; \lambda)\right|_{\tau=\bar{\tau}(x)} \tag{D7}
\end{equation*}
$$

Substituting these expressions into (D4) now yields

$$
\begin{align*}
\tilde{A}_{a}=2 \alpha_{d} \sum_{n=0}^{\infty} \frac{W_{a}^{\{2 n\}}}{(2 n)!} & \int_{\bar{\tau}}^{\tau_{+}} d \tau(\tau-\bar{\tau})^{2(n+\lambda)} \\
& \times\left[\left(\frac{r}{\tau-\bar{\tau}}\right)^{2}-1\right]^{\lambda} \tag{D8}
\end{align*}
$$

If $\lambda>-1$, the integral on the right-hand side is welldefined and

$$
\begin{equation*}
\tilde{A}_{a}=\alpha_{d} \sum_{n=0}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma(\lambda+1)}{(2 n)!\Gamma\left(n+\lambda+\frac{3}{2}\right)} W_{a}^{\{2 n\}} r^{1+2(n+\lambda)} \tag{D9}
\end{equation*}
$$

However, it follows from (25) that $\lambda_{d}<-1$ in five or more dimensions. The analytic continuation associated with the limit in (D3) nevertheless implies that the righthand side of (D9) remains valid as long as it may be analytically continued to $\lambda \rightarrow \lambda_{d}$.

Carrying out this continuation, $\Gamma\left(n+\lambda+\frac{3}{2}\right)$ diverges for all $n \leq \frac{1}{2}(d-5)$. Such terms therefore go to zero in the sum (D9) and

$$
\begin{align*}
\lim _{\lambda \rightarrow \lambda_{d}} \tilde{A}_{a}(x ; \lambda)=\alpha_{d} \sum_{n=\frac{1}{2}(d-3)}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma\left(2-\frac{1}{2} d\right)}{(2 n)!\Gamma\left(n+\frac{1}{2}(5-d)\right)} \\
\times W_{a}^{\{2 n\}}\left(x ; \lambda_{d}\right) r^{2 n-(d-3)} \tag{D10}
\end{align*}
$$

This depends only on non-negative even powers of $r(x)$ and on the smooth functions $W_{a}^{\{2 n\}}\left(x ; \lambda_{d}\right)$; the overall result is smooth near the particle's worldline.

Computing $A_{a}^{\mathrm{S}}$ requires not only $\tilde{A}_{a}$ continued to the appropriate value of $\lambda$, but also a continuation for the $\lambda$-derivative of that field. Differentiating (D9), one finds
that that is

$$
\begin{array}{r}
\partial_{\lambda} \tilde{A}_{a}=\alpha_{d} \sum_{n=0}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma(\lambda+1)}{(2 n)!\Gamma\left(n+\lambda+\frac{3}{2}\right)} r^{1+2(n+\lambda)}\left[\partial_{\lambda} W_{a}^{\{2 n\}}\right. \\
\left.+\left(H_{\lambda}-H_{n+\lambda+\frac{1}{2}}+2 \ln r\right) W_{a}^{\{2 n\}}\right] \tag{D11}
\end{array}
$$

for general values of $\lambda$, where $H_{\mu}$ denotes the $\mu$ th harmonic number. Taking the $\lambda \rightarrow \lambda_{d}$ limit here requires some care since the factor of $\Gamma\left(n+\lambda+\frac{3}{2}\right)$ in the denominator and the harmonic number $H_{n+\lambda+\frac{1}{2}}$ in the numerator both diverge in that limit, for all $n \leq \frac{1}{2}(d-5)$. What is important however is the limit of their ratio, which may be shown to be

$$
\begin{equation*}
\lim _{\lambda \rightarrow \lambda_{d}} \frac{H_{n+\lambda+\frac{1}{2}}}{\Gamma\left(n+\lambda+\frac{3}{2}\right)}=(-1)^{\frac{1}{2}(d-3)-n} \Gamma\left(\frac{1}{2}(d-3)-n\right) \tag{D12}
\end{equation*}
$$

for all $n \leq \frac{1}{2}(d-5)$. Hence,

$$
\begin{gather*}
\lim _{\lambda \rightarrow \lambda_{d}} \partial_{\lambda} \tilde{A}_{a}=\alpha_{d}\left\{\sum_{n=\frac{1}{2}(d-3)}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma\left(2-\frac{d}{2}\right)}{(2 n)!\Gamma\left(n+\frac{1}{2}(5-d)\right)}\left[\left(H_{1-\frac{d}{2}}-H_{n-\frac{1}{2}(d-3)}+2 \ln r\right) W_{a}^{\{2 n\}}+\partial_{\lambda} W_{a}^{\{2 n\}}\right] r^{2 n-(d-3)}\right. \\
\left.-(-1)^{\frac{1}{2}(d-3)} \sum_{n=0}^{\frac{1}{2}(d-5)} \frac{(-1)^{n} \Gamma\left(n+\frac{1}{2}\right) \Gamma\left(2-\frac{d}{2}\right) \Gamma\left(\frac{1}{2}(d-3)-n\right)}{(2 n)!} W_{a}^{\{2 n\}} r^{2 n-(d-3)}\right\} . \tag{D13}
\end{gather*}
$$

The full $S$-field is found by substituting this equation and (D10) into (D3). The result is (53) in the main text.

## 2. The retarded field

We now derive the retarded point-particle field, an expansion of which may be found using an integral analogous to (D8). Unfortunately, the relevant integration is no longer performed over the interval $\tau \in\left(\tau_{-}, \tau_{+}\right)$, but instead runs over all $\tau<\tau_{-}$. There are various reasons for which it is undesirable to attempt expansions over this infinite domain, so we initially consider integrals for the retarded vector potential which are truncated at some finite time $T<\tau_{-}$. We eventually find it convenient to let $T$ be only slightly less than $\tau_{-}$, although it may be viewed more generally for now.

Convolving the odd-dimensional retarded Green function (27) with the point-particle current density (44) while using the expansion coefficients defined by (D7),
the appropriate truncated field can be shown to be

$$
\begin{align*}
A_{a}^{T}=\alpha_{d} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} W_{a}^{\{n\}} & \int_{T}^{\tau_{-}} d \tau(\bar{\tau}-\tau)^{n+2 \lambda} \\
& \times\left[1-\left(\frac{r}{\bar{\tau}-\tau}\right)^{2}\right]^{\lambda} \tag{D14}
\end{align*}
$$

where we have omitted the implicit limit $\lambda \rightarrow \lambda_{d}$. From this, the full retarded field strength follows via

$$
\begin{equation*}
F_{a b}^{\mathrm{ret}}=2 \nabla_{[a} A_{b]}^{T}+2 q \int_{-\infty}^{T} \nabla_{[a} G_{b] b^{\prime}}^{\mathrm{ret}} \dot{\gamma}^{b^{\prime}} d \tau \tag{D15}
\end{equation*}
$$

We choose to consider $F_{a b}^{\mathrm{ret}}$ here instead of $A_{a}^{\mathrm{ret}}$ in order to avoid convergence problems when $d=3$.

Now, the truncated vector potential may be evaluated by applying the binomial theorem to expand the term in square brackets in (D14), giving

$$
\begin{align*}
A_{a}^{T}=\alpha_{d} \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} & \frac{(-1)^{n+k} \Gamma(1+\lambda)}{n!k!\Gamma(1+\lambda-k)} W_{a}^{\{n\}} r^{2 k} \\
& \times \int_{T}^{\bar{\tau}-r} d \tau(\bar{\tau}-\tau)^{n+2(\lambda-k)} \tag{D16}
\end{align*}
$$

Evaluating the $\lambda \rightarrow \lambda_{d}$ limit of this expression requires
some care. Omitting details, the result is that

$$
\begin{align*}
A_{a}^{T}=\alpha_{d}\{ & \sum_{n=0}^{\infty} \sum_{k \neq k_{n}}^{\infty} \frac{(-1)^{k+n} \Gamma\left(2-\frac{d}{2}\right)(\bar{\tau}-T)^{n+3-d-2 k} W_{a}^{\{n\}} r^{2 k}}{n!k!(n+3-d-2 k) \Gamma\left(2-\frac{d}{2}-k\right)}+\sum_{n=0}^{\frac{1}{2}(d-5)} \frac{\Gamma\left(2-\frac{d}{2}\right) \Gamma\left(\frac{1}{2}(d-3)-n\right) W_{a}^{\{2 n\}}}{2(2 n)!\Gamma\left(\frac{1}{2}-n\right) r^{(d-3)-2 n}} \\
& \left.-\sum_{n=\frac{1}{2}(d-3)}^{\infty} \frac{(-1)^{n+\frac{1}{2}(d-3)} \Gamma\left(2-\frac{d}{2}\right) r^{2 n+3-d}}{2(2 n)!\Gamma\left(\frac{1}{2}-n\right) \Gamma\left(n-\frac{1}{2}(d-5)\right)}\left[H_{-\frac{1}{2}-n}-H_{n-\frac{1}{2}(d-3)}+2 \ln \left(\frac{r}{\bar{\tau}-T}\right)\right] W_{a}^{\{2 p\}}\right\} \tag{D17}
\end{align*}
$$

where $k_{n} \equiv \frac{1}{2}[n-(d-3)]$. This can be substituted into (D15) to obtain the full (non-truncated) retarded field for a point particle in an odd-dimensional spacetime.

## 3. The effective field

Our final task in this appendix is to compute the point-particle effective field with retarded boundary conditions in odd dimensions. Defining the effective cut-off potential by $\hat{A}_{a}^{T} \equiv A_{a}^{T}-A_{a}^{S}$ and comparing (D17) with (53), all logarithms and negative powers of $r$ exactly cancel, leaving

$$
\begin{array}{r}
\hat{A}_{a}^{T}=\alpha_{d}\left\{\sum_{n=0}^{\infty} \sum_{k \neq k_{n}}^{\infty} \frac{(-1)^{k+n} \Gamma\left(2-\frac{d}{2}\right)(\bar{\tau}-T)^{n+3-d-2 k} W_{a}^{\{n\}} r^{2 k}}{n!k!(n+3-d-2 k) \Gamma\left(2-\frac{d}{2}-k\right)}+\sum_{n=\frac{1}{2}(d-3)}^{\infty} \frac{(-1)^{n+\frac{1}{2}(d-5)} \Gamma\left(2-\frac{d}{2}\right) r^{2 n-(d-3)}}{2(2 n)!\Gamma\left(\frac{1}{2}-n\right) \Gamma\left(n-\frac{1}{2}(d-5)\right)}\right. \\
\left.\times\left[\left(H_{-\frac{1}{2}-n}-H_{1-\frac{d}{2}}-2 \ln ((\bar{\tau}-T) / \ell)\right) W_{a}^{\{2 n\}}-\partial_{\lambda} W_{a}^{\{2 n\}}\right]\right\} \tag{D18}
\end{array}
$$

This depends on $x$ only via non-negative even powers of $r(x)$, the smooth coefficients $W_{a}^{\{n\}}\left(x ; \lambda_{d}\right)$, and $\bar{\tau}(x)$. Moreover, it follows from (17) and (D15) that the full effective field strength with retarded boundary conditions is

As long as the series in (D18) converge, any number of derivatives of the effective field exist, even on $\Gamma$, because $\bar{\tau}(x)-T \neq 0$ everywhere of interest and $\bar{\tau}(x)$ and $r^{2}(x)$ are smooth; see Appendix B.

Evaluating the leading-order self-force and self-torque acting on a point particle requires that we evaluate $\hat{F}_{a b}(x)$ on the particle's worldline, where $r \rightarrow 0$. Discarding terms in the truncated potential (D18) which are $\mathcal{O}\left(r^{2}\right)$, we find that

$$
\begin{equation*}
\hat{A}_{a}^{T}=\alpha_{d}\left\{\sum_{n \neq d-3}^{\infty} \frac{(T-\bar{\tau})^{n-(d-3)}}{n!(n+3-d)} W_{a}^{\{n\}}+\frac{1}{(d-3)!}\left[W_{a}^{\{d-3\}} \ln ((\bar{\tau}-T) / \ell)+\frac{1}{2} \partial_{\lambda} W_{a}^{\{d-3\}}\right]\right\} \tag{D20}
\end{equation*}
$$

Using this in (D19) and letting $r \rightarrow 0^{+}$, individual terms in the resulting expression for $\hat{F}_{a b}(\gamma(\tau))$ depend on the arbitrarily-chosen cutoff time $T$. Nevertheless, all such terms taken together cannot depend on $T$. We are therefore free to choose $T=\tau-\epsilon$ for some $\epsilon>0$, and then to take the limit $\epsilon \rightarrow 0^{+}$. Doing so eliminates the infinite sum in $n$, leaving only

$$
\begin{align*}
& \hat{F}_{a b}(\gamma(\tau))=2 \lim _{\epsilon \rightarrow 0^{+}}\left\{q \int_{-\infty}^{\tau-\epsilon} \nabla_{[a} G_{b] b^{\prime}}^{\mathrm{ret}} \dot{\gamma}^{b^{\prime}} d \tau^{\prime}-\alpha_{d}\left[\sum_{n=0}^{d-4} \frac{(-1)^{n}}{n!}\left(\frac{\nabla_{[a} W_{b]}^{\{n\}}}{d-3-n}+\frac{1}{\epsilon} \dot{\gamma}_{[a} W_{b]}^{\{n\}}\right) \frac{1}{\epsilon^{d-3-n}}\right.\right. \\
& \left.\left.\quad+\frac{1}{(d-3)!}\left(\frac{1}{\epsilon} \dot{\gamma}_{[a} W_{b]}^{\{d-3\}}-\nabla_{[a} W_{b]}^{\{d-3\}} \ln (\epsilon / \ell)-\frac{1}{2} \partial_{\lambda} \nabla_{[a} W_{b]}^{\{d-3\}}-\frac{1}{(d-2)} \dot{\gamma}_{[a} W_{b]}^{\{d-2\}}\right)\right]\right\} \tag{D21}
\end{align*}
$$

A version of this expression specialized to flat spacetime is given by (55) in the main text. In either form, the
coefficients $W_{a}^{\{n\}}(\gamma(\tau) ; \lambda)$ and $\nabla_{[a} W_{b]}^{\{n\}}(\gamma(\tau) ; \lambda)$ which appear here are to be evaluated in their coincidence limits, and it is implicit that $\lambda=\lambda_{d}=1-d / 2$. The first four undifferentiated and the first three differentiated coefficients of this kind are given explicitly in flat spacetime
by (B15) and (B16). These are sufficient to determine $\hat{F}_{a b}$ in full for $d=3$ and $d=5$. Higher-dimensional results follow by extending the limit calculations described in Appendix B.
[1] J. J. Thomson, Phil. Mag. 11, 229 (1881).
[2] M. Abraham, Ann. Phys. (Leipzig) 315, 105 (1902).
[3] H. A. Lorentz, The Theory of Electrons and its Applications to the Phenomena of Light and Radiant Heat, 2nd ed. (Teubner, Leipzig, 1915).
[4] P. A. M. Dirac, Proc. Roy. Soc. A 167, 148 (1938).
[5] B. S. DeWitt and R. W. Brehme, Ann. Phys. (N.Y.) 9, 220 (1960).
[6] R. J. Crowley and J. S. Nodvik, Ann. Phys. (N.Y.) 113, 98 (1978).
[7] H. Spohn, Dynamics of charged particles and their radiation field (Cambridge University Press, 2004).
[8] A. D. Yaghjian, Relativistic dynamics of a charged sphere (Springer, 2006).
[9] S. E. Gralla, A. I. Harte, and R. M. Wald, Phys. Rev. D80, 024031 (2009).
[10] A. I. Harte, Class. Quantum Grav. 26, 155015 (2009).
[11] E. Poisson, Living Rev. Relativ. 7, 6 (2004).
[12] A. I. Harte, in Equations of Motion in Relativistic Gravity, Fundamental Theories of Physics, Vol. 179, edited by D. Puetzfeld, C. Lämmerzahl, and B. Schutz (Springer, 2015) p. 327.
[13] A. Pound, in Equations of Motion in Relativistic Gravity, Fundamental Theories of Physics, Vol. 179, edited by D. Puetzfeld, C. Lämmerzahl, and B. Schutz (Springer, 2015) p. 399.
[14] B. Wardell, in Equations of Motion in Relativistic Gravity, Fundamental Theories of Physics, Vol. 179, edited by D. Puetzfeld, C. Lämmerzahl, and B. Schutz (Springer, 2015) p. 487.
[15] D. A. Burton and A. Noble, Contemp. Phys. 55, 110 (2014).
[16] A. di Piazza, T. N. Wistisen, and U. I. Uggerhøj, Phys. Lett. B 765, 1 (2017).
[17] E. Shuryak, H.-U. Yee, and I. Zahed, Phys. Rev. D 85, 104006 (2012).
[18] S. Detweiler and B. F. Whiting, Phys. Rev. D 67, 024025 (2003).
[19] A. I. Harte, É. É. Flanagan, and P. Taylor, Phys. Rev. D 93, 124054 (2016).
[20] J. W. M. Bush, Annu. Rev. Fluid Mech. 47, 269 (2015).
[21] V. Ambegaokar et al., Phys. Rev. B 21, 1806 (1980).
[22] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[23] O. Birnholtz and S. Hadar, Phys. Rev. D 89, 045003 (2014).
[24] O. Birnholtz and S. Hadar, Phys. Rev. D 91, 124065 (2015).
[25] A. I. Harte, Class. Quantum Grav. 25, 235020 (2008).
[26] A. I. Harte, Class. Quantum Grav. 29, 055012 (2012).
[27] S. M. Barnett, Phys. Rev. Lett. 104, 070401 (2010).
[28] A. I. Harte, Class. Quantum Grav. 27, 135002 (2010).
[29] J. Moxon and É. É. Flanagan, arXiv:1711.05212 .
[30] A. I. Harte, Class. Quantum Grav. 25, 205008 (2008).
[31] W. G. Dixon, J. Math. Phys. 8, 1591 (1967).
[32] W. G. Dixon, Proc. Roy. Soc. A 314, 499 (1970).
[33] W. G. Dixon, Phil. Trans. Roy. Soc. A 277, 59 (1974).
[34] C. Misner, K. Thorne, and J. Wheeler, Gravitation (W. Freeman, 1973).
[35] A. I. Harte, Phys. Rev. D 88 (2013).
[36] B. Allen and T. Jacobson, Comm. Math. Phys. 103, 669 (1986).
[37] F. G. Friedlander, The Wave Equation on a Curved Space-Time (Cambridge University Press, 2010).
[38] I. M. Gel'fand and G. E. Shilov, Generalized Functions, Vol. I: Properties and Operations (Academic Press, New York, 1964).
[39] J. Ehlers and E. Rudolph, Gen. Rel. Grav. 8, 197 (1977).
[40] S. E. Gralla, A. I. Harte, and R. M. Wald, Phys. Rev. D 81, 104012 (2010).
[41] L. F. O. Costa and J. Natário, in Equations of Motion in Relativistic Gravity, Fundamental Theories of Physics, Vol. 179, edited by D. Puetzfeld, C. Lämmerzahl, and B. Schutz (Springer, 2015) p. 215.
[42] D. V. Gal'tsov and P. A. Spirin, Gravitation Cosmol. 13, 241 (2007).
[43] P. O. Kazinski, S. L. Lyakhovich, and A. A. Sharapov, Phys. Rev. D 66, 025017 (2002).
[44] B. P. Kosyakov, Th. Math. Phys. 119, 493 (1999).
[45] D. Galakhov, Sov. J. Exp. Theor. Phys. Lett. 87, 452 (2008).
[46] C. R. Galley, Private communication.
[47] D. V. Gal'tsov, Phys. Rev. D 66, 025016 (2002).
[48] Y. Yaremko, J. Math. Phys. 48, 092901 (2007).
[49] G. Satishchandran and R. M. Wald, Phys. Rev. D 97 (2018).
[50] L. M. Burko, Class. Quantum Grav. 19, 3745 (2002).
[51] L. M. Burko, A. I. Harte, and E. Poisson, Phys. Rev. D 65 (2002).
[52] A. Matas, D. Müller, and G. Starkman, Phys. Rev. D 92 (2015).
[53] V. Moretti, Comm. Math. Phys. 212, 165 (2000).

