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Slow roll solutions to inflationary potentials have been widely believed to be the only universal
attractor. Over the last few years there has been growing interest in a new class of inflationary
models known as Constant-Roll Inflation. Constant roll solutions are a generalization of “ultra-slow
roll” dynamics, where the first slow roll parameter is small, but the second slow roll parameter
η is larger than unity. In Ultra-slow Roll Inflation, the large-η solution is a dynamical transient,
relaxing exponentially to the attractor de Sitter solution. In the constant roll generalization, recent
papers have concluded that Constant-Roll Inflation represents a new class of non-slow roll attractor
solutions. In this paper we show that these attractor solutions are actually the usual slow roll
attractor, disguised by a parameter duality, and that the large-η solutions, as in the case of ultra-
slow roll, represent a dynamical transient.

I. INTRODUCTION

On of the most promising theories of the early universe
is that of inflation [1–7]. Inflation predicts a period of ac-
celerated expansion in the early universe, which provides
simultaneous solutions for the flatness and homogeneity
of the current universe. Furthermore, inflation predicts
that scalar curvature perturbations from quantum fluc-
tuations of the scalar field generating inflation result in
areas of over- and under-density in the universe, leading
to structure formation [8–16]. One family of inflationary
models is that of single scalar fields. In single-field in-
flation, the field responsible for inflation, or inflaton, is
taken to be displaced from a potential minimum. The
field evolution is responsible for the accelerated expan-
sion in the early universe which ends when the field value
gets close to the minimum.
In general the equation of motion of the inflaton in a

given potential is not analytically solvable, and approx-
imations are necessary. One widely used approximation
scheme is that of slow-roll inflation [6, 7, 17]. The slow
roll approximation allows for analytic solutions for a wide
range of potentials. More recently, ultra-slow roll and the
more general case of constant roll solutions have been
studied [18–50].
In this paper we show that when the constant-roll

(large η) solution is an attractor, it is due to a duality
which maps it uniquely onto a slow-roll (small η) solu-
tion. This result can be attributed to a transformation
that maps one branch solution and potential onto the
other. This invariant transformation was discovered in
Ref. [51] in the study of ultra-slow roll solutions. We
will extend this to the inflationary model studied in Ref.
[52] and show that the constant-roll “attractor” solution
is in fact the usual slow roll attractor disguised by a pa-
rameter duality, and that constant roll dynamics is a dy-
namical transient. This phenomenon is hidden when the
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Hamiltonian-Jacobi formulation [53–55] is used to reduce
the second order field equation into a system of first order
differential equations. This method picks one one solu-
tion branch while leaving the other unrealized. When
the second dynamical solution is obtained, the transfor-
mation becomes apparent.
This paper is structured as follows: In Section II we

give a brief review of single-field inflation and the slow-
roll approximations. In Section III we discuss curvature
perturbations and develop the mode equation which will
be used in later sections. Section IV reviews the work
done in Ref. [51] and show the duality of the inflation
branch solutions in a simple model. The main results
of this paper are developed in Section V and Section VI
where it is shown that the constant roll solutions have the
same duality discussed in section IV, and the constant
roll parameter space is compared to Planck constraints
[56]. Section VII presents conclusions.

II. SINGLE-FIELD INFLATION

In this section we review the formulation of single-field
inflation and the slow-roll approximation.
For a minimally coupled scalar field φ, the action can

be written as

S =

∫

d4x
√−g

{

LEH − 1

2
gµν∂µφ∂νφ− V (φ)

}

, (1)

where V is the field potential and LEH is the Einstein-
Hilbert Lagrangian. In flat Friedmann-Lemâıtre-
Robertson-Walker (FLRW) space with metric

gµν = dt2 − a2 (t) dx2, (2)

the Friedmann equation and equation of motion for a
homogeneous field mode take the form

3M2
PlH

2 =
φ̇2

2
+ V, (3)

φ̈+ 3Hφ̇+
dV

dφ
= 0. (4)
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The slow roll approximation is the limit that

ǫ ≡ φ̇2

2M2
PlH

2
≪ 1, (5)

η ≡ φ̈

Hφ̇
≪ 1, (6)

such that Eq. (4) and Eq. (3) take the forms

3Hφ̇+
dV

dφ
≈ 0, (7)

V (φ)

2M2
Pl

≈ H2. (8)

The dimensionless parameters ǫ (5) and η (6) are referred
to as slow-roll parameters.
There has been a great deal of attention in the last

few years to so-called Constant-Roll Inflation, where the
second slow-roll condition is violated, and η is taken to be
a constant of order unity [18–22, 25–32, 36–50]. Constant
roll dynamics is a generalization of the “ultra-slow roll”
case, where η = 3, and the dynamics is a dynamical
transient asymptotically approaching de Sitter evolution.
[21].
In order to solve the field equations it is useful to as-

sume that the field is monotonic and can be used as an
effective clock. This is a reasonable assumption in the
region where slow roll is valid and remains reasonable
in constant roll as along as φ̇ 6= 0 at any point. This
assumption allows the use of the Hamiltonian-Jacobi for-
mulation, where time derivatives can be expressed in
terms of field derivatives. In this way time derivatives
of the Hubble parameter are written as

dH

dt
=

dH

dφ

dφ

dt
, (9)

d2H

dtdφ
=

d2H

dφ2

dφ

dt
, (10)

and

−2M2
PlH

′ = φ̇, (11)

2[H ′(φ)]2 − 3

M2
Pl

H2(φ) +
1

M4
Pl

V (φ) = 0. (12)

The two above first order coupled differential equations
are equivalent to Eq. (4), the field equation of motion.
Likewise, we can express the slow roll parameters as
derivatives with respect to φ,

ǫ= 2M2
Pl

(

H ′ (φ)

H (φ)

)2

,

η= 2M2
Pl

H ′′ (φ)

H (φ)
,

ξ2= 4M4
Pl

H ′′′ (φ)H ′ (φ)

H2 (φ)
. (13)

III. CURVATURE PERTURBATIONS

The evolution of metric curvature perturbations is gov-
erned by the Mukhanov-Sasaki equation [57, 58]. On a
comoving hypersurface (δφ = 0), the mode equation can
be written as

v′′k +

(

k2 − z′′

z

)

vk = 0, (14)

where

z = a
φ̇

H
, (15)

and the gauge invariant mode is given by

vk = zζk, (16)

where ζk is the metric curvature perturbation. A prime
denotes a derivative with respect to conformal time.
The z′′/z term in the mode equation can be exactly

written in terms of the first three slow roll parameters as

z′′

z
= 2a2H2(1 + ǫ+ ǫ2 − 3

2
η +

1

2
η2 − 2ǫη +

1

2
ξ2) (17)

= a2H2F (ǫ, η, ξ).

Defining a new variable

y =
k

aH
, (18)

the Mukhanov-Sasaki equation can be re-written in the
form

y2(1− ǫ2)
d2uk

dy2
+2yǫ(ǫ− η)

duk

dy
+ [y2 −F (ǫ, η, ξ)]uk = 0.

(19)
When the first slow roll condition (ǫ ≪ 1) holds, but η is
not small this equation simplifies to

y2
d2uk

dy2
+ [y2 − (2 − 3η + η2)]uk = 0. (20)

IV. REVIEW OF DUALITY IN ULTRA-SLOW
ROLL INFLATION

In this section we review and show the solution duality
in the case of ultra-slow roll, where η = 3 [18, 21, 59], first
noted in the case of “over the hill” transient solutions for
inverted quadratic potentials [51], where it was realized
that this duality exists not only in the classical field equa-
tion, but carries over to the perturbation mode equation
as well. Here we consider for simplicity the duality in the
case of ultra-slow roll, where V (φ) = V0 = const.
Take a potential of the form

V = V0, (21)
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where V0 is a constant. The inflaton’s equation of motion
can now be written as

φ̈ = −3Hφ̇, (22)

η = 3. (23)

If we take the late-time de Sitter evolution the scale factor
is approximately constant

H ≈
√

V0

3M2
Pl

. (24)

Under these approximations the field equation can be
solved for φ(t)

φ(t) = Ae−3Ht +Be(0)t, (25)

where we have expressed the exact de Sitter Solution
(φ̇ = 0) in the form φ (t) = Be(0)Ht. With the knowledge
of what we are looking for we can write the solution in
an even more revealing form, remembering that, η = 3:

φ(t) = Ae−ηHt +Be(3−η)Ht. (26)

Where we have done nothing but rewrite the constants
in terms of η = 3 in our solution. In this form it is easy
to see that the solution is invariant under the transfor-
mation

η̃ = 3− η. (27)

The de Sitter attractor branch φ = const., corresponding
to the slow roll solution for a constant potential, and the
ultra slow roll transient branch φ ∝ e−3Ht simply swap
positions under this transformation, leaving the solution
invariant.
The in the limit of small ǫ, but not small η, scalar

perturbations are governed by Eq. (20), which is also in-
variant under the duality transformation (27). Equation
(20) has Hankel function solutions

uk ∝ √
y [akHν(y) + bkH

∗
ν (y)] , (28)

ν = η − 3

2
. (29)

To satisfy the Bunch-Davies boundary condition,

uk ∝ eiy, (30)

we set bk = 0 and ak = 1. However, under the duality in
η, ν → −ν and the mode solution becomes

uk ∝ √
y
[

ãkH−ν(y) + b̃kH
∗
−ν(y)

]

. (31)

If we use the relation

H−ν = eiνπHν , (32)

the mode solution is rewritten in terms of order ν Hankel
functions as,

uk ∝ √
y
[

ãke
iνπHν(y) + b̃ke

−iνπH∗
ν (y)

]

. (33)

(34)

Now to satisfy the Bunch-Davies boundary condition
b̃k = 0, ãk = e−iνπ. i.e the transformation has introduced
an irrelevant overall phase factor to the mode solution.
This result should come as no surprise since the mode
equation and the classical solution both exhibit the same
invariance [51].
In the next section we will show that the constant roll

solutions derived in Ref. [52] exhibit the same invariance
under the duality transformation (27).

V. CONSTANT-ROLL SOLUTIONS

Constant-Roll Inflation is a generalization of ultra-slow
roll introduced in Ref. [19], where the second slow-roll
parameter is expressed as

η = − φ̈

Hφ̇
= (3 + α). (35)

It can be seen that the limit α → −3 is the usual slow
roll limit and α → 0 is the ultra-slow roll limit. The goal
of this section is to show that there exist two branches of
solution symmetric under a dual transformation

α̃ = −(3 + α), (36)

arising from the fact that we could have written Eq. (35)
in another way, as

η = − φ̈

Hφ̇
= −α̃ (37)

to obtain the second branch solution to the second order
field equation (4), where α̃ = 0 is the slow roll solution
and α̃ = −3 is the ultra-slow roll solution. We then show
that this symmetry in the classical equations of motion
is carried over into the perturbation equations, and is in
fact the same symmetry derived in Ref. [51]. To derive
the general constant-roll solution, we use the Hamilton-
Jacobi formalism, following Section II of Ref. [52].
Taking the time derivative of Eq. (11), we get an equa-

tion that relates φ̈ and H ′′ which will be used in both of
the following cases to construct the two branch solutions
of φ(t)

−2M2
PlH

′′ =
φ̈

φ̇
. (38)

A. η = (3 + α)

With the help of Eq. (35) and Eq. (38), we are able to
construct a differential equation in terms of the Hubble
parameter,

−Hη = −2M2
PlH

′′, (39)

H ′′ =
3 + α

2M2
Pl

H, (40)
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which has the general solution

H(φ) =A exp

(

√

α+ 3

2

φ

MPl

)

+B exp

(

−
√

α+ 3

2

φ

MPl

)

, (41)

corresponding to a potential given by

V (φ) =(−α)A2 exp

(

2

√

α+ 3

2

φ

MPl

)

+(−α)B2 exp

(

−2

√

α+ 3

2

φ

MPl

)

+2(3 + α)AB + 6AB. (42)

We are, however, most interested in a special form of the
solution

H(φ) = H0 cosh

(

√

3 + α

2

φ

MPl

)

, (43)

H(φ)′ =
H0

MPl

√

3 + α

2
sinh

(

√

3 + α

2

φ

MPl

)

, (44)

corresponding to a generalization of the ultra-slow roll
solution in Ref. [21]. Under this definition of the Hubble
parameter, the potential becomes

V (φ) = M2
PlH

2
0 ×



3 cosh

(

√

3 + α

2

φ

MPl

)2

− (3 + α) sinh

(

√

3 + α

2

φ

MPl

)2


 . (45)

Equation (11) can now be used to find the field solution

φ

MPl
=

√

2

3 + α
arctanh [exp {−(3 + α)H0t}] . (46)

Equation (46) is equivalent to Eq. (20) in Ref. [52] under
the definition of arctanh(2x). For α < −3 and α > 0,
the hyperbolic trig functions switch into trig functions,
so the solutions become

H(φ) = H0 cos

(
√

|3 + α|
2

φ

MPl

)

, (47)

φ

MPl
=

√

2

3 + α
arctan [exp {−(3 + α)H0t}] , (48)

V (φ) = M2
PlH

2
0



3 cos

(
√

|3 + α|
2

φ

MPl

)2

−(3 + α) sin

(
√

|3 + α|
2

φ

MPl

)2


 . (49)

The solutions represent a branch of the φ(t) solution
evolving on the given potential in their relevant α pa-
rameter regions.

B. η = −α

We can construct the other φ(t) solution and the cor-
responding potential by using Eq. (37) as our definition
of η. The existence of this branch is recognized in Ref.
[52]: however, they do not derive it. As before, we use
Eq. (35) and Eq. (38) to construct a differential equation
for the Hubble parameter.

−Hη = −2M2
PlH

′′, (50)

H ′′ = − α

2MPl
H. (51)

This has general solution

H(φ) = A exp

(

√

−α

2

φ

MPl

)

+B exp

(

−
√

−α

2

φ

MPl

)

, (52)

where to match with Eq. (46) with (3 + α > 0) and
α < 0, we write

√
α = i

√−α, and write the solution as
real exponentials instead of imaginary in order to match
up with the branch solution (41). The corresponding
potential has the form

V (φ) =(3 + α)A2 exp

(

2

√

−α

2

φ

MPl

)

+(3 + α)B2 exp

(

−2

√

−α

2

φ

MPl

)

+2(−α)AB + 6AB. (53)

We are again interested in the particular case where

H(φ) = H0 cosh

(

√

−α

2

φ

MPl

)

, (54)

H(φ)′ =
H0

MPl

√

−α

2
sinh

(

√

−α

2

φ

MPl

)

, (55)

with a background potential of the form

V (φ) = M2
PlH

2
0



3 cosh

(

√

−α

2

φ

MPl

)2

−(−α) sinh

(

√

−α

2

φ

MPl

)2


 . (56)

Equation (11) can again be used to find φ(t).

φ

MPl
=

√

2

−α
arctanh [exp {αH0t}] . (57)
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C. Duality in constant roll solutions

The solution to the original second order field equation
(4) has two branch solutions. In the region −3 < α < 0,
the solutions are Eq. (46) and Eq. (57):

φ1(t)

MPl
=

√

2

3 + α
arctanh [exp {−(3 + α)H0t}] , (58)

φ2(t)

MPl
=

√

2

−α
arctanh [exp {αH0t}] , (59)

evolving on potentials

V1(φ) = M2
PlH

2
0



3 cosh

(

√

3 + α

2

φ

MPl

)2

−(3 + α) sinh

(

√

3 + α

2

φ

MPl

)2


 , (60)

V2(φ) = M2
PlH

2
0



3 cosh

(

√

−α

2

φ

MPl

)2

+(α) sinh

(

√

−α

2

φ

MPl

)2


 . (61)

For the regions α > 0 and α < −3, the solution takes the
form

φ1(t)

MPl
=

√

2

|3 + α|arctan [exp {−(3 + α)H0t}] , (62)

φ2(t)

MPl
=

√

2

|α|arctan [exp {αH0t}] , (63)

with potentials

V1(φ) = M2
PlH

2
0



3 cos

(
√

|3 + α|
2

φ

MPl

)2

−(3 + α) sin

(
√

|3 + α|
2

φ

MPl

)2


 , (64)

V2(φ) = M2
PlH

2
0



3 cos

(
√

|α|
2

φ

MPl

)2

+(α) sin

(
√

|α|
2

φ

MPl

)2


 . (65)

With the potentials and field solutions written together
it can be seen that the transformation α → − (3 + α)
uniquely maps

{φ1, V1} ↔ {φ2, V2} , (66)

such that α = −3 maps to α̃ = 0, and α = 0 maps to
α̃ = −3. That is, the duality exchanges the constant-roll
and slow-roll solutions.
This duality should actually come as no surprise, since

the same duality was found in Ref. [51] as we show in
Sec. (IV). However, in Sec. (IV) the field equation is lin-
earized by takingH ≈ Constant and V = V0 = Constant.
This approximation results in a field equation that can
be directly solved with a general solution of the form;
φ = φ1 + φ2. On this solution the duality is realized as
a transformation φ1 ⇋ φ2. i.e mapping the branch solu-
tions to each other while leaving the general solution for
φ (t) invariant. In the more general case of constant roll,
we have not taken either the Hubble parameter or the
potential to be constant. Without these approximations
the field equation is not linear. As the equation is still
second order it still has two branches, φ1 and φ2, each one
resulting from a choice of how to represent η. In this case,
the transformation manifests on the set of potential and
solutions, mapping the branches onto each other. There-
fore, the slow roll attractor solution |α| = | − η| < 1 has
a second representation under the duality on the range
−4 < α < −3. It can easily be shown that α = −η
therefore Eq. (27) and Eq. (36) are two different repre-
sentations of the same duality.
The automorphism can, however, be recovered in the

small-field limit as follows: In the limit (φ/MPl) → 0,
Eqs. (60) and (64) both become

V1 (φ) → 3M2
PlH

2
0

[

1− 1

2

(

α (3 + α)

3

)(

φ

MPl

)2

+ · · ·
]

,

(67)
which is manifestly invariant under the duality α →
− (3 + α). We can then calculate the potential slow-roll
parameter ηV as

ηV = M2
Pl

(

V ′′ (φ)

V (φ)

)

→ −α (3 + α)

3
, (68)

which is likewise invariant under α → − (3 + α), unlike
the Hubble slow roll parameter (35). The potential slow
roll parameter and the Hubble slow roll parameter be-
come equivalent in the slow-roll limit α → −3,

ηV → 3 + α = η, (69)

as expected. Note that the small-field limit is the ob-
servationally relevant region, since inflation requires ǫ <
1, the Planck constraint on the scalar spectral index
nS−1 ≃ 0.96 requires ǫ ≪ 1, and therefore (φ/MPl) ≪ 1.
We then see that the potential (67) is just the case of Hill-
top Inflation (for α > 0 or α < −3), or Hybrid Inflation
(for −3 < α < 0), studied in Refs. [18, 21, 51], where
it was shown that the constant-roll solution represents a
dynamical transient, and the attractor solution is slow
roll.
In the next section, we study perturbations in the limit

ǫ ≪ 1, and show that the this duality extends to the
scalar mode equations as well as the background solution
[21, 51].
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D. Scalar Perturbations

Scalar perturbations on both branches are governed by
Eq. (20). The goal is now to express z′′/z in terms of α in
order to explicitly see that the invariance under Eq. (36)
holds. Expressing the first three slow roll parameters in
terms of α yields

ǫ = (3 + α)

(

tanh

[
√

(3 + α)

2

φ

MPl

])2

, (70)

η = (3 + α), (71)

ξ2 = (3 + α)2

(

tanh

[
√

(3 + α)

2

φ

MPl

])2

= (3 + α)ǫ, (72)

and substituting these definitions into Eq. (18) we arrive
at

z′′

z
= 2a2H2

(

1

2
(1 + α)(2 + α) − 1

2
(7 + 3α)ǫ + ǫ2

)

.

(73)

We can now see that in the limit of ǫ ≪ 1, the term z′′/z
is symmetric under the transformation Eq. (36),

z′′

z
= 2a2H2

(

1

2
(1 + α)(2 + α)

)

. (74)

In the ǫ ≪ 1 limit we write Eq. (19) as

y2
d2uk

dy2
+ [y2 − 1

2
(1 + α)(2 + α)]uk = 0, (75)

with Hankel function solutions of the form

uk ∝ √
y [akHν(y) + bkH

∗
ν (y)] , (76)

where

ν =

(

α+
3

2

)

. (77)

To satisfy the Bunch-Davies boundary condition, we set
bk = 0, ak = 1, so these modes are of the form

uk = eiy. (78)

We can, however, now transform ν under the duality
transformation. This will lead to a mode solution of the
form

uk ∝ √
y
[

ãkH−ν(y) + b̃kH
∗
−ν(y)

]

. (79)

However, as

H−ν = eiνπHν , (80)

the solution can be written as

uk ∝ √
y
[

ãke
iνπHν(y) + b̃ke

iνπH∗
ν

]

. (81)

Region −η = α Dual Region −η̃ = α̃ Agreement with Planck
1 < −4 7 > 1 X

2 (-4,-3) 6 (0,1)
3 (-3,-2) 5 (-1,0) X
4 (-2,-1) 4 (-2,-1) X
5 (-1,0) 3 (-3,-2) X

6 (0,1) 2 (-4,-3)
7 > 1 1 < −4 X

TABLE I. α parameter region and model interpretation

where now the Bunch-Davies Boundary condition is sat-
isfied by setting b̃k = 0 and ãk = e−iνπ. i.e the transfor-
mation has simply introduced an irrelevant overall phase
factor to the mode solution. The fact that the solution
is invariant under the transformation should come as no
surprise, since the mode equation is also invariant.

VI. CLASSIFYING PARAMETER REGIONS IN
CONSTANT ROLL

We have parameterized our constant roll solutions by
α, but have not yet given an interpretation to the dif-
ferent regions of −α = η. In this section we will discuss
the physical modes described by different parameter re-
gions. We will find that some regions are characterized
as slow-roll inflation, some regions are much more ex-
otic inflationary potentials, and some regions do not de-
scribe inflation at all, but rather different types of non-
inflationary expansion. Figure (I) gives an overview of
the different regions and their duals. We also classify the
regions of parameter space which contain models consis-
tent with the Planck constraint of ns = .9606 ± 0.0073
and r < 0.11 [56]. An important note here is that, while
the regions are listed twice for completeness, a region and
its dual are two representations of the same portion of the
parameter space. Regions 1 and 7 have no small-η limit,
and we do not consider them further here. We discuss
below the physical interpretation of Regions 2-6.

A. Hilltop Inflation (Regions 2,6)

The potential in Regions 2 and 6 can be written as

V (φ) = 3H2
0M

2
Pl×

{

1− 3 + α

6

[

1− cos

(

2

√

|3 + α|
2

φ

MPl

)]}

. (82)

In the small-field limit, this becomes

V (φ) → 3M2
PlH

2
0

[

1− 1

2

∣

∣

∣

∣

α (3 + α)

3

∣

∣

∣

∣

(

φ

MPl

)2

+ · · ·
]

,

(83)
corresponding to slow-roll Hilltop or Natural Inflation,
with a slightly red-tilted scalar spectral index as pre-
dicted by Planck, nS−1 = 2η < 0 [52, 60, 61]. Reference
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[52] writes this potential in terms of (3 + α), and arrives
at with region 2 as the only viable region. In fact these
regions are equivalent under the α duality. In the limit
that α → −3 we recover ultra-slow roll inflation with
V0 = 3M2M2

Pl. This model was is discussed in Sec.(IV)
where we see the general solution is of the form

φ(t) ≈ exp {−3Mt}+ C (84)

where C is a constant. The general case was considered in
Ref. [51], where it was shown directly that the constant
roll solution represents a dynamical transient, with slow-
roll inflation as the unique attractor solution.

B. Hybrid Inflation (Regions 3, 5)

In Regions 3 and 5 from Table I, the potential reduces
to:

V (φ) = ×

3H2
0M

2
Pl

{

1− 3 + α

6

[

cosh

(

2

√

3 + α

2

φ

MPl

)

− 1

]}

.

(85)

In the small-field limit, this becomes

V (φ) → 3M2
PlH

2
0

[

1 +
1

2

∣

∣

∣

∣

α (3 + α)

3

∣

∣

∣

∣

(

φ

MPl

)2

+ · · ·
]

,

(86)
which we recognize as a slow-roll quadratic Hybrid infla-
tion model [62]. As in the Hilltop case, we recover the
Ultra-Slow Roll limit when α → −3, and

V (φ) → 3M2
PlH

2
0 . (87)

This parameter region predicts a blue spectrum, nS−1 =
2η > 0, and is inconsistent with current constraints from
Planck. This case was considered in Ref. [21], where it
was shown directly that the constant roll solution repre-
sents a dynamical transient. The attractor in this case
is eternal inflation, with the field at the minimum of the
potential and φ̇ = 0, corresponding to the “slow roll”
solution φ̇ = V ′ (φ) /3H → 0.

C. The Self-Dual Case (Region 4)

The self dual Region 4 is not physically viable as an
inflation model, since the scalar spectral index is not red
tilted. However it is of interest to investigate, as it pro-
duces some unexpected models, including models where
inflation does not occur at all. We are able to construct
both radiation- and matter-dominated expansion by tak-
ing

H(φ) = H0 exp

{

√

−α

2

φ

MPl

}

(88)

Where we have chosen to work with Eq. (52). This form
of the Hubble parameter will lead to a potential of the
form

V (φ) = M2
Pl(3 + α)H2

0 exp

{

2

√

−α

2

φ

MPl

}

(89)

Which can be identified as the power-law potential [63,
64]. where the scale factor grows as

a(t) ∝ t−
1

α . (90)

For the mid point solution, that is dual to its self, α = − 3
2

we see we get expansion of the form

a(t) ∝ t
2

3 . (91)

which can be identified as expansion under matter dom-
ination.
Similarly, the end point of the region α = −2 leads to

expansion of governed by radiation domination

a(t) ∝ t
1

2 . (92)

The other endpoint α = −1 is the same solution under
the duality α → −(3 + α).

VII. CONCLUSION

We have considered a transformation present in
constant-roll inflationary solutions which disguises slow-
roll solutions. Since the equation of motion of a mini-
mally coupled inflaton field is a second-order differential
equation, it will have two linearly independent branch
solutions. When both branches of the field solution and
potentials are considered,

φ1(t)

MPl
=

√

2

3 + α
arctanh [exp {−(3 + α)H0t}] , (93)

V1(φ) = M2
PlH

2
0



3 cosh

(

√

3 + α

2

φ

MPl

)2

−(3 + α) sinh

(

√

3 + α

2

φ

MPl

)2


 , (94)

φ2(t)

MPl
=

√

2

−α
arctanh [exp {αH0t}] , (95)

V2(φ) = M2
PlH

2
0



3 cosh

(

√

−α

2

φ

MPl

)2

+(α) sinh

(

√

−α

2

φ

MPl

)2


 (96)

it can be seen that the solution is invariant under the
transformation

α → −(3 + α), (97)
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which defines an isomorphism between the two branches.
This transformation was discovered in Ref. [51] for the
case of ultra-slow roll inflation where the classical infla-
tionary field equation of motion was solved without the
Hamiltonian-Jacobi method, leading directly to the two
branches.
In previous literature on constant-roll solutions only

one of the branches is constructed leading to the incorrect
conclusion that the constant-roll branch solution is a new
class of attractor solutions. However, when the duality
is considered it is apparent that the attractor solution is
still that of slow roll, just in disguise.
We show that in the limit ǫ ≪ 1 the duality symmetry

is preserved in the curvature perturbation mode equation

y2
d2uk

dy2
+ [y2 − (2 + 3α+ α2)]uk = 0, (98)

and that in general the duality will result in at most an
overall phase shift in the Hankel function solutions. We

confirm that this transformation preserves the solution
given in Section III.A of Ref. [52] without the need for
a phase shift as for the Hankel function, Hν , where they
define

ν =

∣

∣

∣

∣

α+
3

2

∣

∣

∣

∣

, (99)

which is invariant under the transformation.
We conclude that slow roll remains the universal at-

tractor solution, and that when the constant roll solu-
tions appear to exhibit attractor behavior, they are ac-
tually just slow roll, disguised by the duality.
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