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The recent discovery of gravitational wave events has offered us unique testbeds of gravity in the strong and dynamical field regime. One possible modification to General Relativity is the gravitational parity violation that arises naturally from quantum gravity. Such parity violation gives rise to the so-called “amplitude birefringence” in gravitational waves, where one of the circularly-polarized mode is amplified while the other one is suppressed during their propagation. In this paper, we study how well one can measure gravitational parity violation via the amplitude birefringence effect of gravitational waves sourced by stellar-mass black hole binaries. We choose Chern-Simons gravity as an example and work within an effective field theory formalism to ensure that the approximate theory is well-posed. We consider gravitational waves from both individual sources and stochastic gravitational wave backgrounds. Regarding bounds from individual sources, we estimate such bounds using a Fisher analysis and carry out Monte Carlo simulations by randomly distributing sources over their sky location and binary orientation. We find that the bounds on the scalar field evolution in Chern-Simons gravity from the recently-discovered gravitational wave events are too weak to satisfy the weak Chern-Simons approximation, while aLIGO with its design sensitivity can place meaningful bounds. Regarding bounds from stochastic gravitational wave backgrounds, we set the threshold signal-to-noise ratio for detection of the parity-violation mode as 5 and estimate projected bounds with future detectors assuming that signals are consistent with no parity violation. In an ideal situation where all the source parameters and binary black hole merger rate history is known a priori, we find that a network of two third-generation detectors is able to place bounds that are comparable or slightly stronger than binary pulsar bounds. In a more realistic situation where one does not have such information beforehand, approximate bounds can be derived if the regular parity-insensitive mode is detected and the peak redshift of the merger rate history is known theoretically. Since gravitational wave observations probe either the difference in parity violation between the source and the detector (with individual sources) or the line-of-sight cosmological integration of the scalar field (with gravitational wave backgrounds), such bounds are complementary to local measurements from solar system experiments and binary pulsar observations.

I. INTRODUCTION

A. Background

The historic detection of GWs from stellar-mass black hole (BH) and neutron star binaries [1–7] has marked the birth of gravitational-wave (GW) astronomy. Such discoveries also opened new avenues for testing gravity [4, 5, 8–10]. These new sources have offered us unique testbeds for probing gravity in the strong and dynamical field regime, which was previously inaccessible with solar system experiments [11, 12], binary pulsar [13, 14] and cosmological [15–19] observations. The LIGO Scientific Collaboration and Virgo Collaboration (LVC) carried out several different tests of General Relativity (GR) with the events that they discovered [4, 5, 8, 10] while various fundamental aspects of GR have been tested in [9]. References [8, 9] focused on constraining non-GR modifications in the GW phase. Thus, one important aspects of gravity not considered in these previous works is the effect of gravitational parity violation on GW propagation, which affects the GW amplitude.

As an example, gravitational parity violation is present in Chern-Simons (CS) gravity [27, 28], in which a scalar field is linearly coupled to the Pontryagin density at the level of the action. Such a theory can be motivated from a chiral anomaly in the standard model [30], gravitational anomaly cancelation in heterotic superstring theory [31, 32], loop quantum gravity [33–37] and effective field theories for inflation [38]. Since the theory contains third derivatives in the field equations and is likely to be ill-posed [39], one needs to treat it as an effective field theory and work within the small CS approximation (ensuring that the CS corrections are much smaller than GR terms). In terms of such an effective field theory...
approach, the Pontryagin term in the action corresponds to the parity violating term with the lowest mass dimension.

Bounds on the local evolution of the scalar field in CS gravity have been studied in some literature. Solar system bounds were derived in [41] from the frame-dragging measurement by LAGEOS. Binary pulsar bounds were originally found in [42] and was later corrected in [43], which turned out to be stronger than the solar system bound by more than three orders of magnitude. One can also use the vacuum instability in CS gravity to place bounds on the scalar field evolution that depends on the cutoff momentum scale for effective field theory [44]. A quantum interferometry can also place a bound that is comparable to the solar system bound [45] (see also [46, 47]).

Parity violation has an interesting effect on the GW propagation called amplitude birefringence [27, 48], by which the right- (left-) handed GWs are enhanced/suppressed (suppressed/enhanced) as they propagate over a cosmological distance. GW amplitude birefringence for astrophysical sources in CS gravity was previously studied in [49, 50] for space-based interferometers and in [51] for coincident GW and gamma-ray observations.

With the presence of parity-breaking mechanisms, GWs are modified not only during their propagation, but also from their generation. For example, gravitational and scalar radiation were calculated in [52] for extreme-mass-ratio inspirals (EMRIs) using the BH perturbation method, while those for comparable mass binary inspirals were calculated in [53] within the post-Newtonian (PN) approximation. Gravitational waveforms for EMRIs were derived in [54, 55] using the semirelativistic approximation, while those for comparable mass binaries were derived in [56] within the PN approximation. Scalar radiation during the merger phase of BH binaries have recently been studied in [57].

GWs from BH binaries whose amplitude being too small to be detected individually form stochastic gravitational wave background (GWB) signals (see [58, 59] for reviews on this topic, [60] for the bound from LIGO’s O1 run and [61] for measurements using pulsar scintillations). Advanced LIGO may detect such a signal in the near future depending on the averaged mass of BH binaries and their merger rate [62–64]. One can probe parity violation with GWBs by looking for the Stokes V-mode parameter in circular polarization. A formalism for detecting circular polarization with GWBs has been developed by Seto [65, 66] for space-borne interferometers and by Seto and Taruya [67, 68] for ground-based interferometers. Crowder et al. [69] carried out a Bayesian parameter estimation study based on [70] and derived projected bounds on the V-mode polarization from GWBs with aLIGO. Although these studies had primordial GWBs in mind, their formalisms and calculations are generic that they are also applicable to astrophysical GWBs.

There are other related works on this topic as follows. The sensitivities for the V-mode circular polarization with pulsar timing arrays and the cosmic microwave background were calculated in [71] and [72] respectively. Interestingly, the former have zero sensitivity for an isotropic background. Recently, SPIDER placed constraints on the amount of V-mode circular polarization on the cosmic microwave background [73]. One can also test GR with stochastic GWB signals using ground-based GW detectors by looking for non-tensorial GW polarizations [74–77] or probing the graviton mass [78]. Maselli et al. [79] considered probing non-GR corrections to the GW amplitude with astrophysical GWBs.

B. Goal & Methodology

In this paper, we derive bounds on gravitational parity violation with existing LVC events and triggers, and also study how such bounds can be improved in future. We consider both GWs from individual stellar-mass BH binaries and stochastic GWBs created by such binaries. The former allow us to probe parity violation at each source redshift, while the latter allow us to probe the integrated history of the cosmological evolution of parity violation. Thus, one can probe two different aspects of gravitational parity violation with these two different analyses. We choose CS gravity as an example of a parity-violating theory of gravity and derive projected GW bounds on the local evolution of the scalar field (such as the first time derivative of the local scalar field at present). We work within the weak CS approximation to ensure that the theory is well-posed [39].

Regarding bounds from individual sources, we carry out a Fisher analysis where we assume that the observed waveforms are consistent with GR. Such an analysis is much simpler to perform than carrying out a full Bayesian parameter estimation study with available data (which we leave for future work). The analysis is similar to what has been done in [9] except that it now includes corrections to the waveform amplitude. As real data is not needed in such an analysis, the results only depend on what parameters we assume for the injection. Since gravitational birefringence affects the amplitude of GWs where the largest uncertainties come from the sky location and the binary orientation, we perform Monte Carlo simulations within which source positions and orientations are randomly distributed to derive probability distributions of the upper bounds on gravitational parity violation.

Regarding bounds from GWBs, we first derive the GW energy density spectrum for the V-mode induced by gravitational parity violation. We then apply the technique developed in [67, 68] to separate such a mode from the intensity mode, which is insensitive to parity violation. Following [63, 64], we assume that the history for binary BH coalescences follows the formation rate of stars with metallicity smaller than half of the solar metallicity. We adopt the recent estimate of binary BH merger
rate \sim 55\text{Gpc}^{-3}\text{yr}^{-1}, which is based on the LVC observations [3]. By setting the threshold signal-to-noise ratio (SNR) to be 5 and assuming non-detection of such a V-mode spectrum in future observations, we derive projected constraints on the amount of gravitational parity violation using a network of second-generation detectors or a network of more advanced detectors, such as Voyager and Cosmic Explorer (CE). We checked our analysis against a Bayesian parameter estimation study on a simpler model of parity violation in [69] and found that the former qualitatively agrees with the latter and the difference is only \sim 30\%. Thus our analysis should give a correct order of magnitude estimate for bounds on CS gravity.

C. Executive Summary
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**FIG. 1.** Probability distribution of the 1-\(\sigma\) upper bounds on the local scalar field evolution in CS gravity for three different types of GW interferometers assuming GW150914-like binaries and randomly distributing the sky location and binary orientation. For two aLIGO detectors with the sensitivity at their O1 run (red), we fix the SNR as 23.7 (by adjusting the luminosity distance for a given sky location and binary orientation) and restrict the distance in the range 240\text{Mpc} < D_L < 570\text{Mpc} corresponding to the GW150914 measurement. For a network of three second-generation GW interferometers with their design sensitivity (green) and a third-generation interferometer of CE (blue), we fix the luminosity distance of the source to \(D_L = 420\text{Mpc}\). The weak CS approximation is valid only in the blue shaded region. Observe that the current bounds from the O1 run are too weak to satisfy the approximation, while one should be able to place meaningful bounds in future using a network of second-generation detectors with their design sensitivity or CE. Bounds from solar system experiments and binary pulsar observations have been derived only on \(\dot{\vartheta}_0\), and these GW observations are likely to place complementary bounds on additional CS parameters.

Let us now summarize the results for bounds on parity violation using GWs from individual sources. The red histogram in Fig. 1 presents the distribution for the 1-\(\sigma\) upper bound on the local scalar field evolution \(|\dot{\vartheta}_0 - \dot{\vartheta}_0/H_0|\) in CS gravity using GW150914. Here \(\vartheta\) represents the scalar field with the subscript “0” referring to the local value and a dot represents a derivative with respect to time. The bounds are valid only when they satisfy the weak CS approximation (blue shaded region). Observe that the current bounds from GW150914 are too weak to satisfy the approximation. On the other hand, if GWs from GW150914-like sources are detected by future detectors such as aLIGO with their design sensitivity or CE, the bounds are likely to satisfy the weak CS approximation. Thus, such future detectors allow us to place meaningful bounds on the local scalar field evolution in the theory.

We note that the bounds on \(|\dot{\vartheta}_0 - \dot{\vartheta}_0/H_0|\) cannot be directly compared to existing bounds from solar system experiments or binary pulsar observations, as the latter two were derived within the assumption that \(\dot{\vartheta} = 0\) is negligible. However, even if one relaxes the assumption of \(\dot{\vartheta} = 0\), it is likely that such experiments or observations probe different combinations of \(\dot{\vartheta}_0\) and \(\dot{\vartheta}_0\). This is because the amplitude birefringence effect in GW observations probe the difference in the scalar field derivative between now and at the source redshift (and thus such observations are sensitive to not only \(\dot{\vartheta}_0\) but also \(\dot{\vartheta}_0\)), which is generically different from what solar system experiments or binary pulsar observations are probing. Thus, GW observations should give us complementary bounds on the scalar field evolution in parity-violating gravity compared to other existing experiments or observations.

Let us now explain bounds on parity violation from future GWB observations. Figure 2 presents the upper bounds on \(\dot{\vartheta}_0\) and \(\dot{\vartheta}_0/H_0\) in CS gravity with such observations. We assume that the scalar field evolution is given by \(\vartheta = \vartheta_0 + \dot{\vartheta}_0 t\) with \(t = 0\) representing the current time. We choose the average chirp mass of the stellar-mass BH binaries constructing stochastic GWBs to be 28\(M_\odot\) (top) and 150\(M_\odot\) (bottom). The former corresponds to that of GW150914 while a larger chirp mass like the latter may be favored if binary BHs are formed in low metallicity environment. We consider using a network of four second-generation detectors (green solid), three Voyager-type detectors (magenta dashed) or two third-generation detectors corresponding to CE and Einstein Telescope (ET) (blue dotted).

Several important points can be understood from Fig. 2. First, observe that in order to satisfy the weak CS approximation shown by the blue shaded region, one needs third-generation detectors if the average chirp mass is relatively small, while Voyager-type detectors may be able to place meaningful bounds if the average chirp mass is relatively large. Second, observe that these GW bounds are complementary to existing bounds from solar system experiments and binary pulsar observations. Third, notice that the bounds with third-generation detectors are stronger than those with second-generation detectors by \sim 3 orders of magnitude, which is much
larger than the improvement on the bounds from individual sources (see Fig. 1). This is because the SNR for GWs from individual sources scales linearly with the detector sensitivity while that for stochastic GWBs scales quadratically. Thus, GWB bounds are more sensitive to detector upgrades than bounds from individual sources.

The bounds in Fig. 2 were derived assuming that all source parameters (such as the average BH mass and spin) and the binary BH merger rate are known a priori, and thus correspond to an ideal situation. In a more realistic situation where such information is no longer available, approximate bounds can be derived if the GW energy density spectrum of the regular intensity mode (or the Stokes parameter’s I-mode) is measured. In such a situation, the only a priori information required is the peak redshift of the binary BH merger-rate history. If such a merger rate follows the star formation rate history, the peak redshift is \( \sim 1.5 \). With these pieces of information at hand, we have derived approximate bounds on \( \dot{\vartheta}_0 \) and \( \ddot{\vartheta}_0 / H_0 \), which are accurate for the smaller average chirp mass case and may deviate from the true value by a factor of \( \sim 3 \) when the average chirp mass is relatively large. Such a finding shows that the approximate bounds are still valid as order of magnitude estimates.

This paper is organized as follows. In Sec. II, we introduce GW amplitude birefringence in gravitational parity violation. We consider CS gravity as an example. In Sec. III, we derive bounds on such parity violation with GWs from individual sources via a Fisher analysis. In Sec. IV, we study bounds with stochastic GWBs from stellar-mass BH binaries. Finally in Sec. V, we discuss possible avenues for future work.

II. AMPLITUDE BIREFRINGENCE IN GRAVITATIONAL PARITY VIOLATION

In this section, we review the amplitude birefringence effect in CS gravity. After describing the basics of CS gravity in Sec. II A, we explain how amplitude birefringence occurs in this theory in Sec. II B.

A. ABC of Chern-Simons Gravity

In this section, we review amplitude birefringence of GWs in a parity-violating theory of gravity. As an example, we work on CS gravity [27, 28]. The action is given by

\[
S \equiv \int d^4x \sqrt{-g} \left\{ \frac{R}{16\pi} + \frac{\vartheta}{64\pi} R^*R - \frac{\beta}{2} \left[ \nabla_{\mu} \vartheta \nabla^\mu \vartheta + 2V(\vartheta) \right] + \mathcal{L}_{\mathrm{mat}} \right\},
\]

(1)

where \( g \) and \( R \) are the metric determinant and Ricci scalar respectively while \( \vartheta \) is the scalar field (with the unit of length squared) with a potential \( V \) and \( \mathcal{L}_{\mathrm{mat}} \) is the matter Lagrangian density. \( \beta \) is a dimensionless parameter with \( \beta = 1 \) representing the theory with the canonical scalar field while \( \beta = 0 \) representing the non-dynamical formulation. \( R^*R \) is the Pontryagin density defined via

\[
R^*R \equiv \frac{1}{2} R_{\alpha\beta\gamma\delta} \epsilon^{\alpha\beta\mu\nu} R^{\delta}_{\mu\nu},
\]

(2)

with \( \epsilon^{\alpha\beta\mu\nu} \) representing the Levi-Civita tensor.

The modified field equations are given by

\[
G_{\mu\nu} + 16\pi C_{\mu\nu} = 8\pi \left( T^{(\vartheta)}_{\mu\nu} + T^{\mathrm{mat}}_{\mu\nu} \right),
\]

(3)

where the \( C \)-tensor is defined by

\[
C^{\mu\nu} \equiv (\nabla_{\sigma} \vartheta) \epsilon^{\sigma\delta\epsilon\mu} (\nabla_{\alpha} R^{\epsilon}_{\delta}) + (\nabla_{\sigma} \nabla_{\delta} \vartheta)^* R^{\delta(\mu)}_{\sigma},
\]

(4)

with bracket on indices denoting the symmetrization operation and \( *R_{\delta\mu\sigma} \) representing the dual of the Riemann tensor. \( T^{(\vartheta)}_{\mu\nu} \) is the stress-energy tensor for the scalar field defined by

\[
T^{(\vartheta)}_{\mu\nu} \equiv \beta (\nabla_{\mu} \vartheta) (\nabla_{\nu} \vartheta) - \frac{\beta}{2} g_{\mu\nu} [\nabla_{\delta} \vartheta \nabla^{\delta} \vartheta + 2V(\vartheta)],
\]

(5)
while \( T^\text{mat}_{\mu\nu} \) is the stress-energy tensor for the matter field. The scalar field equation is given by

\[
\beta \Box \vartheta = -\frac{1}{64\pi} R^* R + \beta \frac{dV}{d\vartheta}.
\]  

A Friedmann-Robertson-Walker (FRW) spacetime is also a solution to CS gravity as such a spacetime leads to a vanishing Pontryagin density \[80\]. In such a case, the scalar field also obeys the background metric symmetry, namely homogeneous and isotropic.

As already mentioned in the introduction, we will treat this theory as an effective field theory. This is because the C-tensor in Eq. (4) contains third derivatives and the theory is not well posed in terms of the initial value problem \[39\]. We will work in the weak CS approximation which is valid as long as CS corrections are always smaller than GR terms in the equation of motion.

### B. Amplitude Birefringence

We next consider a (comoving) linear metric perturbation

\[
h_{ij} = a(\eta) \bar{h}_{ij}(\eta, \chi^i)
\]

under a FRW spacetime given by

\[
ds^2 = a^2(\eta) \left[ -d\eta^2 + (\delta_{ij} + \bar{h}_{ij})d\chi^i d\chi^j \right],
\]

where \( \eta \) is the conformal time, \( \chi^i \) is the comoving spatial coordinates and \( a \) is the scale factor. We assume that the scalar field \( \phi \) is a function of \( \eta \) only to ensure that the background symmetry is preserved. As in GR, such a symmetry further ensures that one can decompose perturbations into scalar, vector and tensor \[44\] components that decouple. Thus, we only consider tensor perturbations. The linearized modified Einstein equations in the transverse and traceless gauge are given by \[51\] (see also \[48, 49\]):

\[
\Box_g \bar{h}^i_j = -\frac{1}{a^2} e^{\rho j^k} \left[ (\psi'' - 2\mathcal{H}\psi') \partial_p \bar{h}_{ki} + \psi' \partial_p \Box_g \bar{h}_{ki} \right],
\]

where a prime denotes a conformal time derivative, \( \mathcal{H} \equiv a'/a \) is the conformal Hubble parameter and

\[
\Box_g \eta^2 = -\partial_\eta^2 - \partial_i \partial^i + 2\mathcal{H} \partial_\eta.
\]

Notice that Eq. (9) does not depend on \( \beta \), and hence the analysis here is valid for both dynamical and non-dynamical formulation.

We next decompose \( \bar{h}_{ij} \) in terms of different polarization states:

\[
\bar{h}_{ij} = \sum_{P} h_{P} e_{ij}^P.
\]

Here, \( P \) denotes polarization states and \( e_{ij}^P \) is the polarization basis. A common choice is the + and \( \times \) mode polarizations, but circular polarizations are more useful when probing parity violation. Thus, we choose \( P = (R, L) \) which corresponds to the right-handed and left-handed modes respectively. The circular polarization bases are connected to the + and \( \times \) mode polarization tensors \( e_{ij}^+ \) and \( e_{ij}^\times \) (see e.g. \[68\])

\[
e_{ij}^R = \frac{e_{ij}^+ + ie_{ij}^\times}{\sqrt{2}}, \quad e_{ij}^L = \frac{e_{ij}^+ - ie_{ij}^\times}{\sqrt{2}},
\]

which obeys

\[
e^{ijkl} h_{ij} e_{kl}^{R,L} = i\lambda R,L e^{R,L}_{i} e^{R,L}_{j},
\]

with \( \lambda_R = +1 \) and \( \lambda_L = -1 \). Similarly, one can write \( \bar{h}_{R,L} \) in terms of \( \bar{h}_{+,\times} \) as

\[
\bar{h}_{R} = \frac{\bar{h}_{+} - i\bar{h}_{\times}}{\sqrt{2}}, \quad \bar{h}_{L} = \frac{\bar{h}_{+} + i\bar{h}_{\times}}{\sqrt{2}}.
\]

We further decompose \( \bar{h}_{R,L} \) as

\[
\bar{h}_{R,L} = A_{R,L} e^{-i[\phi(\eta) - \kappa n_k \chi^k]}.
\]

Here \( A_{R,L} \) is the amplitude, \( \phi \) is the phase, \( \kappa \) is the conformal wave number and \( n^k \) is the unit vector representing the direction of the wave propagation.

Let us now look at the dispersion relation. Substituting Eq. (11) to Eq. (9), one finds the following relation

\[
[i\phi'' + (\phi')^2 - \kappa^2 = -2i \frac{S_{R,L}}{S_{R,L}} \phi'],
\]

where

\[
S_{R,L} \equiv a \sqrt{1 - \lambda_{R,L} \frac{\kappa \phi''}{a^2}}
\]

corresponds to the effective scale factor in CS gravity. Let us now impose the requirement that

\[
(\phi')^2 \gg \phi'',
\]

together with

\[
\kappa \gg S_{R,L}.
\]

Eq. (19) can be satisfied by using \( \kappa \gg \mathcal{H} \) (GW wavelengths much shorter than the Hubble scale) and imposing the weak CS approximation:

\[
|\phi'| \ll a^2, \quad \kappa |\phi''| \ll 2a^2 \mathcal{H},
\]

which can be rewritten as

\[
|\dot{\vartheta}| \ll \frac{1}{2\pi(1 + z)f}, \quad \left| \dot{\phi} + \frac{\phi''}{\mathcal{H}} \right| \ll \frac{1}{\pi(1 + z)f}.
\]
One can then solve the dispersion relation in Eq. (16) to yield \[51\]
\[
\phi_{R.L}(\eta) = \pm \kappa(\eta - \eta_s) + i \ln \left[ \frac{S_{R,L}(\eta_s)}{S_{R,L}(\eta)} \right],
\]
where \(\eta_s\) is the conformal time at which GWs are emitted. Imposing further Eq. (20) and setting \(\eta = 1\) (the present conformal time), one finds
\[
\phi_{R.L}(1) = \pm \kappa(1 - \eta_s) + i \lambda_{R,L} \pi f \hat{\Theta}.
\]
Here \(f \equiv \kappa/(2\pi a_0)\) is the (observed) GW frequency with the subscript 0 representing a quantity to be evaluated at \(\eta = 1\) while
\[
\hat{\Theta} \equiv \dot{\theta}_0 - (1 + z) \dot{\phi}_s
\]
with the subscript \(s\) representing a quantity to be evaluated at \(\eta = \eta_s\) and \(z\) representing the source redshift defined by \(z = a_0/a_s - 1\). A dot refers to a derivative with the physical time \(t\) given by \(t = \int ad\eta\).

Notice that the CS correction in the phase (the second term in Eq. (23)) is purely imaginary, which means that it enters as an amplitude modulation to the gravitational waveform. Depending on the sign of \(\hat{\Theta}\), one circular polarization is amplified while the other polarization is suppressed during the wave propagation. Notice also that such amplitude birefringence is absent in GR (\(\theta \rightarrow 0\)). Having the above result at hand, one can decompose \(\tilde{h}_{R,L}\) into the GR and CS contribution as
\[
\tilde{h}_{R,L} = \tilde{h}_{R,L}^{GR} (1 + \lambda_{R,L} v)
\]
with
\[
v = \pi f \hat{\Theta}
\]
representing the relative gravitational parity violation in the waveform.

**III. GRAVITATIONAL WAVES FROM INDIVIDUAL SOURCES**

In this section, we describe bounds on parity violation with GWs from individual BH binaries. We first explain how the gravitational waveform is modified from GR. We next describe the detector sensitivity and how one can carry out a Fisher analysis to derive the bounds. We end this section by presenting and interpreting the results.

**A. Gravitational Waveform**

As we will see in the next subsection, GW data analysis is done in the Fourier domain. The Fourier waveform \(\hat{h}(f)\) consists of the + and \(x\) mode waveform \[81\]:
\[
\hat{h}(f) = \left[ F_+ (\theta_d, \phi_d, \psi_d) \hat{h}_+ (f) + F_\times (\theta_d, \phi_d, \psi_d) \hat{h}_\times (f) \right] e^{-2\pi i f \Delta t}.
\]
Here \(F_+\) and \(F_\times\) are the beam pattern functions (see e.g. \[82\]) that depend on the source location (polar angle \(\theta_d\) and azimuthal angle \(\phi_d\)) and polarization angle \(\psi_d\) in the detector frame while \(\Delta t(\theta_d, \phi_d)\) is the arrival time difference between the detector and the geocenter.

We first review the waveform in GR. \(\tilde{h}_+\) and \(\tilde{h}_\times\) are given by
\[
\tilde{h}_+^{GR} = (1 + \mu^2) A e^{i \Psi}, \quad \tilde{h}_\times^{GR} = 2 \mu A e^{i(\Psi + \pi/2)}
\]
with \(A\) and \(\Psi\) representing the amplitude and phase of the GR Fourier waveform and \(\mu = \cos \iota\) where \(\iota\) is the inclination angle. In this paper, we use the inspiral-merger-ringdown phenomenological B (IMRPhenomB) waveform constructed by fitting numerical relativity waveforms of binary BH coalescences\(^4\). The amplitude and phase can be found in Eq. (1) of \[83\] with \(C = \sqrt{5/96} M_z/(\pi^{2/3} D_L)\) (see e.g. \[84\]), where \(D_L\) is the redshifted chirp mass that we shall define in the next subsection while \(D_L\) is the luminosity distance.

We now derive corrections to the waveform in CS gravity. \(\tilde{h}_+\) and \(\tilde{h}_\times\) are given in terms of the GR waveform as \[51\]
\[
\tilde{h}_+ = \tilde{h}_+^{GR} - i v \tilde{h}_\times^{GR}, \quad \tilde{h}_\times = \tilde{h}_\times^{GR} + i v \tilde{h}_+^{GR}
\]
with \(v\) given in Eq. (26). Substituting Eqs. (28) and (29) into Eq. (27), one finds
\[
\tilde{h}(f) = A \delta A e^{i(\Psi + \delta \Psi)},
\]
where\(^5\)
\[
\delta A = \sqrt{(1 + \mu^2 + 2\mu v)^2 F_+^2 + [2\mu + (1 + \mu^2)v]^2 F_\times^2}
\]
\[
= \sqrt{(1 + \mu^2)^2 F_+^2 + 4\mu^2 F_\times^2}
\times \left[ 1 + \frac{2\mu(1 + \mu^2)(F_+^2 + F_\times^2)}{(1 + \mu^2)^2 F_+^2 + 4\mu^2 F_\times^2} v + O(v^2) \right],
\]
\[
\delta \Psi = \tan^{-1} \left[ \frac{2\mu + (1 + \mu^2)v}{(1 + \mu^2) F_+} \right]
\]
\[
= \tan^{-1} \left[ \frac{2\mu F_+}{(1 + \mu^2) F_+} \right] + \frac{(1 - \mu^2)^2 F_+ F_\times}{(1 + \mu^2)^2 F_+^2 + 4\mu^2 F_\times^2} v + O(v^2).
\]
The GR contribution to \(\delta A\) and \(\delta \Psi\) agree with those in \[86, 87\]. Such a waveform correction can be mapped to parameterized post-Einsteinian waveform \[85, 88\] that captures non-GR modifications in the waveform in a generic way.

---

\(^4\) More up-to-date phenomenological waveform (IMRPhenomD) is also available, though the systematics due to the difference between the two IMRPhenom waveforms are much smaller than statistical errors on non-GR parameters entering in the GW propagation \[9\].

\(^5\) This corrects typos in \[85\].
Let us now count the PN order of the above parity-violation corrections relative to GR. The relative correction from GR is said to be of $n$ PN order if it is proportional to $f^{2n/3}$. Thus, the amplitude correction in Eq. (31) enters at 1.5PN order. On the other hand, since $\Psi \propto f^{-5/3}$ at leading order, the phase correction in Eq. (32) enters at 4PN order. The latter enters at the same PN order as the time of coalescence and these two parameters are strongly degenerate. Thus, the CS correction is mainly constrained from the amplitude correction. Since the IMRPhenomB waveform includes up to 1.5PN terms in the inspiral part of the amplitude, our analysis takes into account correlations between the GR and CS correction terms in the amplitude entering at the same PN order.

B. Data Analysis Formalism

One can estimate parameter uncertainties in GW observations via a Fisher analysis [89, 90], which is valid for sufficiently large SNR events. For a Gaussian and stationary noise, the posterior distribution of a set of parameters $\theta^a$ with a given measurement data $s$ is given by

$$p(\theta^a|s) \propto p^{(0)}(\theta^a) \exp \left[ -\frac{1}{2} \Gamma_{ab} \left( \theta^a - \hat{\theta}^a \right) \left( \theta^b - \hat{\theta}^b \right) \right],$$

where $p^{(0)}(\theta^a)$ is the prior distribution of parameters while the exponential part is the likelihood distribution and $\hat{\theta}^a$ is the maximum likelihood value of each parameter. The Fisher matrix is defined by

$$\Gamma_{ab} \equiv \langle \partial_a h | \partial_b h \rangle, \quad (34)$$

where $\partial_a h \equiv \partial h / \partial \theta^a$ and the inner product is defined by

$$\langle A | B \rangle \equiv 4 \text{Re} \int_0^\infty \frac{df}{S_n(f)} \tilde{A}^*(f) \tilde{B}(f). \quad (35)$$

Here the superscript * denotes the complex conjugate and $S_n(f)$ is the noise spectral density. In practice, the integral in Eq. (35) is calculated from a minimum frequency $f_{\min}$ to a maximum one $f_{\max}$, which shall be discussed in more detail later. One can define the SNR using the above inner product as

$$\rho^2 = \langle h | h \rangle. \quad (36)$$

Following [87, 90, 91], we introduce the prior in a rather crude way by assuming that it has a Gaussian distribution centered around $\hat{\theta}^a$ (whose choice is irrelevant for estimating statistical errors) with variance $\sigma_{\theta^a}^2$:

$$p^{(0)} \propto \exp \left[ -\frac{1}{2} \sum_a \left( \frac{\theta^a - \hat{\theta}^a}{\sigma_{\theta^a}} \right)^2 \right]. \quad (37)$$

Using the fact that the product of two Gaussian is also a Gaussian, the standard deviation of $\theta^a$ is then given by

$$\Delta \theta^a = \sqrt{\left( \tilde{\Gamma}^{-1} \right)_{aa}}, \quad \tilde{\Gamma}_{ab} \equiv \Gamma_{ab} + \frac{1}{\sigma_{\theta^a}^2} \delta_{ab}. \quad (38)$$

In this paper, we choose the parameters as

$$\theta^a = (\ln M_2, \ln \eta, \chi, t_c, \phi_c, \ln D_L, \alpha, \delta, \psi, \iota, \Theta). \quad (39)$$

Here, $\eta \equiv m_1 m_2/(m_1 + m_2)^2$ is the symmetric mass ratio with $m_A$ representing the mass of the $A$th body, $M_2 \equiv (1 + z)(m_1 + m_2) \nu^2/3$ is the redshifted chirp mass with the redshift $z$, $\chi \equiv (m_1 \chi_1 + m_2 \chi_2)/(m_1 + m_2)$ is the effective spin parameter [88] with $\chi_A$ representing the dimensionless spin of the $A$th body, $t_c$ and $\phi_c$ are the coalescence time and phase, $D_L$ is the luminosity distance, $\alpha$, $\delta$ and $\psi$ are the right ascension, declination and polarization angle in the Earth fixed frame while $\iota$ is the inclination angle. We choose the injection masses and the luminosity distance (or SNR) as those corresponding to GW150914 summarized in Table I. For other parameters, we use $\chi = 0, t_c = \phi_c = 0$ and $\Theta = 0$. We uniformly distribute the sky location $(\alpha, \delta)$ and the binary orientation $(\psi, \iota)$. We impose the prior on spin, coalescence phase, sky location and binary orientation following Eq. (37) with $\sigma_\chi = 1, \sigma_{\phi_c} = \pi, \sigma_\alpha = \pi, \sigma_\delta = \pi/2, \sigma_\psi = \pi, \sigma_\iota = \pi/2$.

$$\begin{array}{cccc}
\text{SNR} & m_1 [M_\odot] & m_2 [M_\odot] & D_L [\text{Mpc}] & z \\
23.7 & 36.2^{+4.2}_{-3.8} & 29.1^{+4.7}_{-4.4} & 420^{+150}_{-180} & 0.09^{+0.03}_{-0.04} \\
\end{array}$$

**TABLE I. Parameters for GW150914 [3].**

We now explain the detector noise sensitivity. In this paper, we consider both second-generation and third-generation GW interferometers. For simplicity we assume that in the former case, detectors at Hanford (H), Livingston (L) and Virgo (V) (and KAGRA (K) in Sec. IV) all have the same sensitivity. We consider two types of second-generation interferometers: aLIGO O1 run [9, 92, 93] and aLIGO design sensitivity with zero-detuned, high power configuration [94] (we simply refer to the former as “O1” and the latter as “aLIGO”). We also consider CE [95] as a representative of the third-generation GW interferometers. In Sec. IV, we also consider Voyager [96]. The noise spectral density for these GW detectors are presented in Fig. 3. The minimum and maximum frequency for calculating the Fisher matrix is chosen as $f_{\min} = 10$Hz and $f_{\max} = f_{\text{term}}$, where $f_{\text{term}}$ is the terminating frequency of the IMRPhenomB waveform.

---

6 Such priors slightly help to break degeneracies among these parameters and $\Theta$. For example, the median and 68% quantile for the upper bound distribution of $|\theta_0 - \theta_0|/H_0|$ with O1 (HL) in Table II increase to 1040km and 1250km respectively if one does not include priors.
that the bounds with the GW150914 observation do not satisfy the condition.

Let us next study how such bounds improve in future. We consider a network of three second-generation detectors (Hanford, Livingston, Virgo) with each of them having aLIGO’s design sensitivity. We also assume that CE is built at the Hanford site. Figure 1 compares the bounds with GW150914 using aLIGO’s O1 run, aLIGO’s design sensitivity and CE (single interferometer). The latter two histograms are obtained by setting the luminosity distance as $D_L = 420\text{Mpc}$ instead of fixing the SNR. Observe that the weak CS condition is likely to be satisfied with both aLIGO’s design sensitivity and CE. Thus one can place meaningful constraints on the local scalar field evolution with such future detectors. The mean and 68% quantile for the upper bound on $|\dot{\vartheta}_0 - \dot{\vartheta}_0 / H_0|$ are summarized in Table II. Observe that the bounds with aLIGO’s design sensitivity and CE become stronger than that for the O1 observation by a factor of $\sim 3$ and $\sim 40$ respectively. Such an enhancement roughly agrees with the relative improvement in $\sqrt{S_n}$ in Fig. 3.

<table>
<thead>
<tr>
<th></th>
<th>O1 (HL)</th>
<th>aLIGO (HLV)</th>
<th>CE (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>median</td>
<td>920</td>
<td>261.5</td>
<td>383.1</td>
</tr>
<tr>
<td>68% quantile</td>
<td>1100</td>
<td>338.1</td>
<td>25</td>
</tr>
</tbody>
</table>

TABLE II. Median and 68% quantile for the upper bound distribution of $|\dot{\vartheta}_0 - \dot{\vartheta}_0 / H_0|$ [km] in Fig. 1. Numbers in brackets do not satisfy the weak CS approximation.

We now compare the bounds in Fig. 1 to existing bounds. A frame-dragging measurement with LAGEOS places the bound $|\dot{\vartheta}_0| \lesssim 2000\text{km}$ for $\dot{\vartheta} = 0$ [41]. On the other hand, binary pulsar observations place the bound $|\dot{\vartheta}_0| \lesssim 0.4\text{km}$, again for negligible $\dot{\vartheta}$ [42, 43]. Thus, when $\dot{\vartheta} = 0$, the GW bounds on $\dot{\vartheta}_0$ are typically stronger (weaker) than the solar system (binary pulsar) one. Although the bounds for $|\dot{\vartheta}_0 - \dot{\vartheta}_0 / H_0|$ with solar system experiments and binary pulsar observations have not been derived yet, GW observations are likely to place complementary bounds in such a combination of parameters. This is because unlike the former, GW observations are sensitive to the difference in $\dot{\vartheta}$ between the source and us (see Eq. (24)), and thus allow us to probe $\dot{\vartheta}$ more accurately than other experiments and observations.

IV. STOCHASTIC GRAVITATIONAL WAVE BACKGROUND

We next consider bounds on parity violation with stochastic GWB signals originated from stellar-mass BH binaries. We begin by introducing the Stokes parameters, in particular the I- and V-mode polarizations. We next derive the energy density spectrum for each mode. We then review how one can separate these modes with the
detector sensitivity of each mode. We end this section by discussing the results.

A. Gravitational-wave Energy Density Spectrum

We start by expanding a GWB in terms of plane waves with frequency \( f \) from a direction \( n \). As we explained in Sec. II B, parity violation during propagation only affects the GW amplitude, and hence one can formerly adopt the plane wave decomposition as in GR [67, 68]:

\[
h_{ij}(t, \vec{x}) = \sum_P \int_{-\infty}^{\infty} df \int d^2\Omega h_P(f, n) e^{-2\pi i f(t - \vec{n} \cdot \vec{x})} \epsilon_{ij}^P(n).
\]

(44)

We recall that \( P \) denotes polarization states which we choose \( P = (R, L) \) and \( \epsilon_{ij}^P \) is the polarization basis that obeys Eq. (13). We now assume that the stochastic GWB is stationary, Gaussian and isotropic. The quadratic expectation values (ensemble average) for each polarization of the background can be written as [67, 68]

\[
\langle (h_R(f, n)h_R^*(f', n')) \rangle = \frac{1}{2} \delta(f - f') \delta^2(n, n')
\]

\[
\times \left( I(f) + V(f) \right) \left( I(f) - V(f) \right).
\]

(45)

Here \( I \) and \( V \) are the Stokes parameters corresponding to the total (squared) amplitude and the asymmetry between the right-handed and left-handed amplitudes respectively. Non-vanishing \( V \) signals parity violation as the parity transformation interchanges two circular polarization modes. \( I \) is related to the fractional GW energy density spectrum by [58, 97]

\[
\Omega^{(I)}_{GW}(f) = \frac{1}{\rho_c c} \frac{d\rho_{GW}}{df} = \frac{4\pi^2 f^3}{\rho_c} I(f),
\]

(46)

where \( \rho_c \equiv 3H_0^2/8\pi \) is the critical density of the Universe.

We now evaluate \( \Omega^{(I)}_{GW}(f) \) generated by stellar-mass BH binaries following [63, 64]:

\[
\Omega^{(I)}_{GW}(f) = \int \frac{dE}{H_0\rho_c} \int dz \frac{R_m(z)}{(1+z)\sqrt{\Omega_m(z)+\Omega_\Lambda}} \frac{dE}{df} \bigg|_{f_z}
\]

(47)

Here \( dE/df \) is the emitted GW energy spectrum evaluated at the source frequency \( f_z = (1+z)f \) with \( f \) representing the observed frequency. As in Sec. III, we use IMRPhenomB waveform model [83] to estimate \( dE/df \), which is given e.g. in Eq. (5) of [98]. \( R_m(z) \) is the merger rate per comoving volume measured in the source frame (and the \( 1 + z \) factor in the denominator converts this into the detector frame), which we show in Fig. 4. We assume that the binary BH merger rate follows the convolution between star formation rate [99] (based on observations of gamma-ray bursts [100]) with metallicity below half the solar metallicity and the probability distribution of lifetimes of binary BHs. We also assume that the local merger rate (at \( z = 0 \)) of binary BHs as \( R_0 = 55\text{Gpc}^{-3}\text{yr}^{-1} \) to fix the overall normalization, which corresponds to the mean value of the event-based estimate with GW150914, GW151226 and LVT151012 [3].

![FIG. 4. Merger rate history of stellar-mass BH binaries \( R_m(z) \) with the local rate (at \( z = 0 \)) being \( R_0 = 55\text{Gpc}^{-3}\text{yr}^{-1} \) [3].](image)

Let us next look at the amount of parity violation in \( dE/df \) inside the integral of Eq. (47) in more detail. From [101], one finds

\[
\frac{dE}{df} \propto \langle \tilde{h}_R^2 + \tilde{h}_L^2 \rangle_s,
\]

(48)

where \( \langle \rangle_s \) denotes averaging over source positions and orientations. On the other hand, from Eq. (25), one finds

\[
\tilde{h}_{R,L} = \tilde{h}^{GR}_{R,L}(1 + \lambda_{R,L}v).
\]

(49)

Given that no circular polarization exists on average in GR, one can set

\[
\langle \tilde{h}_R^{GR} \rangle_s = \langle \tilde{h}_L^{GR} \rangle_s := \langle \tilde{h}_R^{GR} \rangle_s.
\]

(50)

From Eqs. (48) and (50), one finds

\[
\frac{dE}{df} \propto 2 \langle \tilde{h}_R^{GR} \rangle_s^2 + \mathcal{O}(v^2).
\]

(51)

Thus, the parity violation effect in \( \Omega^{(I)}_{GW} \) enters only at \( \mathcal{O}(v^2) \).

The left panel of Fig. 5 presents \( \Omega^{(I)}_{GW} \) for various average chirp mass\(^7\) in GR. Observe how the spectrum becomes larger and shifts to a lower frequency as the mass is increased. We here follow [64] and consider the average chirp mass up to 150\(M_\odot \). One may think such a chirp

\(^7\) The average chirp mass here refers to \( M_\odot^{5/3} \) [64] since \( dE/df \) that determines \( \Omega_{GW} \) (see Eq. (47)) is proportional to \( M_\odot^{5/3} \).
mass is too high based on the measured chirp mass of the LVC events. However, these events correspond to nearby sources with \( z \leq 0.2 \) and the mass distribution for large-\( z \) binary BHs may be significantly different from that for low-\( z \) sources due to different formation environment, e.g., different metallicity distribution for progenitor stars.

We now define the fractional GW energy density for the V-mode similar to the I-mode one in Eq. (46) as

\[
\Omega_{GW}^{(V)}(f) = \frac{4\pi^2f^3}{\rho_c} V(f) = \Pi(f)\Omega_{GW}^{(I)}(f),
\]

where

\[
\Pi(f) \equiv \frac{V(f)}{I(f)}
\]

shows the amount of parity violation. As already mentioned, \( I \) is proportional to \( \langle (\hat{h}_R^2 + \hat{h}_L^2) \rangle_s \) which can also be seen from Eq. (45). On the other hand, \( V \) is proportional to \( \langle (\hat{h}_R^2 - \hat{h}_L^2) \rangle_s \), which from Eqs. (49) and (50) becomes

\[
\langle (\hat{h}_R^2 - \hat{h}_L^2) \rangle_s \propto 4 \langle \hat{h}_R^{GR} \rangle_s v + O(v^2),
\]

\[
\propto 2 \langle (\hat{h}_R^{GR} + \hat{h}_L^{GR}) \rangle_s v + O(v^2).
\]

Using this equation and Eq. (47), one yields

\[
\Omega_{GW}^{(V)}(f) = \frac{f}{H_0\rho_c} \int dz \frac{2|v| R_m(z)}{(1 + z)\sqrt{\Omega_m(1 + z)^3 + \Omega_\Lambda}} \frac{dE}{df},
\]

which is on the order of \( O(v) \). Unlike GWs from individual sources in Sec. III, GWBs can probe the integrated evolution of the scalar field, as \( \Omega_{GW}^{(V)} \) is given by integrating \( v \) over the redshift.

In order to calculate the V-mode stochastic GWBs, one needs to specify the cosmological evolution of the scalar field. We will consider two example cases in CS gravity:

(i) \( \dot{v} = \dot{v}_0 + \dot{v}_0 t \)

One natural choice of \( \dot{v} \) is to expand about the current time \( t = 0 \) and keep to linear order in \( t \):

\( \dot{v} = \dot{v}_0 + \dot{v}_0 t \) \[51\]. One can express this \( \dot{v} \) in terms of \( z \) instead of \( t \) by using the relation between these quantities in GR\(^8\) given by \( t = g(z)/H_0 \), where

\[
g(z) = \int_z^0 \frac{dz}{(1 + z)\sqrt{\Omega_m(1 + z)^3 + \Omega_\Lambda}}
\]

\(^8\)Such an analysis corresponds to working in the non-dynamical formulation of CS gravity, in which the Friedmann equation is the same as in GR. This analysis also applies to the dynamical formulation when the CS correction to the Friedmann equation \((\dot{a}^2/2a^2 + V)\) \[44\] is negligible.

Here \( \Omega_m = 0.3 \) and \( \Omega_\Lambda = 0.7 \) are the fractional energy density of dark matter and dark energy. We have assumed a flat universe and neglected the effect of radiation. Using Eqs. (24), (26) and (56), we find

\[
v = -\pi f \left[ \frac{\dot{v}_0 z + \dot{v}_0}{H_0} (1 + z) g(z) \right].
\]

(ii) \( V = 0 \)

Instead of Taylor expanding \( \dot{v} \) about \( t = 0 \), we next consider fixing the scalar field potential \( V(\dot{v}) \) in dynamical CS gravity. The simplest choice is to set it to zero. In such a case, the scalar field equation is given by \( \ddot{v} + 2(a'/a)\dot{v} = 0 \). Such an equation can easily be solved to yield \( \dot{v} = \dot{v}_0 (1 + z)^3 \). Substituting this into Eq. (24) and using Eq. (26), one arrives at

\[
v = \pi \dot{v}_0 f \left[ 1 - (1 + z)^4 \right].
\]

The right panel of Fig. 5 presents \( \Omega_{GW}^{(V)}(f) \) for the selected average chirp mass in CS gravity with the first example case. We choose the values of \( \dot{v}_0 \) and \( \dot{v}_0 \) such that they roughly correspond to the maximum ones satisfying the weak CS approximation, as shown in Fig. 2. Notice that such values for \( \dot{v}_0 \) have already been ruled out from binary pulsar observations \[42, 43\], and hence we are using them only for an illustrative purpose. In addition, the peak frequency of the V-mode spectrum is lower than that of the I-mode spectrum. This is because the former quantity acquires an extra factor of \( z \) in the integral in Eq. (55) (originating from the \( z \) dependence in \( v \)), which puts more weight on BH binaries with larger redshifts and brings the overall redshifted frequency lower.

### B. Data Analysis Formalism

In this section, we review the formalism to detect circular polarizations using ground-based GW interferometers developed in \[67, 68\]. GWBs can be detected by cross-correlating signals from two or more detectors. For example, the cross-correlated SNR of signals from the \( a \)th and \( b \)th detectors with a coincident observation time \( T \) is given by

\[
\rho = \frac{3H_0^2}{16\pi^2} \sqrt{2T} \left[ \int_0^\infty df \frac{\Omega_{GW}^{(I)}(f)}{f^6 S_{n,a} S_{n,b}} \right]^{1/2},
\]

\[59\]
where $S_{n,A}$ is the noise spectral density of the $A$th detector. $\gamma_{I,ab}$ and $\gamma_{V,ab}$ are the overlap reduction functions for the I and V mode [58] given by

$$\gamma_{I,ab} = \frac{5}{8\pi} \int d\Omega e^{2\pi i f n} \Delta \vec{x} (F_{+,a}F_{+,b} + F_{x,a}F_{x,b}),$$

$$\gamma_{V,ab} = \frac{5}{8\pi} i \int d\Omega e^{2\pi i f n} \Delta \vec{x} (F_{+,a}F_{x,b} - F_{x,a}F_{+,b}),$$

with $\Delta \vec{x} \equiv \vec{x}_a - \vec{x}_b$. The SNR becomes smaller than that with two detectors located at the same site by the overlap reduction functions due to the time delay between the two detectors and the misalignment of the detector arms.

One can separate out the I-mode and V-mode by correlating signals from three or more detectors. Let us assume that one has $n_t$ signal pairs with an identical noise sensitivity. The SNR of each mode is given by [68]

$$\rho_I = \frac{3H_0^2}{10\pi^2} \sqrt{2T} \left[ \int_0^\infty df \frac{\Omega_{GW}^{(I)} \gamma^2_I}{f^6 S_n^2} \right]^{1/2},$$

$$\rho_V = \frac{3H_0^2}{10\pi^2} \sqrt{2T} \left[ \int_0^\infty df \frac{\Omega_{GW}^{(V)} \Pi^2 \gamma^2_V}{f^6 S_n^2} \right]^{1/2},$$

where $\gamma_I$ and $\gamma_V$ are the effective compiled overlap reduction functions given by

$$\gamma_I = \left( \frac{\sum i \sum^i \sum_{i'} \gamma_i^{2} \gamma_i^{2} - (\sum i \gamma_i \gamma_i)^2}{\sum_i \gamma_i^2} \right)^{1/2},$$

and

$$\gamma_V = \left( \frac{\sum i \gamma_i^{2} \gamma_i^{2} - (\sum i \gamma_i \gamma_i)^2}{\sum \gamma_i^2} \right)^{1/2}.$$
We now explain how strongly one can constrain gravitational parity violation with stochastic GWBs from BH binaries assuming that the signal is consistent with GR. We set the detection threshold of the V-mode as 5. For a flat GW energy density spectrum, the consistent threshold SNR is given by [58]
\[ \rho_{\text{thr}} = \sqrt{2} \left[ \text{erf}^{-1}(2P_f) - \text{erf}^{-1}(2P_d) \right], \]
where \( P_f \) and \( P_d \) are the false alarm rate and the detection rate respectively, while \( \text{erf}(x) \) is the complementary error function. Thus, \( \rho_{\text{thr}} = 5 \) corresponds to e.g. \( P_f = 3.8 \times 10^{-3} \) and \( P_d = 0.99 \).

One important difference between the GWB bound on gravitational parity violation and bounds obtained by other methods, such as GWs from individual sources, solar system experiments and binary pulsar observations, is that the GWB bound depends on the cosmological history of gravitational parity violation. This is because the GWB spectrum is obtained by integrating the parity violation effect over the redshift (see Eq. (55)), while bounds from nearby sources can only probe parity violation at \( z \ll 1 \).

In the discussion below, we derive specific bounds on CS gravity. We first consider an ideal situation where all the source parameters (except for the CS scalar field and the BH merger rate history) are known. We next consider a more realistic situation where one does not have such information beforehand. We end this section by comparing our analysis with the Bayesian parameter estimation study in [69] for the case where the parity violation \( v \) does not depend on \( f \) nor \( z \).

### 1. CS Gravity: Ideal Case

We begin with the ideal situation. Regarding the scalar field evolution models, we mostly focus on the first model in Sec. IV A (\( \dot{\vartheta} = \dot{\vartheta}_0 + \dot{\vartheta}_0^2 \)), and will comment on how the bounds change if one considers the second model (\( V = 0 \)).

Figure 2 presents the upper bounds on positive \( \dot{\vartheta}_0 \) and \( \dot{\vartheta}_0/H_0 \) for a network of various detectors with the average chirp mass of \( 28M_\odot \) (top) and \( 150M_\odot \) (bottom). The bounds satisfy the weak CS approximation if they lie within the blue shaded region. Notice first that bounds associated with Voyager-type detectors may marginally satisfy the weak CS condition if the average chirp mass is large, while one needs a network of CE-type detectors to place meaningful bounds on CS gravity if the average chirp mass is small. Notice also that GW bounds are complementary to existing bounds from solar system experiments and binary pulsar observations as they are only sensitive to \( \dot{\vartheta}_0 \).

Let us study the behavior of projected constrained parameter regions in Fig. 2 in more detail. One sees that such regions are unbounded and when \( \dot{\vartheta}_0 \) and \( \dot{\vartheta}_0/H_0 \) become larger, the allowed ranges become narrower around...
the relation $\ddot{\vartheta}_0/H_0 = \dot{\vartheta}_0$. This is because GWB observations place bounds on a certain combination of $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0/H_0$ that roughly corresponds to that in Eq. (57), namely $\dot{\vartheta}_0 z + (\ddot{\vartheta}_0/H_0)(1 + z)g(z)$. When $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0/H_0$ are large, the two terms in the combination needs to cancel with each other almost exactly so that the combination becomes a small number that satisfies the observational bounds. Interestingly, the ratio between the coefficients of $\dot{\vartheta}_0$ and $(\ddot{\vartheta}_0/H_0)$ in this combination is $\sim -1$ irrespective of the value of $z$. Thus the relation between $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0/H_0$ needs to be $\ddot{\vartheta}_0/H_0 \approx \dot{\vartheta}_0$ in order to realize such a kind of cancellation.

Figure 2 shows the bounds on positive $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0/H_0$, and the cases with negative $\dot{\vartheta}_0$ and/or negative $\ddot{\vartheta}_0/H_0$ need to be addressed separately. When $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0/H_0$ are both negative, one again finds bounds in Fig. 2 but replacing $(\dot{\vartheta}_0, \ddot{\vartheta}_0/H_0) \to (-\dot{\vartheta}_0, -\ddot{\vartheta}_0/H_0)$. On the other hand, Fig. 7 presents the bounds on positive $\dot{\vartheta}_0$ and negative $\ddot{\vartheta}_0/H_0$. In such a case, the cancellation between the two terms mentioned in the previous paragraph never occurs and the constrained regions are bounded from above. When $\dot{\vartheta}_0$ is negative and $\ddot{\vartheta}_0/H_0$ is positive instead, the bounds would be the same as in Fig. 7 but replacing $(\dot{\vartheta}_0, -\ddot{\vartheta}_0/H_0) \to (-\dot{\vartheta}_0, \ddot{\vartheta}_0/H_0)$.

We now look at how the bounds on $\dot{\vartheta}_0$ and $\ddot{\vartheta}_0$ depend on the average chirp mass of BH binaries in more detail. The green solid curve in the top panel of Fig. 8 shows the bounds on $\dot{\vartheta}_0$ for the case that $\dot{\vartheta} = \dot{\vartheta}_0$. Notice that such constraint becomes most stringent in the intermediate (average) chirp mass regime. The blue shaded region shows the parameter space in which the weak CS approximation is satisfied. The boundary of this region is given by setting the frequency in the approximation in Eq. (20) or (21) to be the termination frequency of the IMRPhenomB waveform while we choose the maximum redshift to be $z = 10$. Notice also that the bound associated with aLIGO-type detectors lies outside such “weak-CS” regime, so that its validity remains questionable. For comparison, we show the bounds from solar system experiments and binary pulsar observations. Although Fig. 8 assumes using a network of four second-generation ground-based detectors (HLVK), we have also checked that the bounds become worse by a factor of a few if one considers instead a network of three ground-based detectors (HLV).

We next study the improvement of constraints on CS scalar field with advanced detectors. The magenta dashed curve in the top panel of Fig. 8 shows the bound on $\dot{\vartheta}_0$ using a network of three Voyager detectors. Such a bound is better than those associated with second-generation by roughly one order of magnitude. It marginally satisfies the weak CS approximation for relatively large average chirp masses ($\geq 90M_\odot$), and it is always weaker than the binary pulsar constraint. The $

\footnote{This choice of $f$ and $z$ for finding the boundary of the weak CS approximation region is used also for the $\dot{\vartheta} = \dot{\vartheta}_0 t$ and $V = 0$ cases later.}
blue dotted curve presents the bound with a network of two CE detectors, which universally satisfies the weak CS condition in the mass range considered here. This bound is stronger than the second-generation detector bound by $\sim 3$ orders of magnitude, and becomes comparable to or even slightly stronger than the binary pulsar bound for large average chirp masses ($\geq 65M_\odot$). Such an enhancement in CE from the second-generation case is much larger than that by using GWs from individual sources, which improves the constraint by only $\sim 1$ order of magnitude (see Table II). Thus, bounds on gravitational parity violation with stochastic GWBs are more sensitive to the detector sensitivity improvement than those with GWs from individual sources.

The bottom panel of Fig. 8 is similar to the top panel, except that it presents the bounds on $\vartheta_0$ for the model $\vartheta = \vartheta_0 t$. Bounds from solar system experiments and binary pulsar observations are not sensitive to $\vartheta_0$. Similar to the top panel, we find that that the bound with a network of four second-generation detectors does not satisfy the weak CS approximation, while that with three Voyager detectors marginally satisfies the approximation for large average chirp masses ($\geq 70M_\odot$). The bound obtained by using a network of two CE detectors are stronger than the one with second-generation detectors by more than $\sim 3$ orders of magnitude and it is always consistent with the weak CS approximation.

![Diagram](image)

FIG. 9. Similar to the top panel of Fig. 8 but for the $V = 0$ case.

We now consider a model with $V = 0$ that is different from the one assuming $\vartheta = \vartheta_0 + \vartheta_0 t$. Figure 9 presents bounds on $\vartheta_0$ for the $V = 0$ model as a function of the average chirp mass for BH binaries. We find that the weak CS condition is much more difficult to be met than the $\vartheta = \vartheta_0$ case and both bounds from a network of second-generation detectors and Voyager-type detectors do not satisfy the condition. On the other hand, bounds obtained from a network of two CE detectors mostly satisfy the condition, and such bounds are stronger than the binary pulsar bound by more than one order of magnitude.

2. CS Gravity: More Realistic Case

Up until now, we have been considering an ideal situation where one has a perfect knowledge of the merger rate history and average BH parameters (like masses and spins) that produce stochastic GWBs, so that one can immediately derive bounds on parity violation from a non-detection of the V-mode GW spectrum. In reality, one does not have such precise information beforehand. In this subsection, we will discuss how one can obtain approximate bounds in practice.

The key is to use $\Omega_{GW}^{(V)}$, which should be measured separately. Since the binary BH merger rate that follows the observed star formation rate has a peak around $z_{\text{peak}} \approx 1.5$ (see Fig. 4), the dominant contribution in the $z$ integral in Eq. (55) should come around this peak $z$. Thus, one can approximate this equation as

$$\Omega_{GW}^{(V)}(f) \approx 2 |v(z_{\text{peak}})| \frac{f}{H_0 \rho_c} \int dz \frac{R_m(z)}{(1 + z)\sqrt{\Omega_m(z) + \Omega_\Lambda}} \frac{dE}{df} \bigg|_{f_s},$$

where we used Eq. (47) in the last equality. Notice that $\Omega_{GW}^{(V)}$ is now simply given by a directly measurable quantity $\Omega_{GW}^{(I)}$ and $v$ at the peak frequency $z_{\text{peak}}$. Thus, the only a priori information one needs is $z_{\text{peak}}$, which again should be around 1.5 as long as the binary BH merger rate history follows that of the star formation rate.

Figure 10 compares $\Omega_{GW}^{(V)}$ for the ideal and realistic situations for the $\vartheta = \vartheta_0$ case. Observe that the latter approximates the former relatively accurately in the low frequency regime. On the other hand, the approximation overestimates $\Omega_{GW}^{(V)}$ around its peak for each spectrum. This is because the peak frequency of the V-mode GW energy density spectrum is lower than that of the I-mode spectrum, as already mentioned earlier (see Fig. 5), and the approximate spectrum of the V-mode (obtained from Eq. (67)) follows the frequency dependence of the I-mode. Therefore the peak frequency of the approximate V-mode spectrum appears higher than the actual one.

Figure 11 compares the bounds on $\vartheta_0$ and $\dot{\vartheta}_0$ with a network of four second-generation GW detectors using

---

10 Though it is likely that the binary pulsar bounds will improve by the time CE detectors operate.

11 Strictly speaking, one cannot directly compare the GW bounds with the solar system or binary pulsar bounds as the latter two were derived under the assumption that $\dot{\vartheta}$ is negligible.
3. Comparison with a Bayesian Parameter Estimation Analysis

In Sec. III, we have derived bounds on CS gravity with GWs from individual sources with a parameter estimation analysis using Fisher method, while in this section, we have so far derived bounds from stochastic GWBs with a model selection analysis between the detection and non-detection hypotheses of the V-mode GWs. One immediate question is that how would the results change if one uses a parameter estimation analysis instead. To address this question, we compare our analysis with a Bayesian parameter estimation study in [69] based on [70], in which the authors derived bounds on a parity violation parameter \( \nu \) that does not depend on \( f \) nor \( z \) and assume that \( \Omega_{GW}^{(I)} \) is given by a single power law of the form \( \Omega_{GW}^{(I)} = \Omega_\alpha(f/f_{ref})^\alpha \), where \( \Omega_\alpha \) is the overall magnitude of the spectrum, \( f_{ref} \) is the reference frequency while \( \alpha \) is the power-law index, which becomes \( \alpha = 2/3 \) for GWBs from compact binary inspirals [59]. In such a case with a constant \( \nu \), \( \Omega_{GW}^{(I)} \) and \( \Omega_{GW}^{(V)} \) have identical frequency dependence.

Figure 12 compares bounds on the constant \( \nu \) in this paper (red solid) and in Crowder et al. [60] (blue dashed) as a function of the average chirp mass for BH binaries that create stochastic GWBs. We assume a network of four second-generation GW interferometers (Hanford, Livingston, Virgo, KAGRA). Crowder et al. uses a Bayesian parameter estimation [70] under the assumption that \( \Omega_{GW}^{(I)}(f) \) follows a power law and derives 95% confidence bounds on \( \nu \). We do not show such bounds for the average chirp mass larger than \( 80M_\odot \) as \( \Omega_{GW}^{(I)}(f) \) cannot be described accurately by a simple power law (see the left panel of Fig. 5).

Figure 12 compares bounds on the constant \( \nu \) as a function of the average chirp mass with a network of four second-generation detectors using the analysis presented in this paper (red solid) and the Bayesian parameter es-
_bounds from the non-detection of V-mode GWBs predicted in [69] (blue dashed). The former are obtained under an ideal situation that the magnitude of the GW spectrum is known a priori. The latter were obtained by simultaneously fitting for \(v\) (or equivalently \(\Pi\)) and the overall magnitude of the GW spectrum \(\Omega_v\) with \(\alpha = 2/3\) and \(f_{\text{ref}} = 100\text{Hz}\), though the correlation between these two parameters seems to be very small (see the bottom left panel of Fig. 2 in [69]). We do not present bounds from [69] for the average chirp mass larger than \(80M_\odot\) as \(\Omega_v^{(I)}\) deviates significantly from a single power law. Observe the qualitative agreement between the two analyses. For example, for the average chirp mass of \(28M_\odot\) with which the single-power law is an excellent approximation for \(\Omega_v^{(I)}\), the difference between the two analyses only give a \(\sim 30\%\) difference for the bound on \(v\). Such an agreement justifies the validity of the analysis presented in this paper.\(^{12}\)

V. DISCUSSIONS

Let us now discuss possible avenues towards future extension of this work. One important direction is to rederive bounds on CS gravity from solar system and binary pulsar observations by taking into account \(\varrho\). One can then compare such new bounds with the GW bounds presented in this paper and see if the former are complementary to the latter. It is likely that these experiments and observations are not as sensitive to \(\varrho\) as GW observations, but this point needs to be confirmed explicitly.

We next discuss extensions applicable to both GWs from individual sources and GWBs. One obvious extension is to carry out more sophisticated analyses such as Bayesian parameter estimation studies for both GWs from individual sources [104, 105] and stochastic GWBs [69, 70]. Another future direction includes accounting for parity violation corrections from the generation of GWs in addition to the propagation effect that we have considered in this paper. It is likely that these experiments and observations are not as sensitive to \(\varrho\) as GW observations, but this point needs to be confirmed explicitly.

Let us next explain possible future directions for GWs from individual sources. In this paper, we have assumed that the GW signals detected for the LVC events are consistent with GR and have carried out a Fisher analysis, which does not take into account systematics due to uncertainties in source parameters such as BH masses and spins. One important future work will be reanalyzing the calculations using the actual data. By doing so, one can place an upper bound on the scalar field evolution parameters to a given confidence level, instead of finding the distribution of the upper bound on such parameters presented in this paper, which is an artifact of not using the actual data. It would be also interesting to see how the bounds improve with future multiband GW astronomy [106, 107] by combining ground-based and space-based observations. For example, space-based detectors significantly increases the angular resolution of GW sources [106], which allows one to partially break the degeneracy between source position/orientation parameters and parity violation effects.

For GWB-related observations, one possible avenue is to study how the bounds presented in this paper are affected by choosing different BH merger history. For example, one can consider GWBs from Population III (zero metallicity) binary BHs [98] with a larger chirp mass and higher redshift distribution than Population I or II binary BHs. It would be also important to study how the results change if one relaxes the equal-mass and spinless assumptions adopted in this paper.

Finally this paper focused on GWs from binary BH coalescences but it would be interesting to repeat the analysis for those from binary neutron star mergers. For example, the recent multimessenger observation of GW170817 [5] tells us a precise sky localization of the source and that the inclination should be relatively small. Such additional information would partially break degeneracies between the CS parameter and angular parameters as discussed in [51] and may give an interesting bound on the former. GW170817 also suggests that the stochastic GWB from neutron star binaries may be comparable to that of BH binaries [108]. Thus, one needs to study how the results presented here may change if one includes the contribution from neutron star binary GWBs.

---

\(^{12}\) Bounds from the non-detection of V-mode GWBs presented in this paper should be taken as an order of magnitude estimate. This is because such bounds are obtained by assuming the threshold SNR to be 5, but in reality, this value needs to be determined by specifying the false alarm rate and detection efficiency. A more sophisticated approach is to carry out a Bayesian model selection study between the presence and absence of V-mode GWBs, estimate the Bayes factor and derive bounds on \(v\) by estimating the maximum \(v\) that one needs to claim detection of such V-mode GWBs.
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