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Measuring precise all-flavor neutrino information from a supernova is crucial for understand-
ing the core-collapse process as well as neutrino properties. We apply a chi-squared analysis for
different detector setups to explore determination of νe spectral parameters. Using a long-term
two-dimensional core-collapse simulation with three time varying spectral parameters, we generate
mock data to examine the capabilities of the current Super-Kamiokande detector and compare the
relative improvements that gadolinium, Hyper-Kamiokande, and DUNE would have. We show that
in a realistic three spectral parameter framework, the addition of gadolinium to Super-Kamiokande
allows for a qualitative improvement in νe determination. Efficient neutron tagging will allow Hyper-
Kamiokande to constrain spectral information more strongly in both the accretion and cooling phase.
Overall, significant improvements will be made by Hyper-Kamiokande and DUNE, allowing for much
more precise determination of νe spectral parameters.

I. INTRODUCTION

Supernovae are among the most spectacular events in
the Universe, and can briefly outshine their entire host
galaxies. In a core-collapse supernova (CCSN), the core
of a massive star reaches a critical mass and collapses
from thousands of kilometers to tens of kilometers in a
fraction of a second, releasing an immense amount of
gravitational binding energy (∼ 3 × 1053 erg). A full
understanding of the core-collapse phenomenon requires
different areas of physics to come together in an intricate
interplay. Currently we do not fully understand how the
collapse reverts to form an explosion, and neutrinos can
offer a unique window into this process [1–5].

During a CCSN (the death of stars having a zero age
main sequence mass >∼ 8 M�), ∼ 99% of the gravita-
tional binding energy released is emitted in the form of
neutrinos and anti-neutrinos. Neutrinos are weakly in-
teracting and they make an unimpeded journey from the
collapsed star to terrestrial detectors. They can tell us
information about the core of the CCSN, which is oth-
erwise unreachable using photon observations since it is
hidden by the stellar envelope. This makes neutrinos a
unique and crucial part in understanding CCSNe [6–22].
The flux of neutrinos and anti-neutrinos integrated over
all energies from a Galactic supernova (assumed to be at
a distance of 10 kpc from Earth) is O(1011 cm−2 s−1).
With current detectors there will be a reasonable num-
ber of neutrino event detections, ∼ O(10-100) for each
flavor of neutrino, with the exception of ν̄e which yields
∼ O(10,000) mostly due to the large inverse beta cross
section at CCSN energies.
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So far we have detected neutrinos only from one su-
pernova, SN 1987A. Between Kamiokande-II [23] and the
Irvine-Michigan-Brookhaven water Cherenkov detector
[24], some two dozen events were observed. Despite
the low number of events, much has been learned about
CCSN neutrino emission from this detection [13, 25–33].
Today, detection prospects have dramatically improved
with the construction of Super-Kamiokande (Super-K),
and further improvements are expected with future de-
tectors such as JUNO [34], DUNE [35, 36], and Hyper-
Kamiokande (Hyper-K) [37, 38].

One of the active areas of research with CCSN neu-
trinos is understanding flavor mixing, especially neutrino
collective oscillations [10, 39–58]. CCSN neutrinos can
provide crucial information needed to refine our under-
standing of collective oscillations, but only if we can get
all-flavor information from detectors. We can also learn
about the mass hierarchy and non-standard neutrino in-
teractions using precise flavor information of CCSN neu-
trinos [45, 59–62]. Thus, it is important to be able to pre-
cisely measure parameters of each flavor of CCSN neu-
trinos. Water Cherenkov detectors, like Super-K, have
excellent capabilities of detecting ν̄e via the inverse beta
interaction. High event numbers for this reaction are ex-
pected, so analyses of ν̄e will be relatively precise [8].
Non-electron flavor neutrinos, νµ, ντ , and ν̄µ, ν̄τ (re-
ferred to as νx and ν̄x, due to their similar behavior in
the context of CCSNe), have only neutral current inter-
actions, and thus yield fewer event numbers. These can
be detected in large liquid scintillator detectors with low
detection energy thresholds [63–65]. Neutral current re-
actions in water can also be used to detect νx and ν̄x [66].

We do not currently have one particular setup that will
detect νe with great efficiency. Among current detectors,
the interaction which yields the highest number of νe
events is νee

− elastic scattering in Super-K. Ironically
the copious number of inverse beta interactions makes it
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hard to isolate this important signal in Super-K. The ad-
dition of gadolinium in Super-K will allow the identifica-
tion of individual inverse beta events via neutron tagging
with high efficiency [67, 68]. This will greatly improve the
detection prospects of νe because gadolinium will allow
tagging and event-by-event subtraction of much of the
inverse beta background signal. Ref. [69] demonstrated
the improvements of this technique for the first time and
showed that it is possible to extract the spectral param-
eters for the CCSN νe spectrum to ∼20% precision. In
the future, the lead based HALO-2 detector [70, 71] and
the argon based DUNE experiment [36, 72–74] will de-
tect a large number of CCSN νe events with minimal
competing backgrounds, and are expected to yield clean
measurements of the spectral parameters of CCSN νe.

In Ref. [69], mock νe spectra were generated using an-
alytical and time averaged expressions for some fidu-
cial CCSN neutrino spectrum. We generalize the ap-
proach by generating mock spectra from CCSN simula-
tion data, in which the CCSN neutrino spectrum varies
with time [75, 76]. We also explicitly include an ad-
ditional degree of freedom to the spectrum, the shape
parameter α, which controls the shape of the emission
spectrum (see Eq. (1)). Ref. [69] included α, but it was
held fixed at 3, whereas here we allow it to vary in time
according to the simulation. The goal of this paper is
to explore the usefulness of Super-K, with and without
added gadolinium, DUNE, as well as Hyper-K, with and
without inverse beta tagging, to extract the spectral pa-
rameters of CCSN νe’s from a time-dependent situation
that more directly reflects ongoing simulation efforts.

In Sec. II, we discuss neutrino production from a CCSN
as well as the simulation we used. In Sec. III, we discuss
our mock data generation from the simulation data. In
Sec. IV, we apply the chi-squared test to the mock data,
and we conclude in Sec. V.

II. SUPERNOVA NEUTRINO EMISSION

A. Neutrino spectrum

A precise prediction of the CCSN neutrino spectrum
depends on a robust understanding of the CCSN micro-
physics and explosion mechanism. Recent years have
seen a tremendous amount of progress in understand-
ing the CCSN phenomenon. While the problem is not
yet fully solved, simulations are starting to show robust
explosions [77–85]. Based on our current understanding,
the neutrino spectrum can be approximated with reason-
able accuracy by a pinched thermal distribution with an
associated mean energy. We use a modified nomalized
Fermi-Dirac distribution of the form [86],

dNν
dEν

(Eν) = A

(
Eν
〈Eν〉

)α
exp

[
− (α+ 1)

Eν
〈Eν〉

]
, (1)

where A =
(α+ 1)α+1

〈Eν〉Γ(α+ 1)
normalizes the equation to

unity, Eν and 〈Eν〉 are the individual neutrino energy and
the average neutrino energy both in units of MeV, and
α is referred to as the shape parameter because it con-
trols how tightly peaked the spectrum is [86, 87]. There
are other ways to fit a CCSN neutrino emission spectrum,
but the pinched Fermi-Dirac distribution provides a good
match to simulation results [87, 88].

To normalize the spectrum in Eq. (1), we need the total
energy, Etot

ν , which we present in units of 1052 ergs. The
resulting neutrino fluence per flavor at a distance d from
the CCSN is obtained by multiplying Eq. (1) by the total
particle number, Etot

ν /〈Eν〉, and dividing by 4πd2. We
use d = 10 kpc as the canonical distance from the Galac-
tic CCSN to detector. The neutrino fluence per flavor at
Earth, in units of MeV−1 cm−2, is

Φ(Eν) =
1

4πd2

Etot
ν

〈Eν〉
dNν
dEν

(Eν). (2)

We improve on previous work and use realistic values
of α, 〈Eν〉, and Etot

ν from a CCSN simulation and thus
all three of them vary with time. As a result, the neu-
trinos incident on Earth is also a function of time. In
Sec. II B we discuss how the time-dependence is taken
into account, and we will see later that not accounting
for this can cause biases in the final analysis. For a de-
tailed discussion on neutrino production in CCSNe, see
Refs. [89–93].

B. Simulation data

We adopt a long-term axi-symmetric core-collapse sim-
ulation starting from the non-rotating solar metallicity
progenitor of Woosley et al. 2002 [94] with zero-age main
sequence mass of 17M�. This progenitor retains its hy-
drogen envelope at the onset of collapse, making it ap-
propriate as a case study of the most common Type II
supernova. The numerical code is the same as found
in Ref. [75] and updated in Ref. [76] specifically for the
purpose of following the late-phase evolution, e.g., in-
creased outer spatial boundary. For νe and ν̄e transport,
the isotropic diffusion source approximation (IDSA) [95]
is employed, while for heavy-lepton neutrinos a leakage
scheme is used. This leakage approximation limits the
ability to reliably extract spectral information of the νx.
Thus, it is assumed that its temperature is given by the
temperature of matter at the average νx neutrinosphere,
and the shape parameter is kept fixed at 2.3. In the
high-density regime, the equation of state of Lattimer
& Swesty (1991) [96] with nuclear incompressibility of
K = 220 MeV is used. Explosive nucleosynthesis is fol-
lowed by a simple network of 13 alpha-nuclei and the en-
ergy feedback is taken into account. We refer the reader
to Refs. [75, 76] for further details. The simulation lasts
for about 7 seconds when the shock reaches the simula-
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FIG. 1. Spectral parameters as functions of time for different
neutrino types in the simulation used: νe (thick dark red), ν̄e
(dark green), and νx (light blue). Here, νx represents νµ or
ντ or their anti-particles (i.e., they are not added together).
The luminosity of νe peaks around 20× 1052 erg (beyond the
scale of the figure) at the start of the simulation, due to the
neutronization burst during collapse. For νx, we hold α fixed
at 2.3 for the entire time and it is not shown in the bottom
panel.

tion boundary of 100,000 km roughly corresponding to
the bottom of the helium layer.

We first generate spectral parameters for the time-
integrated neutrino emission predicted by the simula-
tion. At each time step in the simulation, for each neu-
trino type, the values for the three spectral parameters
(〈Eν〉i, αi, Etot

ν,i ) are used to compute Eq. (2)—here, Etot
ν,i

becomes the instantaneous luminosity, Lν , multiplied by
the length of each time step—giving a neutrino spec-
trum for that time step, Φi(Eν). Then, to get the time-
integrated fluence, which we will call ΦT (Eν), we simply

sum, i.e., ΦT (Eν) =
∑tf
ti

Φi(Eν), from the start (ti) to

the finish (tf ) of the simulation. This is also how we

find the total emitted energy, Etot
ν,T =

∑tf
ti
Etot
ν,i . The pa-

rameters 〈Eν〉T and αT of ΦT (Eν) are then computed
from the energy moments of the normalized (to unity)

ν type 〈Eν〉T [MeV] Etot
ν,T [1052 erg] αT NT [1057]

νe 14.1 7.70 2.67 3.41

ν̄e 16.3 6.44 3.28 2.47

νx 17.2 5.88 2.20 8.53

TABLE I. Spectral parameters for the time-integrated spectra
of each neutrino type. Here, αT is estimated from the second
energy moment, and NT represents the total particle number,
which is equal to Etot

ν,T /〈Eν〉T after proper unit conversions.

time-integrated spectrum, dNν/dEν(Eν)T . Therefore,

〈Eν〉T =

∫ ∞
0

Eν
dNν
dEν

(Eν)T dEν , (3)

and αT is defined using the relation [86, 87],

〈Ekν 〉T
〈Ek−1

ν 〉T
=
k + αT
1 + αT

〈Eν〉T , (4)

where the energy moments are defined by,

〈Ekν 〉T =

∫ ∞
0

Ekν
dNν
dEν

(Eν)T dEν . (5)

Using k = 2 and solving for αT in Eq. (4), we find that
for νe, αT = 2.67. Higher values of k yield similar results
(e.g., k = 3→ αT = 2.54); we will use k = 2 throughout
this paper. The final spectral values are summarized in
Table I. In general, the αT values in the Table are system-
atically lower than the simulation outputs (bottom panel
of Figure 1). This is due to the time variation of the
spectral parameters, i.e., by summing contributions from
different times with different mean energies, luminosities,
and shape parameters, the final spectrum is broader than
the spectrum at any single snapshot, and this is reflected
in the smaller αT .

For clarity, when a parameter is referenced with sub-
script T , this indicates that we are referring to the time-
integrated value, i.e., the value obtained using the time-
summed simulation prediction ΦT (Eν) and the methods
outlined in this section. When the subscript is absent,
we are simply referring to the parameter itself.

The last column in Table I shows the total number
of particles emitted from the CCSN in each flavor (here,
νx = νµ+ν̄µ+ντ+ν̄τ ), found by Etot

ν,T /〈Eν〉T after proper
unit conversions.

III. MOCK DATA GENERATION

We consider three large neutrino detectors: Super-K
with and without gadolinium loading, Hyper-K with and
without neutron tagging, and DUNE. We do not explic-
itly include JUNO because it has worse capabilities com-
pared to Super-K for νe [97–99]. Super-K is currently
one of the best options for detecting CCSN neutrinos,
with a fiducial mass of 32 kton. Hyper-K, which is in the
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proposal stage, will be a bigger version of Super-K, with
a fiducial mass of 370 kton for CCSN neutrino detection
(11.6 times that of SK) [38]. DUNE is a liquid argon de-
tector with a fiducial mass of 40 kton [36, 73]. We do not
include HALO-2, a 1 kton lead based detector that will
detect a clean νe signal but with far fewer event statistics
than DUNE [70, 71].

All neutrino flavors will undergo elastic electron scat-
tering, νe− → νe−, although the cross section is larger
for electron-type neutrinos due to the additional charged-
current contribution. Typically, this interaction produces
the largest number of νe events in Super-K and Hyper-
K. The recoiling electron has a kinetic energy that is
dependent on the scattering angle θ as well as the neu-
trino energy Eν : cos θ =

√
Te/(Te + 2me)(Eν +me)/Eν

where Te is the recoil kinetic energy of the electron and
me is the electron mass. Depending on the scattering
angle θ, the range of Te is from 0 to E2

ν/(me+2Eν). The
detected events are forward-peaked and can be used to
reduce backgrounds by identifying the elastic scattering
events in the forward cone.

The elastic scattering, νe− → νe−, has the differential
cross section [100],

dσ

dTe
=
G2
Fme

2π

[
(gV + gA)2 + (gV − gA)2

(
1− Te

Eν

)2

+(g2
A − g2

V )
meTe
E2
ν

]
, (6)

where GF is the Fermi coupling constant, and gA = ± 1
2

and gV = 2 sin2θW ± 1
2 for νe and νx respectively.

For each neutrino’s corresponding anti-neutrino, gA is
negated and gV remains the same.

An additional charged current interaction of νe in wa-
ter Cherenkov detectors is νe + 16O → e− + 16F∗. The
16F∗ itself is undetectable, but the recoil electron is de-
tected via its Cherenkov light. This reaction has a thresh-
old of 15.93 MeV, which yields a recoil electron of ki-
netic energy Te = Eν − 15.93 MeV. The reaction is very
nearly isotropic, and for simplicity we do not consider the
anisotropy in our analysis. The cross section for this in-
teraction, in the energy range 25 MeV ≤ Eν ≤ 100 MeV,
is [101]

σ(Eν) ≈ 4.7× 10−40(E
1/4
ν − 15

1/4)6 cm2 . (7)

We extrapolate this cross section formula to lower ener-
gies and assume that it is close to the true cross section
below 25 MeV. The other neutrino interactions with oxy-
gen nuclei have smaller yields and are neglected in this
analysis [66, 102, 103].

The largest number of neutrino interactions are from
the inverse beta decay (IBD), ν̄e + p → e+ + n. This
interaction is nearly isotropic (we again do not consider
anisotropy in the analysis) in water Cherenkov detectors.
In the current Super-K, this provides the main back-
ground for νee

− elastic scattering interaction detection.

The cross section for this reaction is [104, 105]

σ(Eν) ≈ 9.52× 10−44(Eν − 1.3)2

(
1− 7Eν

mp

)
cm2, (8)

where mp is the proton mass. The inverse beta in-
teraction has a threshold of 1.81 MeV, and therefore
Te = Eν − 1.81 MeV.

Recently, the Super-K collaboration has approved the
addition of gadolinium to the detector in order to im-
prove various physics analyses [67]. Gadolinium has a
large capture cross section for neutrons. A temporal
and spatial coincidence of the neutron capture signal on
gadolinium and the Cherenkov light from the positron
allows for an unambiguous detection of the IBD interac-
tion. The formidable IBD background for νee

− elastic
scattering analysis can therefore be removed. The tag-
ging efficiency in the Super-K detector is proposed to
reach 90% efficiency, and we use this in our analysis. We
also consider Hyper-K with and without neutron tagging,
which may be achieved with gadolinium (the addition of
gadolinium has not yet been officially confirmed) or im-
proved photon coverage allowing improved tagging cap-
tures on protons.

In DUNE, CCSN νe can be detected via the charged-
current reaction νe + 40Ar → e− + 40K∗ [106–108]. We
use the numerical cross section for this interaction from
Ref. [109], which is based on Refs. [110] and [111] at
low and high energies, respectively. A more recent cross
section can be found in [108], which is slightly lower
in magnitude than the one we have used. Importantly,
the proposed CAPTAIN experiment aims to measure the
neutrino-argon cross section at CCSN energies for the
first time [112, 113]. We assume that in DUNE, the νe CC
events will be tagged by a photon-coincidence signal [73].
The exact efficiency of this tagging is still undetermined;
here we take it to be a generous 100%.

For Super-K, we adopt an electron detection threshold
of 3 MeV [114]. In Hyper-K, according to the most re-
cent design report, the threshold energy is also expected
to be 3 MeV. This is reduced from the previously ex-
pected threshold energy of 10 MeV [37], which has a dra-
matic impact on the final results. In DUNE, we adopt a
threshold energy of 5 MeV [73].

The observed event spectrum is given by [69]

dN

dTe
= Nt

∫ ∞
Emin

dEνΦ(Eν)
dσ

dTe
(Eν), (9)

where Nt is the number of targets in the detector for
a given reaction (e.g., electrons for electron scattering),
and Emin is the minimum neutrino energy as a func-
tion of Te, i.e., the minimum required neutrino energy to
produce a recoil electron with energy Te. In Fig. 2, the
mock detector spectra are shown for all detection chan-
nels between the three detectors. In this figure, the entire
detector volume was used to obtain the spectra, whereas
in Sec. IV we apply an angular cut to the Super-K and
Hyper-K data, which optimzes the signal to background
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FIG. 2. Mock detector spectra T2
e dN/dTe against lepton ki-

netic energy Te for all detection channels considered. For all
channels except 40Ar (exclusive to DUNE), parameters from
Super-K are used, with gadolinium not included (if included,
it would reduce the IBD curve by a factor of 10). Hyper-
K’s spectra are identically shaped and only multiplied by a
factor of 11.6. These spectra are obtained from the whole
detector volume; in Sec. IV we apply an angular cut to the
detector data. The 40Ar spectrum starts at 3 MeV because
the numerical cross section we use does not go lower than 3
MeV.

ratio. The IBD curve reflects Super-K without gadolin-
ium, which if included would reduce the IBD curve by a
factor of 10.

Table II shows the total event count for each detec-
tion channel in each detector. Since Hyper-K is bigger
than Super-K, it detects many more events and therefore
offers better statistics in the final analysis, which has a
significant impact on the final results.

IV. ANALYSIS OF MOCK DATA

A. Full simulation

In order to infer the measurements of spectral param-
eters 〈Eν〉T , Etot

ν,T , and αT , as well as compare the pre-
cision and accuracy of each detector configuration, we
construct a χ2 fit test for the νe detector spectrum. We
use the following chi-squared statistic:

χ2 =
∑
j

(
Oj − Tj [〈Eν〉, Etot

ν , α]

σj

)2

, (10)

Channel Super-K Hyper-K DUNE

νe scat. 300 3,500 260

ν̄e scat. 84 970 73

νx scat. 41 480 36

ν̄x scat. 31 370 28
16O 110 1,300 -

IBD 9,800 110,000 -
40Ar - - 2,200

TABLE II. Approximate total event counts for each channel
in each detector. We assume DUNE will be able to subtract
the electron scattering events in our analysis, but they are
shown here for the sake of comparison.

where Oj is the number of observed signal events in the
j-th electron recoil energy bin assuming fiducial νe neu-
trino spectra, and Tj [〈Eν〉, Etot

ν , α] is the same for given
different values for 〈Eν〉, Etot

ν , and α. The uncertainty
on the observed event numbers in the j-th bin is denoted
by σj , and this includes background event counts that
are dependent on the detector setup.

We assume that the νe + Ar CC events at DUNE will
be tagged by a photon-coincidence signal [73] with 100%
efficiency, thus Oj is purely νe, and σj will only include
the square root of Oj . In Super-K and Hyper-K, the νee

−

scattering cannot be individually distinguished from ν̄ee
−

and νxe
− scatterings. However, since the spectra of ν̄e

and νx will be well measured by other distinguishable
channels, we assume that their contributions can be sta-
tistically subtracted. Hence we only need to fit for the
νe spectral parameters, and Oj only depends on the νe
parameters [69]. The electron elastic scattering of other
neutrinos flavors, the 16O interaction and the untagged
IBD events will however contribute towards the back-
grounds for νee

− elastic scattering. We therefore set σj
to be the square root of the sum of all the backgrounds
per bin, in addition to Oj . The IBD events contribute
significantly to σj , but by adding gadolinium to Super-
K or Hyper-K, its contribution will be significantly re-
duced, resulting in higher overall χ2 values and tighter
constraints on the spectral parameters. For the spectra of
ν̄e and νx, we use the simulation outputs (Figure 1) and
assume they will be measured by IBD and low threshold
liquid scintillator detectors, respectively.

In order to reduce the Super-K and Hyper-K back-
grounds further, we apply an angular cut to the data.
Since electron scattering is a forward-peaked interaction,
we can isolate a forward cone that contains the majority
of the total elastic scattering events, and which will sub-
sequently contain a smaller factor of the isotropic IBD
and 16O backgrounds. We use a 28◦ forward cone cut,
which includes 68% of the forward-peaked νee

− elastic
scattering events [115], while only including ∼ 6% of the
IBD and 16O events. This angle changes depending on
the average νe energy; as 〈Eνe〉 increases, the events be-
come more tightly peaked, and so the forward cone angle
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rameter α. The addition of gadolinium (dashed) qualitatively
changes this. Hyper-K (solid) is a significant improvement on
Super-K due to the higher number of events. DUNE’s contour
(thick solid) is qualitatively different from the other detectors’
contours because the 40Ar reaction probes a different part of
the spectrum than the channels in Super-K and Hyper-K.
Note that DUNE contours assume 100% νe CC identification
efficiency; in practice the DUNE contours will be larger.

containing 68% of the events decreases. In our analysis
of the 16O channel, we take the complementary reverse
cone as an angular cut in order to reduce the amount
of scattering events, which now act as backgrounds. In
Fig. 2 and Table II, no angular cuts have been applied
yet, but we apply these cuts to the data used in Eq. (10).

To maintain Gaussian statistics, we set energy bin
boundaries such that there are at least 10 events in each
energy bin. The energy bin size cannot be smaller than
the energy resolution of the detector, which for the de-
tectors we consider is typically about 10% (i.e., the res-
olution is 2 MeV at 20 MeV). Using these criteria, we
determine binning schemes that work well for each de-
tection channel in each detector.

For each detection channel we iterated through a range
of values for 〈Eν〉, Etot

ν , and α, yielding χ2 values as a
function of those three parameters. The domain of each
parameter is chosen as follows: 0 < 〈Eν〉/MeV < 25,
0 < Etot

ν /1052 erg < 11, 0 < α < 6. We iterate through
all three parameters and interpolate the data to obtain

Parameter SK SK+Gd HK HK+Gd DUNE

〈Eνe〉 ±50% ±40% ±15% ±10% ±10%

Etot
νe ±30% ±20% ±10% ±7% ±20%

ανe N/A ±110% ±50% ±30% ±30%

TABLE III. Symmetrized fractional uncertainties (90% C.L.)
on measured νe spectral parameters, all as percentages of the
best-fit values. Uncertainties are estimated from the projec-
tions of the contours of Figure 3. “N/A” indicates the con-
tours do not fully close in our explored parameter range.

χ2 as a function of the parameters. To infer the set of
spectral parameter values that most closely reproduce
the detector signal, we find the set of parameter values
that minimize the χ2. We designate this as the best-fit,
and the associated chi-squared value as χ2

min.

Since we have three parameters of interest, any set of
parameters that gives ∆χ2 = χ2 − χ2

min < 6.25 is ac-
ceptable within a 90% confidence level (C.L.). Based on
this criterion, we derive contours containing the allowed
sets of values. In Fig. 3 we show the 90% C.L. contours
projected onto two-dimensional planes for all three de-
tectors. In each panel, the parameter that is not shown
is integrated over to obtain the contour projection. Take
the bottom left panel for instance. For a fixed value of
α, the contours for each detector are similar in shape but
smaller in size. As α varies, the centers of each contour
shifts. The integrated contours shown in Fig. 3 represent
the area swept out by the fixed-α contours as α is varied
over its domain. Super-K’s contours (without gadolin-
ium) do not close on the large α end (top or bottom
right panel of Fig. 3) at our chosen 90% C.L. The con-
tours for Super-K without Gd are also not closed on the
low α end, but we assume that α ≥ 0 for simplicity. This
example clearly shows the comparative improvement of
Super-K with Gd compared to Super-K where Gd is not
added. Hyper-K and DUNE, as well as Super-K with
gadolinium, have completely closed contours in all pa-
rameter directions at 90% C.L. The improvements are
quantified in Table III where we show the fractional 90%
C.L. uncertainties on the spectral parameters. Although
the contours show some asymmetries, we show the mean
of the positive and negative uncertainties for simplicity.

As expected, Hyper-K is a significant improvement
on Super-K, regardless of whether or not gadolinium is
present. DUNE is noticeably different in shape than the
water Cherenkov detectors. This is because the argon
channel probes a different part of the spectrum than the
other channels. Since the argon reaction has a threshold
of ∼ 5.9 MeV, and DUNE has a detector threshold of
5 MeV, we only see events from neutrinos whose ener-
gies are higher than 10.9 MeV. In Super-K and Hyper-
K, both the electron scattering and the oxygen channels
are present. Since neutrinos can scatter off electrons at
effectively any energy (as long as it’s greater than the
binding energy of the electron, which is much smaller
than the neutrino energy), the only limitation to what we



7

 1.5

 2

 2.5

 3

 3.5
A

lp
ha

 7

 8

 9

 11  12  13  14  15

E
νto

t  [
10

52
 e

rg
]

<Eν> [MeV]

 1.5  2  2.5  3  3.5

Alpha

SK w/ Gd + DUNE
HK w/out Gd + DUNE

HK w/ Gd + DUNE
DUNE

HK w/ Gd
HK w/out Gd

SK w/ Gd

FIG. 4. Same as Fig. 3 but focusing only on Hyper-K and
DUNE. Shaded regions show joint 90% C.L. regions combin-
ing DUNE and Super-K with gadolinium (light blue), DUNE
and Hyper-K (blue), and DUNE and Hyper-K with gadolin-
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see is the detector threshold, and so the scattering chan-
nel probes neutrinos of energies >∼ 3 MeV, the threshold
for both Super-K and Hyper-K. The oxygen channel (re-
action threshold of ∼ 16 MeV) probes νe’s of energies
greater than 19 MeV, but combined with electron scat-
tering, we can still see the lower energy neutrinos in the
detector as a whole.

The shape of the contours can be understood by the
dependence of the interactions involved on the neutrino
emission properties. In water Cherenkov detectors, the
elastic scattering and oxygen interaction act in comple-
mentary ways. The average energy and the total energy
of the νe spectrum are more strongly constrained by the
oxygen interaction and elastic scattering, respectively.
The number of νee elastic scattering events is propor-
tional to the product of the number of incident νe, which
can be approximated by Etot

νe,T
/〈Eνe〉T , and the spectrum

averaged interaction cross section. Since the νee elastic
scattering cross section is proportional to the neutrino
energy in the leading order (see Eq. 6), the number of
νee elastic scattering events is independent of 〈Eνe〉T to
the leading order. Thus the νee elastic scattering events
provide only weak constraint on the 〈Eνe〉T , while pro-
viding a good handle on Etot

νe,T
. On the other hand, the

νe
16O and νe

40Ar interactions depend on higher powers
of 〈Eνe〉T and thus produces a stronger constraint on the
mean energy. Although similarly sized, the constraint
on the 〈Eνe〉T is stronger from DUNE when compared
to Super-K with Gd. This additional power arises from

〈Eνe〉 [MeV] Etotνe [1052 erg] ανe
No mix Black square 13.3 7.8 2.1

Gray circle 14.1 7.7 2.7

IH Black square 14.4 6.6 1.3

Gray circle 15.9 6.4 2.0

NH Black square 16.8 5.9 1.8

Gray circle 17.2 5.9 2.0

TABLE IV. Best-fit (black square) and time-integrated val-
ues (gray circle) for the three different mixing scenarios we
consider. The offsets between best-fit and time-integrated
arises due to time variation of the emission, as discussed in
the text. For the same reason, the shape parameters are lower
than those predicted by the simulation, shown in Figure 1.

the higher number of νe
40Ar interactions. For all the in-

teractions, the total number of events in the detector is
directly proportional to the Etot

νe,T
, and thus the detector

with the highest number of events, Hyper-K, produces
the strongest constraint on this parameter.

If CCSN neutrinos are detected in multiple detectors,
the χ2 of the different detectors can be combined to get a
tighter net contour. The black square in Fig. 3 represents
the best-fit parameter values found by combining the χ2

of Super-K with gadolinium, Hyper-K with gadolinium,
and DUNE, which is the most ideal future situation for
CCSN νe detection. The resulting best fit values for the
neutrino spectral parameters are found in Table IV.

Fig. 4 zooms in on just the contours for Hyper-K and
DUNE for better detail. These contours provide a fairly
tight constraint on the possible values for all the νe spec-
tral parameters. Due to the larger size of the Hyper-K de-
tector and the high efficiency neutron tagging (if present),
the contours obtained from Hyper-K are smaller than or
comparable to that of DUNE. Thus, our analysis shows
that Hyper-K can be the world leading detector to con-
strain the CCSN νe spectrum. Also in this figure are
shown the joint 90% C.L. regions obtained by combining
detectors: DUNE and Super-K with gadolinium, DUNE
and Hyper-K, and DUNE and Hyper-K with gadolinium.
These are computed by the criteria ∆χ2 < 6.25 with re-
spect to the minimum in the combined χ2 plane. As
expected, combining detectors is advantageous and re-
duces the parameter region. Most notably, the elongated
DUNE contour is reduced significantly even by the addi-
tion of Super-K with gadolinium, highlighting the qual-
itative advantages of combining detectors with different
detection channels and backgrounds.

In Fig. 4, the black square is the same point as in Fig. 3,
and the gray circle represents the spectral values in Table
I, i.e., found from the simulation data itself (see also Ta-
ble IV for values). There is a <∼ 25% offset in these values
from the χ2

min values. The threshold energies affect the
size of the chi-squared contours, but not generally the
locations of their minima. Each binning scheme began
at the threshold energy for each detector (SK - 3 MeV;
HK - 3 MeV; DUNE - 5 MeV), since with actual detec-
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α ≥ 0).

tor data we would not be able to use anything below the
threshold. This means that the results will match the
detector spectrum very well above the threshold, but not
necessarily below it. Performing a chi-squared test in a
no-threshold scenario reveals that removing the detector
threshold makes the allowed region slightly smaller, but
it does not appreciably change the location of the min-
imum, meaning that the threshold does not contribute
to the offset between the black squares and gray circles.
The origin of the offset is discussed in Sec. IV C

B. Flavor oscillations

We have not included neutrino flavor oscillations so far
in this analysis. We can implement a simplified model of
oscillations to get an idea for what effects oscillations
might have on the final detection [107]. Here, we use
a model based on MSW resonances using both an in-
verted mass hierarchy (IH) and a normal mass hierarchy
(NH) [40]. We do not consider collective oscillations as
the effect of it on neutrino flavor mixing in CCSN is still a
matter of debate [46, 51, 116–119]. In the MSW scheme,
the mixed fluences are found using the following equa-
tions [40]:

Φνe = pΦ0
νe + (1− p)Φ0

νx , (11)

Φν̄e = p̄Φ0
ν̄e + (1− p̄)Φ0

νx , (12)

Φνe + Φν̄e + 4Φνx = Φ0
νe + Φ0

ν̄e + 4Φ0
νx , (13)
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FIG. 6. Same as Fig. 3 but with NH mixing. As with IH,
Super-K without gadolinium has closed contours in all pa-
rameter directions (assuming α ≥ 0).

where Φνx represents the fluence of one of the four flavors
of νx, hence the factor of 4 when writing the total fluence
in Eq. (13), which can be rearranged to solve for Φνx . For
IH mixing, the survival probabilities are p = sin2θ� ≈ 0.3
and p̄ = 0, where θ� is the solar neutrino mixing angle.
For NH, p = 0 and p̄ = cos2θ� ≈ 0.7.

The results for IH mixing are shown in Fig. 5. The
corresponding best-fit values (black squares) and time-
integrated values (gray circles) are found in Table IV.
The most notable difference from Fig. 3 is that now,
Super-K without gadolinium has closed contours in all
parameter directions. This is due to the mixing of higher
energy neutrinos that were originally νx towards the de-
tected νe, which increases the events. Capture on oxy-
gen, which has a high energy threshold, introduces qual-
itative improvements as the neutrino average energy in-
creases above ∼ 15 MeV. The contours for NH mixing are
shown in Fig. 6. The black square and gray circle values
are again found in Table IV. The main difference from
IH mixing, other than shifted parameter values, is that
the offset between best-fit and time-integrated values is
smaller.

C. Analysis in different time epochs

In Figs. 3 to 6 and Table IV, we see that there is an
offset between the χ2

min parameter values (black square)
and the values obtained from spectral analysis of the
time-integrated spectra (gray circle), i.e., the values in
Table I. This is due primarily to the composite nature
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νe 〈Eν〉T [MeV] Etot
ν,T [1052 erg] αT

Burst 10.0 0.55 5.07

Accretion 11.6 2.00 3.50

Cooling 16.1 5.15 3.12

TABLE V. Same as Table I but for the three time epochs:
neutronization burst, accretion, and cooling phases.

of the net emission, described in the second paragraph
of Sec. II B. Because the net emission is a combination
of individual thermal spectra at each time step in the
simulation, each with different sets of spectral parame-
ter values, the summed result is no longer a neat thermal
spectrum and it is not well-defined by one set of the three
spectral parameters we use, nor is the detector spectrum
it produces. This is particularly reflected in the shape
parameter, which necessarily is reduced to accommodate
the broader time-summed spectra. In our analysis, we
attempt to fit the detector spectrum using one set of pa-
rameter values, so inevitably we will not get a perfect
result.

In Super-K, this offset is not a problem because it is
well within the precision of the detector. However, with
the construction of Hyper-K and DUNE, the offset will
become more important. One possibility to minimize the
offset is to split the detection signal into smaller time
epochs. Within smaller time splices, the spectral param-
eters do not vary over as large of a range as they do
during the whole emission time (see Fig. 1), and so the
net spectrum should be closer to an analytical thermal
spectrum with one set of parameters.

We test this hypothesis by splitting the simulation data
into three time epochs, namely the neutronization burst,
accretion phase, and cooling phase. By looking at Fig. 1,
we loosely determine the phase times to be the following:
neutronization burst, start – 60 ms; accretion phase, 60
ms – 1 s; cooling phase, 1 s – end. The Etot

νe vs. 〈Eνe〉 con-
tours for the three phases are shown in Fig. 7. Since each
time epoch has lower event statistics than the full sim-
ulation, especially the first two phases, the contours are
larger in size than the full simulation contours in Fig. 3.
However, as expected, in all cases the χ2

min values (black
square) are closer to the simulation values (gray circle),
which are shown in Table V. Therefore, as we split the
supernova signal into time epochs, we trade precision for
accuracy, and in a real supernova event the time splices
can, depending on the detection statistics, be adjusted
based on desired information, precision, and accuracy.
For example, we find that Hyper-K will produce strin-
gent constraints on νe spectral parameters for all three
major phases of the supernova.

V. CONCLUSIONS AND DISCUSSIONS

The only way to completely understand a CCSN and
to robustly constrain or discover new physics from its
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Fig. 3) for the three time epochs of the supernova burst.

neutrino signal is to understand the full flavor emission
of CCSN neutrinos. Also, neutrinos escape the CCSN
with ∼99% of the energy budget, and thus it is extremely
important to detect all flavors of neutrinos to account for
the full energy emission. There are well established ways
to robustly detect CCSN ν̄e and νx. Besides detection
via lead or liquid argon detectors, CCSN νe has received
little attention [69].

We follow the ideas first presented in Ref. [69] about de-
tecting CCSN νe in gadolinium loaded water Cherenkov
detectors and go significantly beyond it by using a neu-
trino spectrum generated from a CCSN simulation and
by introducing an additional spectral shape parameter
α. The use of the forward angle cut and the removal
of individual inverse beta events with gadolinium allow
for an efficient detection of CCSN νe, and we have con-
firmed that the mean energy and total luminosity of a
CCSN νe emission can be determined with reasonable
accuracy of some 10–20%. We have now quantitatively
shown how the chi-squared contours are affected when
the shape parameter α is included as a free parameter.
Comparing our results to Ref. [69], which holds α fixed
at 3, we see that Super-K is not nearly as precise when α
is allowed to vary. Hyper-K and DUNE offer promisingly
precise results even in the face of varying α, even more
precise than Super-K with fixed α in Ref. [69]. Hyper-K
and DUNE therefore will both offer a clear and immense
improvement over Super-K in Galactic CCSN neutrino
analysis.

Further studies are also needed to explore how uncer-
tainties on ν̄e and νx parameters will affect the determi-
nation of ν parameters. We have also included the effect
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of MSW transitions in a CCSN and analyzed the impact
on the reconstruction of the CCSN νe spectrum (Figs. 5
and 6).

In summary, we show that the three parameter analysis
of CCSN νe that is necessary from a CCSN perspective
yields robust results and has considerable promise with
near future neutrino detectors. The prospects are very
high for the next Galactic CCSN to yield multi-messenger
signal detections spanning neutrinos, electromagnetic, to
gravitational waves [76], with potentially extremely rich
rewards. We encourage the community to study this new
method to study CCSN νe in detail and further optimize
its tools so that we can learn as much as possible from a
future Galactic CCSN.
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