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Using the data samples of (1310.6 £ 7.2) x 10° J/¢ events and (448.1 + 2.9) x 10° +(3686)
events collected with the BESIII detector, we search for the rare decays J/¢ — D e¢Te™ + c.c. and
¥(3686) — D Te™ + c.c.. No significant signals are observed and the corresponding upper limits



on the branching fractions at the 90% confidence level are determined to be B(J/1 — D%Te™ +
c.e.) < 85 x 107% and B(y(3686) — D%Te” + c.c.) < 1.4 x 1077, respectively. Our limit on
B(J/y — Dlete + c.c.) is more stringent by two orders of magnitude than the previous results,
and B(1)(3686) — D%Te™ + c.c.) is measured for the first time.

PACS numbers: 13.20.Gd, 12.38.Qk

In the Standard Model (SM), decays of the charmoni-
um resonances J /1 and 1)(3686)! (collectively referred to
as ¢ throughout the text) induced by Flavor Changing
Neutral Currents (FCNCs) are forbidden at the tree lev-
el due to the Glashow-Iliopoulos-Maiani (GIM) mecha-
nism [1], but can occur via a ¢ — w transition at the loop
level, e.g., shown in Fig. 1 for the decay of ¢p — D% Te™.
Such decays can also occur via long-distance effects on
the hadron level, which are, according to Ref. [2], expect-
ed to have the same order of magnitude as the FCNC
process. The decay branching fraction for this kind of
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FIG. 1. Typical Feynman diagram for 1) — D% te™.

rare process is expected to be of order 10719 to 10713
in the SM [3, 4]. However, many new physics models,
such as the Topcolor models [5], the minimal supersym-
metric standard model with R-parity violation [6], and
the two Higgs doublet model [7], predict that the decay
branching fractions can be enhanced by two or three or-
ders of magnitude. Searching for experimental evidence
for these FCNC processes offers an ideal opportunity to
study non-perturbative QCD effects and their underly-
ing dynamics, and serves as a probe to search for new
physics beyond the SM [8, 9].

The semileptonic decay J/i¢ — D% e~ (the charged
conjugate channel is always implied throughout the text
if not mentioned explicitly) is an interesting decay to
study FCNC-induced processes. The BESII experiment
has searched for the decay J/1 — D% Te~ by using 58 x
105 J/+ events, and an upper bound on the branching
fraction was placed at the order of 107° [10], which is
far away from the theoretical prediction. A more precise
measurement with larger statistics is desirable to test the
theoretical predictions more stringently.

The Beijing Spectrometer (BESIII) detector [11],
located at the Beijing Electron-Positron Collider
(BEPCII), has collected (1310.6 + 7.2) x 105 J/¢
events [12, 13] and (448.14:2.9) x 10° ¢)(3686) events [14,
15], which are the world largest samples collected with

1 4)(3686) is refer to the ¢(2S) in the PDG [20].

electron-positron collisions at ¢¢ (charmonium) thresh-
olds. The high quality and large statistics data samples
provide a unique opportunity to search for physics be-
yond the SM. In this paper, we present a search for the
rare processes 1) — D%te™.

BEPCII is a double-ring eTe™ collider running at
center-of-mass (c.m.) energies between 2.0 and 4.6 GeV,
reaching a peak luminosity of 1.0 x 10?3 cm™2s7! at a
c.m. energy of 3770 MeV. The cylindrical BESIII detec-
tor has an effective geometrical acceptance of 93% of 4
and is divided into a barrel section and two endcaps. It
contains a small-cell, helium-based (40% He, 60% C3Hzg)
main drift chamber (MDC) which provides momentum
measurements for charged particles with a resolution of
0.5% at a momentum of 1 GeV/c in a magnetic field of
1 Tesla. The energy loss measurement (dE/dx) provided
by the MDC has a resolution better than 6%. A time-
of-flight system (TOF) consisting of 5-cm-thick plastic
scintillators can measure the flight time of charged par-
ticles with a time resolution of 80 ps in the barrel and
110 ps in the endcaps. An electromagnetic calorimeter
(EMC) consisting of 6240 CsI(T1) crystals in a cylindrical
structure and two endcaps is used to measure the ener-
gies of photons and electrons. The energy resolution of
the EMC is 2.5% in the barrel and 5.0% in the endcaps
for photons and electrons with an energy of 1 GeV. The
position resolution of the EMC is 6 mm in the barrel
and 9 mm in the endcaps. A detailed description of the
BESIII detector can be found in Ref. [11].

Large samples of Monte Carlo (MC) simulated events
are used to optimize the event selection criteria, estimate
the background contaminations and determine the selec-
tion efficiencies. The MC samples are generated using a
GEANT4-based [16] simulation software package BESIII
OBJECT ORIENTED SIMULATION TOOL (BOOST) [17],
which includes the description of geometry and material,
the detector response and the digitization model, as well
as tracking for the detector running conditions and per-
formances. Inclusive MC samples of 1225 x 10° .J/¢ and
506 x 10° ¢(3686) generic decay events are generated to
study the backgrounds. In the simulation, production of
the 1 resonances is simulated with the KkMC [18] gen-
erator, while the decays are generated by EVTGEN [19]
for the known decay modes, setting the branching frac-
tions according to the Particle Data Group (PDG) [20],
or LUNDCHARM [21] for the remaining unknown decays.
The QED final-state radiation (FSR) effect is simulat-
ed with PHOTOS [22]. Signal samples ¢ — D%*e™ of
2.0 x 10° events are generated according to a theoretical
calculation based on the vector meson dominance (VMD)
model [23], where eTe™ is generated from a virtual pho-



ton decay.

To study the decay ¢ — D%Te™, we reconstruct the
DY signal through its three prominent exclusive hadron-
ic decay modes, K~mT (mode 1), K~ 7"7° (mode II),
and K~77n 7~ (mode IIT), which have relatively large
branching fractions, and suffer from relatively low back-
ground.

Charged tracks are reconstructed from hits in the
MDC. A good charged track is required to have a po-
lar angle 6 that satisfies |cosf| < 0.93 and a distance
of closest approach point to the interaction point (IP)
within 10 cm along the beam direction and 1 c¢m in the
plane perpendicular to the beam. The measured ioniz-
ing energy loss dE/dx in the MDC and flight time in the
TOF are combined to form a particle identification (PID)
confidence level (C.L.) for each particle hypothesis i (i =
e, m, K, p). Each track is assigned to the particle type
with the highest C.L. Mis-identification probabilities of
leptons are less than 1.0 %.

Photons are reconstructed from clusters of energy de-
positions in the EMC crystals. The energy deposited in
the nearby TOF counters is included to improve the re-
construction efficiency and energy resolution. Good pho-
tons are required to have energy greater than 25 MeV
in the barrel region (| cosf| < 0.80) or 50 MeV in the
endcap region (0.86 < |cos@| < 0.92). The showers in
the transition region between the barrel and endcap are
poorly reconstructed and are excluded from the analy-
sis. To exclude showers from charged particles, a photon
must be separated from any charged track by more than
10°. A requirement on the EMC time ¢ with respect to
the event start time of 0 < t < 700 ns is used to sup-
press electronic noise and energy deposits in the EMC
unrelated to the events.

The candidate events are selected by requiring an
electron-positron pair, a kaon, one or three pions depend-
ing on the D° decay mode as well as two photons for
decay mode II. To suppress backgrounds, the electron or
positron are required to satisfy E/p > 0.8, where F and p
are the corresponding energy deposited in the EMC and
momentum measured in the MDC, respectively. A vertex
fit is performed on the selected charged tracks to ensure
that the events originate at the IP. To improve resolution
and reduce backgrounds, a four-constraint (4C) kinemat-
ic fit imposing energy-momentum conservation is carried
out under the hypothesis of v — K- 7tete™ (mode I)
or ¢ - K- rrrtn~eTe™ (mode III), and x3, < 60 is
required. For decay mode II, a 5C kinematic fit is per-
formed under the hypothesis of 1y — K~ 7T yyete™ with
an additional constraint on the mass of the v pair to
the 7% nominal mass (5C), and x2, < 70 is required.
For events with more than two photon candidates, the
~7 combination with the least ch is retained for further
analysis.

With the above selection criteria, the dominant back-
grounds are from processes with similar hadronic final
states as the signal but with an eTe™ pair which comes
from a 7 conversion from interactions with the detector

material. This effect occurs primarily at the beam pipe,
which has an inner diameter of 63 mm, or the inner MDC
wall, which has a diameter of 108 mm. To suppress these
backgrounds, a v conversion finder algorithm [24] was de-
veloped to reconstruct the vy conversion vertex using a set
of parameters. These include the distance ., from the
IP to the reconstructed vertex point of the eTe™ pair in
the z-y plane, the distance A, between the two intersec-
tion points of the two circles describing the trajectories
of the electron and positron in the z-y plane and the line
connecting their centers, the invariant mass M (e*Te™) of
the ete™ pair, the angle 6., between the photon momen-
tum vector (in the eTe™ system) and the direction from
the TP (run averaged) to the reconstructed vertex in the
z-y plane, and the angle 8.+,- between the momenta of
e and e” in the z-y plane. The v conversion vertex is
identified with the criteria Ry, > 2 cm and A,y < 6oa,,
as well as cos .y > 0.99, and the events satisfying these
criteria are removed. This selection removes 95.0% of all
~ conversion events while losing less than 5.0% efficien-
cy for the signal decays. The criteria are determined by
studying a control sample of J/i¢ — yr ™7~ with the v
conversion into an ee™ pair. The resolution Oy, of Ay
depends on the angle 0.+.- and is also determined from
the study of the control sample.

After the -y conversion suppression criteria are ap-
plied, the inclusive J/v¢ and 1(3686) MC samples are
used to study the remaining background contamina-
tion. In decay mode I, the dominant backgrounds are
P — (y)rta"ete ete., due to K/m mis-identification
for high momentum tracks. The 4C kinematic fits with
hypotheses ¢ — (y)rT7n~eTe™ are performed, and the
corresponding X3 (K " 7Tete™) < xio((v)mTn ete)
is required. Another potential background in the 1 (3686)
data sample is 1(3686) — 7w~ J/1 with subsequent
decay J/¢ — eTe™, where a low momentum 7 is mis-
identified to be an electron while a high momentum elec-
tron (positron) is mis-identified as a kaon. The require-
ment | MBecol (7t 7r=) —m(J /)| > 0.02 GeV/c? is imple-
mented to reduce this background, where M Recoil(z+7—)
is the recoil mass of the two low momentum tracks with
opposite charges using the 7% hypothesis, and m(.J /1)) is
the nominal J/¢ mass. In decay mode II, the dominant
background is ¢ — KgK w" with subsequent decays
Kg — 7970 and with a 7% Dalitz decay. The require-
ment |[MBRel(K=a+) — m(Kg)| > 0.06 GeV/c? is ap-
plied to suppress this background, where MTecoll( K—7r+)
is the recoil mass of the K7t system, and m(Kg) is
the K¢ nominal mass. Another background is ¥ —
wrtr™ (w — 7weTe™) with a pion mis-identified as a
kaon. This background is suppressed by a requirement
on the kinematic fit quality with xZ, (K~ 7Tn%Te™) <
oo (mTn~mlete™). In decay mode III, the dominant
background is ¥ — etTe”KsKm with the subsequent
Kg decay into ntw~. This background is rejected
if any of the 7#t7~ invariant mass M (7" 7~) satisfies
|M(rt7™) —m(Kg)| < 0.025 GeV/c2.

After applying the above selection criteria, the distri-
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FIG. 2. Distributions of K~7" (upper row), K~ 777" (mid-
dle row) and K~ 7"7"7~ (bottom row) invariant masses.
The left and right columns are for the J/v¢ and 1 (3686) sam-
ples, respectively. Dots with error bars are data, the solid and
dashed curves are for the signal shape and the total best fit
to data, respectively.

butions of the K—nt, K~ nta", and K—#ntxt7~ invari-
ant masses for the surviving events in the three D° me-
son decay modes are shown in Fig. 2. No D° signals are
observed, and therefore upper limits on the branching
fractions at the 90% C.L. are determined.

In the measurements of the branching fractions, the
sources of systematic uncertainty include the detection
efficiencies of charged tracks and photons, the PID effi-
ciency, the kinematic fit, v conversion veto, mass window
requirements, the fit procedure, the decay branching frac-
tions of intermediate states, as well as the total numbers
of ¥ events. The individual systematic uncertainties are
estimated and described in detail as follows:

(a) Tracking efficiency: The tracking efficiencies
for 7* and K* are studied using control samples of
J/p = pr — 7t w0 J/p — pprtrT, and J/yv —
KJK—nt [25, 26]. The tracking efficiency for electrons
(positrons) is studied with a control sample of radiative
Bhabha events. The differences in tracking efficiencies
between data and MC simulation are 1% per track for
K, 7 and e, respectively, and are taken as the systematic
uncertainties.

(b) PID: The PID efficiencies of 7+ and K* are stud-
ied with the same control samples as in the study of the
tracking efficiency [25, 26]. The PID efficiency from the

data sample agrees with that of the MC simulation within
1% for each track. The uncertainty of the PID efficien-
cy for electrons (positrons) is studied with the control
sample of radiative Bhabha events, and 1.0% is assigned
for each electron (positron). The uncertainty of the E/p
requirement for electrons (positrons) is studied with the
control sample J/¢ — 77~ 70 (7% — vete™), and an
uncertainty of 2% is assigned.

(¢) Photon detection efficiency: The photon detection
efficiency is studied with the control samples J/v —
7tr~ 7Y, and a weighted average uncertainty, according
to the energy distribution, is determined to be 0.6% per
photon.

(d) Kinematic fit: The uncertainty associated with
the kinematic fit arises from the inconsistency of the
track helix parameters between data and MC simulation.
Therefore, the three track parameters ¢, x and tan A are
corrected for the signal MC samples, where the correction
factors are obtained by comparing the pull distributions
of the control samples described in detail in Ref. [27].
The resulting difference in the detection efficiencies be-
tween the samples with and without the helix correction
is taken as the systematic uncertainty.

(e) v conversion veto: The effect of the  conversion
veto is studied using a control sample of .J/1) — 77~ 7"
with the subsequent Dalitz decay 7° — yeTe™. A clean
control sample is selected, and the corresponding MC
sample is generated with the RhoPi generator based on
a formalism of helicity coupling amplitudes for the pro-
cess J /vy — w70 [28], while a generator for the decay
70 — vete™ adopts a simple pole approximation in the
form factor |F(¢?)| = 1+ aqg?/m?2, with o = 0.032 [20].
The efficiency of the v conversion veto is the ratio of sig-
nal yields with and without the v conversion veto, where
the signal yields are extracted by fitting the eTe™ invari-
ant mass. The resulting difference between data and MC,
1.7%, is taken as the systematic uncertainty.

(f) Mass window requirements: Various requirements
of mass window by widening 5 MeV/c? are applied to
veto the different backgrounds, the corresponding uncer-
tainties are studied by changing the appropriate values.
The resulting changes in the final results are taken as the
systematic uncertainties.

(9) Branching fractions of intermediate states: The
uncertainties of the decay branching fractions of inter-
mediate states in the cascade decays are quoted from the
PDG [20].

(h) Total number of 1 events: The uncertainties on the
total numbers of J/1 and ¢(3686) events are 0.55% and
0.62%, respectively, which are determined by studying
the inclusive hadron events [12-15].

All the individual systematic uncertainties are sum-
marized in Table I, where the sourcees of the uncertain-
ties tagged with '+’ are assumed to be 100% correlated
among the three different D° decay modes. The efficien-
cies for other selection criteria, the trigger simulation,
the event start time determination and the FSR simu-
lation are quite high (> 99%), and so their systematic



uncertainties are estimated to be less than 1% [29]. The
total systematic uncertainties are given by the quadratic
sum of the individual uncertainties, assuming all sources
to be independent. The uncertainty due to the fit proce-
dure is considered during the upper limit determination
described in the following.

Since no significant signal for 1» — D%Te™ is ob-
served, upper limits at the 90% C.L. on the branch-
ing fractions are determined. Simultaneous, unbinned
maximum likelihood fits on the distributions of invariant
masses M (K7 %), M(K-n"x%), and M(K ntntn™),
are carried out for the J/v and ¢ (3686) samples. In the
fit, the signal shapes are described by the correspond-
ing signal MC samples and the background shapes are
described by 2nd order polynomial functions. The ex-
pected number of signal events in the i*" decay mode is
calculated with N; = N, - B - Bt . ¢, where Ny, is
the total number of v events, BI"*" is the product of the
decay branching fractions of DY mesons and subsequent
intermediate states, taken from the PDG [20], and ¢; is
the detection efficiency from the signal MC samples. The
decay branching fraction B of 1) — D% *e~ is a common
parameter among the three D° decay modes. The over-
all likelihood values (£) are the products of those of the
three D° decay modes, incorporating systematic uncer-
tainties, which are separated as correlated and uncorre-
lated [30, 31]. The likelihood fits are carried out with the
MINUIT package [32].

We compute the upper limits on the branching frac-
tion at the 90% C.L. using a Bayesian method [20] with a
flat prior. The optimized likelihoods £ are presented as a
function of branching fraction B(1) — D% e™). The up-
per limits on the branching fractions BUF at the 90% C.L.
are the values that yield 90% of the likelihood integral

over B from zero to infinity: fOBUP LdB/ [y LdB = 0.9.
To take into account the systematic uncertainties relat-
ed to the fit process, two alternative fit scenarios are
considered: (1) changing the fit range on the invariant
masses by 10 MeV/c?; or (2) replacing the 2nd order
polynomial function with a 3rd order polynomial func-
tion for the background. We try all combinations of the
different scenarios. The one with the maximum upper
limits on the branching fractions is taken as the conser-
vative result. The upper limits at the 90% C.L. on the
branching fractions are B(J/¢ — D*e™) < 8.5x 1078
and B(¥(3686) — D%Te™) < 1.4 x 1077, respective-
ly. The corresponding normalized likelihood distribu-
tions are shown in Fig. 3 and the best fit curves are shown
in Fig. 2.

In summary, we perform a search for the rare decays
of J/9p — DTe~ and 1(3686) — D%Te~ using sam-
ples of (1310.6 £7.2) x 10° J/4 events and (448.1 £2.9)
x 10° 1)(3686) events collected with the BESIII detec-
tor. No significant signal is observed and upper lim-
its at the 90% C.L. for the branching fractions are de-
termined to be B(J/1 — D Te™) < 8.5 x 1078 and
B(1(3686) — D%Te™) < 1.4 x 1077, respectively. The
limit on B(J/¢ — DYete™) is more stringent by two
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FIG. 3. Normalized combined likelihood as a function of

the decay branching fraction B(y) — D%Te™) for J/v (left)
and 1 (3686) (right) samples, where the correlated and un-
correlated systematic uncertainties are incorporated. The
likelihood function is normalized with the maximum to be
1. The blue arrow denotes the 90% C.L.

orders in magnitude compared to the previous results,
and the B(1(3686) — D%ete™) is set for the first time.
Though the upper limits are larger than the SM predic-
tions, they may help to discriminate between the differ-
ent new physics models and constrain their parameters.
Additionally, higher statistics J/1 and ¢ (3686) samples
may help to improve the sensitivity of the measurements.
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TABLE I. Summary of systematic uncertainties (in %) for J/¢ — D%Te

~ and ¢» — D%eTe™, where sources tagged with '’

are correlated among the different D° decay modes. The hyphen (—) indicates the source does not contribute to the channel.

D° - K 7"

D° - K 7n'a® D - K nhntm

S/ ¥(3686) I/ 1/1(3686) S/ ¥(3686)

Tracking® 4.0 4.0 4.0 4.0 6.0 6.0
PID* 6.0 6.0 6.0 6.0 8.0 8.0
~ detection - - 1.2 1.2 - -
Kinematic fit 1.7 1.6 1.1 1.8 2.2 2.0
Veto v conversion™ 1.7 1.7 1.7 1.7 1.7 1.7
Veto Kg — 7°7° 0.6 — —

Veto Kg — ntn™ — — — 2.1 2.2
Veto J/v — eTe™ - 0.1 - - -
Branching fraction 1.3 1.3 3.6 3.6 2.6 2.6
1 total number” 0.55 0.62 0.55 0.62 0.55 0.62
Others 1.0 1.0 1.0 1.0 1.0 1.0
Total 7.8 7.8 8.5 8.7 11.0 10.9
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