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Tidal disruption events (TDEs) by supermassive or intermediate mass black holes have been sug-
gested as candidate sources of ultrahigh-energy cosmic rays (UHECRs) and high-energy neutrinos.
Motivated by the recent measurements from the Pierre Auger Observatory, which indicates a metal-
rich cosmic-ray composition at ultrahigh energies, we investigate the fate of UHECR nuclei loaded
in TDE jets. First, we consider the production and survival of UHECR nuclei at internal shocks,
external forward and reverse shocks, and nonrelativistic winds. Based on the observations of Swift
J1644+57, we show that the UHECRs can survive for external reverse and forward shocks, and
disk winds. On the other hand, UHECR nuclei are significantly disintegrated in internal shocks,
although they could survive for low-luminosity TDE jets. Assuming that UHECR nuclei can sur-
vive, we consider implications of different composition models of TDEs. Tidal disruption of main
sequence stars or carbon-oxygen white dwarfs is difficult to reproduce the observed composition or
spectrum. The observed mean depth of the shower maximum and its deviation could be explained by
oxygen-neon-magnesium white dwarfs, although they may be too rare to be the sources of UHECRs.

I. INTRODUCTION

Cosmic rays with energy larger than 1018 eV are re-
ferred to as ultrahigh-energy cosmic rays (UHECRs),
and their origin is still largely unknown [1–3]. The
observed spectrum of UHECRs has a cutoff at energy
around ∼ 4 × 1019 eV [4–6]. The flux suppression is
consistent with the prediction of the “Greisen-Zatsepin-
Kuzmin (GZK) effect” due to the interaction between
UHECRs and cosmic microwave background (CMB) pho-
tons [7, 8]. A key clue to the origin of UHECRs is their
composition. The primary mass of UHECRs can be in-
ferred from the distributions of the depth of shower max-
imum, Xmax. The data from the Telescope Array (TA)
and Auger are consistent within systematic and statisti-
cal uncertainties [9]. The analysis from Auger suggests
that the composition of UHECRs is dominated by light
nuclei at energy around 1018.3 eV and becomes gradually
heavier with increasing energy up to 1019.6 eV [10, 11].
The distributions of Xmax is difficult to explain with a
mixture of protons and iron nuclei over the whole en-
ergy range if up-to-date hadronic interaction models are
correct. Rather, the best fit is reached by including a
fraction of intermediate mass nuclei [11].

The interpretation of the UHECR composition is still
under intense debate, and we avoid discussion that de-
pends on their details. However, considering the larger
detection area and lower sampling bias of Auger, it is rea-
sonable to assume that UHECR composition gets grad-
ually heavier at the highest energies. There are not so
many candidate sources which satisfy the Hillas crite-
rion to accelerate cosmic rays (CRs) to ultrahigh en-
ergies [1], and the origin of heavy nuclei has now be-

come an interesting question. In relativistic jets of ac-
tive galactic nuclei (AGN) (e.g., [12–16] and references
therein), heavy nuclei would be supplied by an accre-
tion disk. For structure formation shocks in galaxy
clusters (GCs) [12, 17, 18], heavy nuclei can be pro-
vided from the intracluster medium. However, for these
objects, we typically expect a composition similar to
the solar composition, unless reacceleration is invoked
[19, 20]. Another possibility is that heavy nuclei can
be synthesized in the stellar interiors or outflows from
the deaths of massive stars. This scenario is appropri-
ate for gamma-ray bursts (GRBs) [21–25] (see [26, 27]
for protons), low-luminosity GRBs and transrelativistic
supernovae [21, 28–31], and newborn pulsars and mag-
netars [32–34]. However, UHECR nuclei can be depleted
before they escape the source environment due to the in-
teraction with background particles or photons, so the
“UHECR survival problem” is important to discuss the
origin of UHECR nuclei [13, 21–23, 34].

In this work, we revisit tidal disruption events (TDEs)
as sources of UHECR nuclei. A TDE is a luminous flare
lasting for months to years, which occurs in the galaxy
nuclear region [35]. When a star gets very close to the
central black hole, it is disrupted if the tidal force is
greater than the star’s self gravity. During the disruption
process, nearly half of the stellar debris falls back into the
vicinity of the black hole, and the rest becomes unbound
from the system. The accretion flow undertakes a fast
energy dissipation and circularization process, and then
forms an accretion disk around the central black hole
[36, 37]. The TDE may accompanied by the emergence
of a relativistic jet during the super-Eddington accretion
phase [38–44], and have been proposed to accelerate par-
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ticles to ultrahigh energies [45–47]. Two scenarios are
the most popular: disruption of a main-sequence (MS)
star by a supermassive black hole (SMBH) and disrup-
tion of a white dwarf (WD) by an intermediate mass
black hole (IMBH). The latter could be especially inter-
esting as sources that can inject heavy nuclei.
This paper is organized as follows. In Sec. II, we show

that both protons and nuclei can be accelerated to ul-
trahigh energies, and study conditions for the survival
of UHECR nuclei in jetted TDEs. For the acceleration
sites, we consider internal shocks, external reverse and
forward shocks, and nonrelativistic winds. In Sec. III,
for different composition models, we study the propaga-
tion of UHECR nuclei using the public code CRPropa 3
[48], and compare the results to experimental results by
Auger.
Throughout the paper, we use cgs units, and adopt

notations such as Qx ≡ Q/10x. The cosmological pa-
rameters we assume are H0 = 67.3 km s−1 Mpc−1,
Ωm = 0.315, ΩΛ = 0.685 [49].

II. SURVIVAL OF COSMIC-RAY NUCLEI IN

TDE OUTFLOWS

We discuss possible composition models in the next
section. In this section, we consider the fate of UHECR
nuclei, following Ref. [21].
Jetted TDEs (e.g., Swift J1644+57) show clear signa-

tures of nonthermal emission in a wide range of wave-
lengths from radio to x rays [50–52]. Diffusive shock
acceleration in collisionless shocks is the most popular
mechanism of production of non-thermal particles. The
first-order Fermi process is predicted to have a power-law
distribution of accelerated particles within the “test par-
ticle” approximation. The acceleration time scale can
be expressed as tacc = ηrL/c, where rL = EA/ZeB is
the Larmor radius of a particle with energy EA, charge
number Z, and B the comoving-frame magnetic field
strength. The factor η depends on details of the turbu-
lence. The minimum value of η ∼ 1− 10 can be achieved
in the Bohm limit [53], and η = 1 is used to demonstrate
our results in this section.
The maximum acceleration energy is determined by

tacc ≤ min(tdyn, tsyn, tAγ), where tdyn ≡ R/Γβc is the dy-
namical time scale, tsyn = 3m4

Ac
3Γ/(4σTZ

4m2
eUBEA) is

the synchrotron cooling time scale (σT is the Thompson
cross-section, UB = B2/8π is the magnetic energy den-
sity, EA is the particle energy), and tAγ is the energy loss
time scale for protons (photomeson interaction) and nu-
clei (photodisintegration interaction). We can estimate
the energy loss time scale using the following formula

t−1
Aγ(EA) =

c

2γ2
A

∫ ∞

ε̄th

dε̄σAγ(ε̄)κAγ(ε̄)ε̄

∫ ∞

ε̄/2γA

dε
1

ε2
dn

dε
,

(1)
where γA is the Lorentz factor of UHECRs with mass
number A, ε̄th is the threshold energy measured in the
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FIG. 1. Photonuclear and photomeson production cross sec-
tions for five chemical species, which are used in this work:
Fe, Si, O, He and proton, as a function of NRF target photon
energy [48, 54–56]. For simplicity, the superposition model is
assumed for the photomeson production.

rest frame of initial nucleus (NRF) and dn/dε is the dif-
ferential number density of target photons. Here, σAγ is
the photohadronic cross-section related to the photome-
son or photodisintegration process, and κAγ is the inelas-
ticity of each process. We show photonuclear and pho-
tohadronic cross-sections for five typical chemical species
as a function of NRF target photon energy ranging from
∼ 10 MeV to ∼ 107 GeV in Fig. 1, see Appendix A.
Defining the optical depth as fAγ ≡ t−1

Aγ/t
−1
dyn, we can

expect the survival of UHECR nuclei when fAγ < 1. The
value of the interaction time scale tAγ−int is equal to the
energy loss time scale when κAγ = 1, and the related

optical depth is τAγ ≡ t−1
Aγ−int/t

−1
dyn.

A. Internal shock model

Non-thermal hard X-ray emission comes from internal
energy dissipation in the inner relativistic jet [51]. In the
internal shock region, fast moving ejecta may catch up
with slower ejecta, and a substantial amount of kinetic
energy of the relativistic jet may be converted into inter-
nal energy. We assume the radius where internal colli-
sions take place is RIS = Γ2cδt = 3×1014 Γ2

1δt2 cm, with
Γ = 10Γ1 is the Lorentz factor of relativistic jet and δt ∼
100δt2 s is the X-ray variability time scale [51]. The me-
dian X-ray luminosity of Swift J1644+57 is LX,iso = 8.5×
1046 erg s−1, which is well above the Eddington luminos-
ity LEdd = 1.3 × 1044MBH,6 erg s−1 of a 106M⊙ black
hole [51]. In our analysis, the total isotropic luminosity
is set to Liso = 1048 erg s−1. A fraction ǫB of the total
energy of the outflow is converted into magnetic energy
B2/8π = ǫBLiso/4πR

2
ISΓ

2c. The magnetic field strength

in the jet comoving frame is B = (2ǫBLiso/R
2
ISΓ

2c)1/2 ≃
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860 L
1/2
iso ǫ

1/2
B,−1R

−1
IS,14.5Γ

−1
1 G. The maximum accelera-

tion energy can be achieved under the condition tacc ≤
tdyn, we have EA,dyn ≃ Γη−1eB(RIS/Γ) ∼ 1.5 ×
1020 Zη−1L

1/2
iso,48ǫ

1/2
B,−1Γ

−1
1 eV measured in the observer

frame, where RIS/Γ is the comoving frame shell width.
The maximum acceleration energy is also limited by the
synchrotron energy loss tacc < tsyn, we have EA,syn ∼
6.3 × 1019 Z−3/2η−1/2L

−1/4
iso,48ǫ

−1/4
B,−1Γ

3/2
1 R

1/2
IS,14.5 eV mea-

sured in the observer frame. To estimate the effect of
photonuclear and photohadronic interactions, we use a
log-parabola model to fit the high-luminosity state SED
of Swift J1644+57 [51, 57].
Our results for the internal shock scenario are shown

in Fig. 2. We consider two time scales, one is the interac-
tion time scale, tAγ−int, and the other is the energy-loss
time scale, tAγ . We see that tAγ−int and tAγ is shorter
than tdyn. Our calculation suggests that most CR nuclei
in the internal shock region will be disintegrated before
they escape, so it is difficult for CR nuclei to survive for
luminous TDEs like Swift J1644+57. Note that even the
partial survival is difficult for this parameter set (i.e.,
fAγ & 1), implying that the composition becomes light
due to efficient photodisintegration.
We also consider the survival of UHECR nuclei in

TDEs with a lower luminosity, and we assume an
isotropic luminosity of Liso = 1044.8 erg s−1. The co-
moving frame magnetic field strength is estimated to be

B ≃ 96 L
1/2
iso,44.8ǫ

1/2
B,−1R

−1
IS,14Γ

−1
1 G. The results are shown

in Fig. 3, and we find that UHECR nuclei with energy
up to ∼ 1020 eV can survive before they escape from the
source. Note that this case almost allows the complete
survival of nuclei (i.e., τAγ . 1). For intermediate lumi-
nosities corresponding to τAγ & 1 and fAγ . 1, UHECR
nuclei partially survive [58] and secondary nuclei affect
the initial composition of UHECRs.

B. Reverse shock model

The radio afterglow of Swift J1644+57 was observed
a few days after the trigger of the Swift BAT obser-
vation [52], and the continued observation extends to
∼ 500 days [59, 60]. The non-thermal radio emission
is consistent with synchrotron radiation from the stan-
dard external shock model [60, 61]. Here, we assume
the jet duration time is tj = 106 s based on the obser-
vation of Swift J1644+57 [51]. The isotropic equivalent
kinetic energy of the jet is Liso ∼ 1047 erg s−1 on av-
erage, and it will decrease following Liso ∝ t−5/3 after
the time tj . We estimate the total injection energy as
Eiso = 2Lisotj = 2 × 1053 erg. The relativistic jet is
decelerated when it has swept up a significant amount
of circumnuclear medium (CNM). There are two shocks
formed in the deceleration radius, one is the reverse shock
propagating back into the relativistic jet, the other is the
forward shock propagating into the CNM. For simplicity,
we adopt a constant CNM density, ̺ = 1 cm−3.
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FIG. 2. Various time scales for five typical chemical species
(Fe, Si, O, He and proton) in the internal shock region
as a function of particle energy (measured in the observer
frame). We show interaction time scales in the upper panel
and energy-loss time scales in the lower panel. The thin
(thick) black line represents the acceleration time scale for
proton (Fe). We show the synchrotron cooling time scale
for protons as the dotted black line. The parameters are
Liso = 1048 erg s−1, Γ = 10, ǫB = 0.1, and r = 3× 1014 cm.

We calculate the evolution of reverse shock following
the same method as the one used for GRBs [21, 62, 63].
The Lorentz factor of the shocked ejecta (relative to
unshocked CNM) can be estimated as Γ ≈ Γ0/(1 +
2Γ0(n/nj)

1/2)1/2 assuming the pressure equilibrium at
the contact discontinuity. We assume Γ0 = 10, and the
density of the jet nj = Eiso/(4πmpc

2Γ0(Γ0∆)r2), where
Eiso is the isotropic equivalent energy of the relativistic
outflow, and ∆ is the thickness of the ejecta (relative
to the central black hole). The thickness of the ejecta
is estimated to be ∆× ≈ ∆0 ≡ ctj . The shock com-
pletely crosses the ejecta at t = t×. We write the ra-

dius at that time as r× ≃ 8.9× 1017E1/4
iso,53.3t

1/4
j,6 n

−1/4 cm
and the Lorentz factor at the crossing time is Γ× ≃
3.2E1/8

iso,53.3t
−3/8
j,6 ̺−1/8. The magnetic field strength is es-

timated to be B× = (32πǫrBnjmpc
2(Γ×−1)(Γ×+3/4))1/2

where a fraction ǫrB of the post-shock internal energy is
converted into magnetic energy. The comoving frame

Lorentz factor of the electrons is γr
e =

ǫre
fr
e

p−2
p−1

mp

me
(Γ×−1),
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FIG. 3. Same as Fig. 2, but the parameters are Liso =
1044.8 erg s−1, Γ = 10, ǫB = 0.1, and r = 1014 cm.

with p = 2.2, ǫre = 0.02 and f r
e = 0.1. Here f r

e represents
the number fraction of accelerated electrons.
Then, the peak synchrotron frequency is written as

νrm,ob ≃ 8× 1010
g1(Γ×)

g1(3.2)
E1/4
iso,53.3

× ǫrB,−2
1/2ǫre,−1.7

2f r
e,−1

−2t
−3/4
j,6 Hz, (2)

where g1(Γ×) = Γ×(Γ× − 1)5/2(Γ× + 3/4)1/2. The
synchrotron self-absorption frequency can be estimated
when τ(νa) = 1, we have (νa < νm)

νra,ob ≃ 5.6× 109
g2(Γ×)

g2(3.2)
E8/20
iso,53.3ǫ

r
B,−2

1/5

× ǫre,−1.7
−1f r

e,−1
8/5̺3/10t

−3/5
j,6 Hz, (3)

where g2(Γ×) = g1(Γ×)(Γ× − 1)−3. Further, we can ex-
press the comoving frame peak luminosity per unit en-
ergy from the reverse shock as

Lr
ǫ,max =

1

2π~
N r

e f
r
e

√
3e3B×

mec2

≃ 1.14× 1058
g3(Γ×)

g3(3.2)
E5/4
iso,53.3

× ǫrB,−2
1/2f r

e,−1t
−3/4
j,6 s−1, (4)

where g3(Γ×) = (Γ× − 1)1/2(Γ× + 3/4)1/2 and N r
e =

Eiso/Γ0mpc
2 is the number of electrons in the reverse

shock. The photon spectrum in the reverse shock is
(νa < νm < νc)

dnr

dε
=

Lr
ε,max

4πr2×cεm



















( εa
εm

)−2/3( ε
εa
)1 (ε < εa)

( ε
εm

)−2/3 (εa ≤ ε < εm)

( ε
εm

)−(p−1)/2−1 (εm ≤ ε < εc)

( εc
εm

)−(p−1)/2−1( ε
εc
)−p/2−1 (ε ≥ εc)

,

(5)
where εm = εm,ob/Γ× is the peak photon energy in the
reverse shock comoving frame and εc is the electron syn-
chrotron cooling energy. The maximum acceleration en-
ergy of nuclei can be derived when tacc = tdyn,

EA,max = Γη−1ZeB×(r×/Γ)

≃ 6.5× 1019Zη−1 g3(Γ×)

g3(3.2)

× E1/4
iso,53.3ǫ

r
B,−2

1/2̺−1/4n
1/2
j t

1/4
j,6 eV. (6)

We estimate various time scales in the reverse shock
model, and our results are shown in Fig. 4. We find
that the interaction time scale tAγ−int is longer than the
dynamical time scale tdyn, which means that the optical
depth τAγ < 1. Our results suggest that UHECR nuclei
can survive in the reverse shock model.

C. Forward shock model

Once the relativistic jet enters the CNM, the decelera-
tion and transition to Blandford-Mckee (BM) self-similar
regime occurs. The evolution of Lorentz factor and shock
radius are described as Γ(t) ∝ t−3/8 and r(t) ∝ t1/4,
where we assume a constant CNM density. The evolu-
tion of the downstream magnetic field follows B ∝ t−3/8.
A fraction of electrons are accelerated in the shock, with
a minimum Lorentz factor, γm, and the distribution of
accelerated electrons is denoted as dNe/dγe ∝ γ−p with
p = 2.2, and minimum Lorentz factor γm ∝ t−3/8. In the
following, we use the approximation Γ ≫ 1 to derive the
simplified expression of typical frequency and luminosity,
and we adopt the accurate formula in our calculation due
to the mildly relativistic nature of forward shock. The
peak frequency from the forward shock can be estimated
as

νm,ob ≃ 1.3× 1011 E1/2
iso,53.3ǫ

1/2
B,−1.8ǫ

2
e,−1.5f

−2
e,−1t

−3/2
6 Hz,

(7)
The self-absorption frequency (assuming νa < νm < νc)
is

νa,ob ≃ 3.1× 109E1/5
iso,53.3ǫ

1/5
B,−1.8ǫ

−1
e,−1.5f

3/5
e,−1̺

3/5 Hz. (8)

The comoving frame peak luminosity per unit energy
is

Lǫ,max =
1

2π~
Nefe

√
3e3B

mec2

≃ 9.8× 1057E7/8
iso,53.3ǫ

1/2
B,−1.8fe,−1̺

5/8t
3/8
6 s−1,(9)
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FIG. 4. Various time scales for five typical chemical species
(Fe, Si, O, He and proton) in the reverse shock region as a
function of particle energy (measured in the observer frame).
We show the interaction time sclaes in upper panel and
energy-loss time scales in lower panel. Thin (Thick) black
line represents the acceleration time scale for proton (Fe). We
show the synchrotron cooling time scale for proton as the dot-
ted black line. The parameter we use is Liso = 1047 erg s−1,
tj = 106 s, Γ0 = 10, ǫrB = 0.01, ǫre = 0.02, and fr

e = 0.1.

where Ne = (4π/3)r3̺ is the total number of swept-up
electrons. The comoving frame photon spectrum can be
derived in the slow cooling case (νa < νm < νc)

dnf

dε
=

Lε,max

4πr2cεm



















( εa
εm

)−2/3( ε
εa
)1 (ε < εa)

( ε
εm

)−2/3 (εa ≤ ε < εm)

( ε
εm

)−(p−1)/2−1 (εm ≤ ε < εc)

( εc
εm

)−(p−1)/2−1( ε
εc
)−p/2−1 (ε ≥ εc)

,

(10)
where εm = εm,ob/Γ× is the peak photon energy in the
forward shock comoving frame and εc is the electron syn-
chrotron cooling energy.
In the forward shock model, the observed maximum

particle energy is achieved when tacc = tdyn, with

EA,max = Γη−1ZeB(r/Γ) (11)

≃ 6.3× 1019 eV Zη−1E3/8
iso,53.3ǫ

1/2
B,−1.8̺

1/8t
−1/8
6 ,

where it is assumed that the upstream magnetic field is
amplified and comparable to the downstream value. The

shock is mildly relativistic and this could be achieved
by CR streaming instabilities [64, 65]. Or one could
use the downstream field if particles are accelerated by
the second-order Fermi acceleration mechanism [66]. We
show various time scales in Fig. 5. We expect the survival
of UHECR nuclei at the forward shock, because interac-
tion time scale, tAγ , are longer than the dynamical time
scale, tdyn. We also show the evolution of particle maxi-
mum acceleration energy and optical depth fAγ in Fig. 6.
We found that it is easier for UHECR nuclei to survive
at later times.
However, it may be difficult to amplify the magnetic

field in the upstream region, especially if the shock is
ultrarelativistic [63, 67, 68]. In this case, the magnetic
field in the shock region should be similar to the CNM
magnetic field B̂cnm = 10−5B̂cnm,−5. The observed max-
imum acceleration energy is estimated to be

EA,max = Γη−1ZeΓB̂cnm(r/Γ)

= 4.2× 1015 eV ZE3/8
iso,53.3̺

−3/8B̂cnm,−5t
−1/8
6 .(12)

It is difficult to accelerate CRs to ultrahigh energies if
the magnetic field is not amplified efficiently.

D. Nonrelativistic wind model

Along with the formation of a relativistic jet, a non-
relativistic outflow can be driven by the accretion disk.
The radio emission from two TDEs: ASASSIN14li [69]
and XMMSL1J0740-85 [70], are consistent with the emis-
sion from the interaction between a nonrelativistic out-
flow and the CNM. we assume the nonrelativistic out-
flow has an ejected mass of Mej ∼ 10−4M⊙ and velocity
vej ∼ 0.1c. The deceleration radius is estimated to be

rdec ≃ 5.4× 1016E1/3
k,48̺

−1/3 cm and the deceleration time

is tdec ≃ 1.8 × 107E1/3
k,48̺

−1/3 s. The shocked fluid enters
into the Sedov-Taylor evolution phase after decelerated
by external medium. In the adiabatic case, the shock
velocity and radius follow Vs ∝ t−3/5 and Rs ∝ t2/5,
respectively. We assume the accelerated electrons have
power-law index p = 3. The synchrotron peak frequency
is

νm ≃ 1.5× 106Ek,48ǫ1/2B,−1ǫ
2
e,−1f

−2
e,−1̺

−1/2(t/tdec)
−3 Hz,

(13)
and the self-absorption frequency (νa > νm) is

νa ≃ 4.7×107E
p

p+4

k,48 ǫ
p/2+1

p+4

B,−1 ǫ
2p−2

p+4

e,−1 f
2−2p
p+4

e,−1 ̺
3−p/2
p+4 (t/tdec)

2−3p
p+4 Hz,

(14)
The photon spectrum in this case is(νm < νa < νc)

dn

dε
=

Lε,max

4πR2
scεa



















( εmεa )
5/2( ε

εa
)−1( ε

εm
)2 (ε < εm)

( ε
εa
)3/2 (εm ≤ ε < εa)

( ε
εa
)−(p−1)/2−1 (εa ≤ ε < εc)

( εcεa )
−(p−1)/2−1( ε

εc
)−p/2−1 (ε ≥ εc)

.

(15)
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FIG. 5. Various time scales for five typical chemical species
(Fe, Si, O, He and proton) in the forward shock region as a
function of particle energy (measured in the observer frame).
We show the interaction time sclaes in upper panel and
energy-loss time scales in lower panel. Thin (Thick) black
line represents the acceleration time scale for proton (Fe). We
show the synchrotron cooling time scale for proton as the dot-
ted black line. The parameter we use is Liso = 1047 erg s−1,
t = 106 s, Γ0 = 10, ǫB = 0.015, ǫe = 0.03, and fe = 0.1.

In the nonrelativistic case, the particle acceleration
time scale is tacc ≈ (20/3)c2EA/V

2
s eBc in the Bohm

limit. Our results for various time scales are shown in
Fig 7. The dynamical time in the nonrelativistic case
is tdyn = R/Vs. The maximum acceleration energy is
limited by tacc ≤ tdyn, with EA,max ≈ (3/20)ReBVs/c ∼
1.5 × 1015ZE2/5

k,48ǫ
1/2
B,−1̺

1/10(t/tdec)
−4/5 eV. In the wind

model, CRs cannot be accelerated to ultrahigh energies.

III. PROPAGATION OF ESCAPING NUCLEI

In the previous section, we found that UHECR nuclei
can survive for external shocks. For internal shocks, the
survival is difficult for Swift J1644+57-like TDEs, but
lower-luminosity TDEs allow UHECR nuclei to escape
without significant disintegration. In this section, for
simplicity, we assume that UHECR nuclei survive and
escape into intergalactic space and see consequences of
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FIG. 6. The time evolution of maximum energy (lower pan-
nel) and optical depth fAγ (upper pannel) for five typical
chemical species: Fe, Si, O, He and proton in the forward
shock model. The optical depth is calculated when UHECR
nuclei have energy 1020 eV (measured in the observer frame).

different composition models [71].
We assume that UHECR nuclei follow a power-law dis-

tribution with an exponential cutoff as

dNA′

dE′
= fA′N0

(

E′

ZE0

)−sesc

exp

(

− E′

ZE′
p,max

)

, (16)

where fA′ is the number fraction of different particles
with mass A′ at the same rigidity, N0 is determined by
the total energy per TDE event (see Appendix B), sesc
is the spectral index of ejected UHECR nuclei, ZE′

p,max

is the maximum acceleration energy for particles with
charge number Z. We assume the minimum particle en-
ergy E′

A,min = Γ2Ampc
2. Strictly speaking, this is justi-

fied in the forward shock model but our main conclusion
does not change by this assumption.

A. Injection spectrum

In order for UHECR nuclei to originate from stellar
material (whether it is a MS star or WD), CR injections
should occur inside jets or winds, which involve internal
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FIG. 7. Various time scales for five typical chemical species
(Fe, Si, O, He and proton) in the wind model as a function
of particle energy. We show the interaction time sclaes in
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(Thick) black line represents the acceleration time scale for
proton (Fe). We show the synchrotron cooling time scale for
protons as the dotted black line. The parameter we use is
Ek = 1048 erg, Vs = 0.1c, ǫB = 0.1, ǫe = 0.1, and fe = 0.1.

shocks and an external reverse shock. Details are highly
uncertain but there are various possibilities.

The first possibility is to rely on the shock acceleration
at internal shocks. In the diffusive shock acceleration
mechanism, accelerated particles have a power law dis-
tribution, dN/dE ∝ E−sacc , with a typical spectral index
sacc ∼ 2.2 in the ultra-relativistic limit for the small-angle
scattering approximation [72–74]. However, the spectral
index can be affected by the deflection angle, the ratio of
the scattering mean free path to the particle gyroradius
and the orientation of the magnetic filed to the shock
normal. In the large-angle scattering case, where mag-
netic fluctuations are sufficiently large, particles can gain
significant energy in the single scattering and may lead
to a harder spectrum [75–77]. Such a possibility has been
discussed to explain a hard spectrum of blazars [77, 78].
In addition, the spectrum of escaping CRs does not have
to be the same as that of accelerated CRs (e.g., [79–81]
(see also [16, 24, 82]). If CRs could be confined for a long
time after the dynamical time, CRs will lose their ener-

gies during their diffusive escape, so that the spectrum
of escaping CRs is harder. Although details depend on
flow dynamics and magnetic field evolution, one can as-
sume that UHECRs escaping from internal shocks may
have a small index such as sesc < 2. For an expanding
outflow, one of the most conservative possibilities is to
invoke the direct escape of CRs (e.g., [82]), which leads
to sesc = sacc− 1. For sacc ∼ 2, one may expect sesc ∼ 1.

The second possibility is to invoke a two-step accelera-
tion mechanism via stochastic acceleration in the down-
stream of external shocks or possible reverse shock accel-
eration. The downstream may be highly turbulent and
mixed around the contact discontinuity due to Rayleigh-
Taylor instabilities [83], and a fraction of energized nu-
clei from jets can be used for further acceleration to ul-
trahigh energies at the external forward shock [66]. If
heavy nuclei from jets can be used for CRs and the max-
imum energy is limited by the amplified magnetic field,
accelerated CRs escape from a relativistic decelerating
blast wave. The escaping spectrum can be harder in
some cases [81] (see Ref. [79] for discussion on super-
nova remnants and AGN cocoon shocks). The evolution
of total energy follows ECR ∝ r−αE , the evolution of ex-
ternal medium density is ̺ ∝ r−α̺ , and the evolution of
shocked fluid bulk Lorentz factor is Γ ∝ r−αΓ . The min-
imum energy of accelerated particles can be estimated
as EA,min ≃ Γ2Ampc

2 ∝ r−αmin , and the maximum par-
ticle energy is EA,max ≃ ZeBr ∝ r−αmax , as we dis-
cussed in the previous section. In the adiabatic expan-
sion case, we have αmin = 2αΓ, αmax = αΓ+(1/2)α̺−1,
and αE = 2αΓ + α̺ − 3. We assume the accelerated
CRs spectrum ∝ E−sacc , and have spectrum ∝ E−sesc

after escape from the acceleration site, Ref. [81] de-
rived a simple analytic relation between sesc and sacc as
sesc = sacc−(αmin(sacc−2)+αE)/αmax with the assump-
tion that the number of ejected UHECRs in an energy in-
terval is same to CRs at radius r where the maximum ac-
celeration energy is achieved. Let us adopt a typical value
of power-law index sacc ∼ 2.2. In the adiabatic expansion
scenario, we have αE = 0. If the CNM density is con-
stant, then we have α̺ = 0. The escaping particle spec-
tral index can be calculated as sesc = −5sacc + 12 = 1.
However, if the CNM density decrease with radius as
̺ ∝ r−α̺ , we have sesc = 1.4 for α̺ = 1 and sesc = 1.8
for α̺ = 2. The CNM gas density in the galaxy nuclear
region is still unclear, which can be originate from the
stellar winds, and their profile depend on the detailed
distribution of stars and star formation history in the
galaxy nuclear region [84, 85]. We assume that the CNM
density is constant in our analysis, which is reasonable
for galaxy cores [84].

Although the above arguments are rather speculative,
it is possible to expect a hard spectral index for escaping
CRs, and we use sesc ∼ 1 in the jetted TDE scenario.
In addition, we assume the maximum acceleration en-
ergy EA,max according to the rigidity dependence, which
is valid in the internal shock model for relatively low-
luminosity TDEs and the external forward shock model.
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FIG. 8. CR injection spectra for model I: MS stars tidally
disrupted by SMBHs. The mass fraction is XH = 73.9%,
XHe = 24.7%, XC = 0.22%, XN = 0.07%, XO = 0.63%,
XNe = 0.17%, XMg = 0.06%, XSi = 0.07% and XFe = 0.12%
, which are taken from Ref. [86]. The maximum energy is
ZEp,max = Z 2× 1019 eV, and the spectral index is sesc = 1.
The total CR injection energy is ECR = 1053 erg.

B. Composition model

1. MS-SMBH tidal disruptions

In model I, we consider a solar-type MS star disrupted
by a SMBH [35]. The present-day solar composition for
H, He and metals is X = 0.793, Y = 0.2469, and Z =
0.0141, and the most abundant heavy nuclei are O, C,
Ne, and Fe [86]. In Fig. 8, we show the CR injection
spectra for model I. The mass fraction XA for different
chemical species at the same rigidity are similar to the
MS star. We assume the maximum acceleration energy
is ZEp,max = 2× 1019Z eV.

2. WD-IMBH tidal disruptions

One of the models for Swift J1644+57 is a WD tidally
disrupted by a 104M⊙ IMBH [40, 50–52]. The radii
of WDs are smaller than these of MS stars, so WDs
should be tidally disrupted at smaller radii from the
central BHs. We need the factor βg = Rt

Rg
> 1 to

avoid WDs being swallowed by BHs, where Rt is the
tidal disruption radius and Rg is the Schwarzschild ra-
dius. The upper limit on the BH mass is estimated to

be MBH . 2.6 × 105 M⊙

(

RWD

109 cm

)3/2
(

MWD

0.6M⊙

)− 1
2

, where

RWD and MWD are the radius and mass of WDs [87].
Most of the WDs are composed of carbon and oxygen
as the result of helium burning in the core, and a frac-

tion of WDs may contain neon and magnesium due to
the ignition of carbon. The hydrogen rich envelope of
WDs could be ejected due to helium thermal pulses in
the Asymptotic Giant Branch phase.

In model II-1, we consider that tidally disrupted WDs
are carbon-oxygen WDs (CO-WDs). CO-WDs are the
endpoint for low and intermediate mass stars in the mass
interval from 0.6M⊙ to 6M⊙ [88, 89]. The ratio of carbon
to oxygen depends on the reaction 12C(α, γ)16O, which
is unresolved yet in nuclear physics [90, 91]. We assume
CO-WDs have roughly equal mass fraction for carbon
and oxygenXC = 0.5,XO = 0.5. Stars with a mass in the
range of ∼ 8M⊙ to ∼ 12M⊙ may evolve to form oxygen-
neon-magnesium WDs (ONeMg-WDs) [92, 93]. In this
case, the burning of carbon will not lead to the explosion
or collapse. In model II-2, we consider that ONeMg-
WDs with a mass fraction of XO = 0.12, XNe = 0.76,
and XMg = 0.12, are tidally disrupted [94]. In Fig. 9,
we show the CR injection spectra for model II-1 (upper
panel) and model II-2 (lower panel).

3. WD-IMBH with ignition

When a WD approaches a massive BH, the tidal com-
pression and relativistic effects can enhance the WD cen-
tral density and could trigger explosive nuclear burning
[87, 95–102]. This kind of ignition has also been sug-
gested as an alternative scenario for type Ia supernova
[95]. In this case, a fraction of nuclear explosive mat-
ter can be accreted on to the center BH and form an
accreting flow [98].

However, ignition and associated nucleosynthesis of
heavy nuclei have been questioned by more dedicated
simulations, and details are still under debate [102]. Also,
the rate of such events is uncertain and may be much
smaller. On the other hand, it has been argued that the
composition of such TDEs has been considered to explain
UHECRs [103], so we also consider this scenario for our
completeness.

In model III-1 and model III-2, we adopt the numerical
simulation results from [98]. Model III-1 is the case with
a 0.2M⊙ helium WD passing a 103M⊙ BH and model
III-2 corresponds to a CO-WD (1.2M⊙) approaching a
500M⊙ BH . In Fig. 10, we show the CR injection spec-
tra for model III-1 (upper panel) and model III-2 (lower
panel).

C. Propagation in intergalactic space

We calculate the propagation of UHECR nuclei, us-
ing the public code CRPropa 3 [48, 104]. The main
energy-loss process for UHECR nuclei during propa-
gation is photodisintegration due to cosmic microwave
background (CMB) photons and extragalactic back-
ground light (EBL) photons. The EBL photons have
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FIG. 9. CR injection spectra for WDs disrupted by IMBHs.
Upper panel: model II-1: CO-WDs with mass fraction XC =
0.5, XO = 0.5. Lower panel: model II-2: ONeMg-WDs with
mass fraction XO = 0.12, XNe = 0.76, XMg = 0.12. The
maximum energy is ZEp,max = 6.3 × 1018Z eV, and the
spectral index is sesc = 1. The total CR injection energy is
ECR = 1053 erg.

a larger effect on the propagation of lower-energy inter-
mediate mass nuclei (∼ 1019 eV) [105, 106]. In this
work, we adopt a semi-analytic EBL model derived by
Ref. [107]. The details of the simulation are shown in
Appendix B. The observed UHECR spectrum has been
accurately measured by Auger [108] and TA[109]. We
use an empirical model, which describes the distribution
of Xmax using the generalized Gumbel function G(Xmax)
to get the mean value of the depth of shower maximum
〈Xmax〉 and σ(Xmax) [110]. In this work, we adopt the
EPOS-LHC hadronic interaction model [10, 111].

In Fig. 11, we show the results derived from model I.
This model can fit the observed UHECR spectrum mea-
sured by Auger, but failed to fit 〈Xmax〉 and σ(Xmax),
the final spectrum is proton dominated in nearly all the
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FIG. 10. CR injection spectra for WDs disrupted by an
IMBH. Upper panel: model III-1: 0.2M⊙ helium WDs dis-
rupted by 103M⊙ IMBHs. The mass fraction is XHe = 77.6%,
XC = 0.37%, XSi = 7.3%, and XFe = 0.2%. Lower panel:
model III-2: 1.2M⊙ CO-WDs disrupted by 500M⊙ IMBHs
[98]. The mass fraction is XHe = 15.25%, XC = 3.7%,
XO = 10.3%, XNe = 0.3%, XMg = 0.37%, XSi = 21.7%,
and XFe = 66.7%. The maximum energy is ZEp,max =
6.3 × 1018Z eV, and the spectral index is sesc = 1. The
total CR injection energy is ECR = 1053 erg.

energy range (< 1020 eV). Although the situation is still
under debate due to significant uncertainties in hadronic
interaction models, this proton dominated scenario seems
in strong tension with Auger results [11].

In Fig. 12, we show the results from model II-1, where
most UHECRs are carbon and oxygen. The energy-loss
lengths of C and O nuclei are very short, so most of
the observed C and O nuclei should come from nearby
sources. There should be a large fraction of secondary
protons and helium generated during the propagation.
We find that model II-1 can fit the UHECR spectrum
measured by Auger reasonably well, except the spec-
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trum becomes softer at ”ankle” region (∼ 1018.6 eV).
In Fig. 13, we show the results from model II-2. In this
model, UHECRs are mostly heavier nuclei, Ne and Mg,
which is expected when WDs have higher mass such as
ONeMg WDs. We find that the final spectrum can be
fitted very well in this scenario. The data of 〈Xmax〉
and σ(Xmax) in both models are consistent with Auger
results. Our results are consistent with their UHECR
composition that becomes heavier with increasing energy,
and where intermediate mass particles dominate in the
high energy range (E > 1019 eV).
For the tidal disruption of lower-mass WDs (helium

WDs or CO-WDs) by massive BHs, we also consider the
enhancement of heavier nuclei through explosive nuclear
reactions. Our results are shown in Fig. 14 for model
III-1 and Fig. 15 for model III-2. UHECRs in model
III-1 are predominantly He, Si and Fe. This model can
fit the UHECR spectrum reasonably in the lower energy
range, but the cutoff energy (∼ 1020 eV) is more con-
sistent with TA results and higher than Auger results.
Compared to model III-1, model III-2 has a large frac-
tion of iron group nuclei in UHECRs which predict an
even higher cutoff energy. We find model III-1 is con-
sistent with 〈Xmax〉 and σ(Xmax) measured by Auger,
while model III-2 have a large fraction of heavier nu-
clei compared to the observed composition data in the
higher-energy range (> 1019.2 eV).

IV. DISCUSSION AND SUMMARY

This work consists of two parts. In the first part, we
examined the production of UHECRs in TDEs accom-
panied by relativistic jets. In the internal shock model,
we found CRs can be accelerated to ultrahigh energies.
However, it is difficult for UHECR nuclei to survive in
luminous TDE jets such as Swift J1644+57, while the
survival is allowed for less powerful TDE jets. In the
reverse and forward shock model, we can expect the pro-
duction and survival of UHECRs. We also considered
the wind model, where a non-relativistic outflow inter-
acts with the CNM. We found that in this scenario CRs
can be accelerated only up to ∼ Z 1015 eV.
In the second part, we examined different composi-

tion models for TDEs. Motivated by the composition
data by Auger, we assumed that the injected UHECR
nuclei mainly originate from tidally disrupted stars. Al-
though we discussed several possibilities, this should be
justified by more detailed work on CR acceleration and
escape processes. We consider both MS-SMBH and WD-
IMBH tidal disruptions. In the MS-SMBH TDE scenario
(model I), the injected UHECRs have a solar-like compo-
sition. The UHECR spectrum can be fitted, but a proton
dominated composition is expected in the nearly all en-
ergy range. In the WD-IMBH TDE scenario, model II-1
(CO-WDs) can give a poor fit to the UHECR spectrum
but 〈Xmax〉 and σ(Xmax) can be reasonably accounted
for. We found that it is difficult to fit the spectrum and
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FIG. 11. Model I: MS stars with the solar composition. We
use a maximum proton energy of Ep,max = 2× 1019 eV and
spectral index of sesc = 1.

composition simultaneously even if we try a variety of
parameter sets, such as higher maximum energy and/or
steeper ejection spectra. The main reason is that the
attenuation lengths of UHECR carbon or oxygen nuclei
are lower than protons or iron nuclei, most of them will
be depleted into secondary protons before reaching earth
[3]. For ONeMg-WDs, we found that the results are more
consistent with Auger data. However, the rate density of
ONeMg-WDs is expected to lower than that CO-WDs
(∼ 1/30), if we assume the Salpeter initial mass func-
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FIG. 12. Model II-1: CO-WDs with an initial mass composi-
tion, XC = 0.5, XO = 0.5. We use a maximum proton energy
of Ep,max = 6.3× 1018 eV and spectral index of sesc = 1.

tion [112–114] (see also Appendix C). The uncertainties
of TDEs redshift evolution does not affect our results
very much because most of UHECRs mainly come from
nearby sources within the GZK horizon (∼ 100 Mpc) [3].
We also considered special cases, where nucleosynthe-

sis is triggered by an IMBH. Our results show that model
III-1 can marginally fit the observed spectrum and con-
sistent with the composition data, while model III-2 has
too many iron group nuclei, making it difficult to be rec-
onciled with the Auger data. We also caution that the
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FIG. 13. Model II-2: ONeMg-WDs with an initial mass com-
position XO = 0.12, XNe = 0.76, XMg = 0.12. We use a
maximum proton energy of Ep,max = 6.3×1018 eV and spec-
tral index of sesc = 1.

final composition is sensitive to details of the parameters
such as WD and BH masses [98, 101, 115]. Ref. [102]
performed 3-D smoothed particle hydrodynamics simu-
lations to study the explosive nuclear burning of WD-
IMBHs, considering both the adiabatic compression and
shock wave generation. They found that the final mass
fractions are sensitive to the number of simulation parti-
cles, and ignitions occur for low-resolution simulations.

Secondary gamma-ray and neutrino signals are of in-
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FIG. 14. Model III-1: 0.2M⊙ (ignited) helium WDs disrupted
by 103M⊙ IMBHs. We use a maximum proton energy of
Ep,max = 6.3× 1018 eV and spectral index of sesc = 1.

terest to test the model. TDEs have been discussed
as high-energy neutrino sources [57, 116–121]. Neutrino
production is expected to be efficient for luminous TDEs
such as Swift J1644+57, while the neutrino production
efficiency should be lower for low-luminous TDEs allow-
ing nucleus survival [21, 58]. We also estimate the cosmo-
genic neutrino flux according model II-2 (ONeMg-WDs),
and we find E2

νΦν ∼ 10−10 GeV cm−2 sr−1s−1. How-
ever, this would be too conservative since luminous TDEs
also contribute to the neutrino flux. High-energy gamma
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FIG. 15. Model III-2: 1.2M⊙ (ignited) CO-WDs disrupted
by 500M⊙ IMBHs. We use a maximum proton energy of
Ep,max = 6.3× 1018 eV and spectral index of sesc = 1.

rays can be produced via neutron pion decay, photode-
excitation, and Bethe-Heitler processes. The survival of
UHECR nuclei implies that gamma rays can escape from
the sources without efficient two-photon annihilation in-
side the sources [21, 58].
Perhaps, one could expect the emission of gravitational

waves from WD-IMBH tidal disruptions [98, 99, 122],
and TDEs can be interesting targets for multimessenger
astronomy.
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Appendix A: Inelasticity of photodisintegration

process

The giant dipole resonance (GDR) is the most im-
portant disintegration process at low energies, and the
threshold energy is ∼ 8 MeV [54, 123, 124]. The
quasideutron (QD) process dominates when the NRF
photon energy is larger than 30 MeV, and lower than
the photopion production threshold energy. In this en-
ergy range, the wavelength of projectile photons is com-
parable with the size of nuclear, leading to the ejection
of nucleon pair and additional nucleons. When the NRF
photon energy is larger than ∼ 150 MeV, baryonic reso-
nances (BR) play a dominant role in the photodisintegra-
tion process. At very high energies ∼ 1 GeV, a nucleus
can be broken into many fragments of much lower ener-
gies via photofragmentation (PF).
In this work, the phtodisintegration cross section for

UHECR nuclei is taken from CRPropa 3 [48, 104]. The
cross section for nuclei with mass numbers of A ≥ 12
and NRF photon energy in the range 0.2 − 200 MeV
can be derived using the nuclear reaction code TALYS
[56]. At higher energies, for simplicity, we use the relation
that the cross section is proportional to nuclear mass,
which can be written as σAγ(ε̄) = Aσpγ(ε̄) (see Fig. 1).
The photomeson production cross section for protons is
derived using the numerical code Geant4 [21, 55].
In the photodisintegration process, a parent nucleus

loses energy through the ejection of one or more nucle-
ons. We assume the Lorentz factor is constant during the
interaction, then the relative energy loss can be estimated
as [54]

κAγ(ε̄) ≡
∆E

E
=

∆N

N
, (A1)

where N is the total number of nucleons in parent nu-
clei, and ∆N is the number of ejected nucleons in each
channel. To derive the average energy loss, we consider
the contribution from all the dominant channels,

κ̄Aγ =
1

σtot

∑

i

σi
[∆N ]i
N

, (A2)

where σtot is the total cross-section, σi is the cross sec-
tion for i-th channel, and [∆N ]i is the number of ejected
nucleons in i-th channel. In the energy range beyond

the photopion production threshold, for simplicity, the
inelasticity is assumed to be linearly decreases with in-
creasing nuclear mass κ̄Aγ(ε̄) = κ̄pγ(ε̄)/A.

Appendix B: UHECRs propagation

The observed CR flux for each component is described
by the following formula [48, 125]

ΦA =
∑

A′

ΦAA′ =
∑

A′

c

4π

dnAA′

dE
, (B1)

where ΦAA′ and dnAA′(E) is the observed cosmic ray flux
and number density of particles with mass A generated
from parent particles with mass A′. dnAA′(E) can be
estimated by considering the contribution as a function
of redshift

dnAA′(E) =

∫ zmax

zmin

dz

∣

∣

∣

∣

dt

dz

∣

∣

∣

∣

fTDE(z)ρ0

×
∫ E′

max

E′
min

dE′ dNA′

dE′
ηAA′(E,E′, z), (B2)

where

dt

dz
= − 1

H0(1 + z)

1
√

ΩΛ +Ωk(1 + z)2 +Ωm(1 + z)3
,

(B3)
and we use the redshift evolution of TDEs given by [126]

fTDE(z) =

[

(1 + z)0.2η +

(

1 + z

1.43

)−3.2η

+

(

1 + z

2.66

)−7.0η
]

1
η

,

(B4)
with η ∼ −2. In this work, we adopt zmin = 0.0001
and zmax = 2. Note the redshift evolution for TDEs is
negative. ρ0 is the local event rate of jetted TDEs [126].
Also, ηAA′(E,E′, z) is the fraction of generated CRs with
mass A and energy E from parent particles with mass
A′ and energy E′. dNA′/dE′ is the UHECR injection
spectra per TDE.
The CR luminosity density can be estimated as

QCR =
∑

A′

∫ ZE′
p,max

E′
min

dE′E′ dNA′

dE′
ρ0

=
∑

A′

fA′N0ρ0E
2
0Z

2

(

E′
p,max

E0

)2−sesc

× Γ(2− sesc,
E′

min

ZE′
p,max

). (B5)

We use the following formula to estimate the normaliza-
tion parameter N0

E iso
CR =

∑

A′

∫ ZE′
p,max

E′
min

dE′E′ dNA′

dE′
. (B6)

The CR energy per TDE (ECR) can be estimated through
the relation E iso

CR = ξCRE iso
rad, where ξCR is the cosmic ray

loading factor.
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Appendix C: Energy budget

The event rate of WD-IMBH tidal disruptions is un-
certain. IMBHs are believed to exist in dwarf galaxies
or globular clusters. In dwarf galaxies, the event rate
is estimated to be RTDE−DG ∼ 10fDG

IMBH Gpc−3 yr−1,
where fDG

MBH is the occupation fraction in dwarf galax-
ies [44]. While in globular clusters, the event rate is
RTDE−GC ∼ 50fGC

MBH Gpc−3 yr−1, which is slightly
higher than the event rate estimated for dwarf galaxies
[42].

We assume only a fraction of fjet ∼ 10% WD-IMBH
tidal disruptions have relativistic jets with the beaming
factor fb ≈ θ2j/2 ∼ 1/(2Γ2

j) with a typical Lorenz factor
is Γj = 10. The apparent rate density of WD-IMBH tidal

disruptions is

ρWD−IMBH ∼ 0.06

(

fIMBH

1

)(

fjet
0.1

)(

fb
0.01

)

Gpc−3 yr−1,

(C1)
with the assumption fIMBH ≃ fDG

IMBH ≃ fGC
IMBH ≃ 1. The

event rate can be comparable to the event rate (ρTDE ≃
0.03 Gpc−3 yr−1) obtained from the detection of two
jetted TDEs Swift J1655+57 and Swift J2058+05 [126].
According to our simulation results, we need a total CR

energy injection rate of QCR ≈ 4.2×1044 erg Mpc−3 yr−1

in model II-2, and the required CR loading factor is
ξCR ∼ 100 QCR,44.6ρ0

−1
−11.2 E−1

rad,53. Because the true

emitted energy is a factor f−1
b times smaller than the

isotropic equivalent energy, and the total rate density is
a factor f−1

b larger than the apparent rate of TDEs which
have a jet pointing to us. Note that the luminosity den-
sity itself is independent on the beaming factor as in the
argument for GRBs.
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