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We measure the branching fraction and CP violation asymmetry in the decay $B^0 \rightarrow \pi^0\pi^0$, using a data sample of $752 \times 10^6 B\bar{B}$ pairs collected at the $\Upsilon(4S)$ resonance with the Belle detector at the KEKB $e^+e^-$ collider. The obtained branching fraction and direct CP asymmetry are $B(B \rightarrow \pi^0\pi^0) = [1.31 \pm 0.19 \text{ (stat.)} \pm 0.19 \text{ (syst.)}] \times 10^{-6}$ and $A_{CP} = +0.14 \pm 0.36 \text{ (stat.)} \pm 0.10 \text{ (syst.)}$, respectively. The signal significance, including the systematic uncertainty, is 6.4 standard deviations. We combine these results with Belle’s earlier measurements of $B^0 \rightarrow \pi^+\pi^-$ and $B^\pm \rightarrow \pi^\pm\pi^0$ to exclude the CP-violating parameter $\phi_2$ from the range $15.5^{\circ} < \phi_2 < 75.0^{\circ}$ at 95% confidence level.

PACS numbers: 13.25.Hw, 12.15.Hh

Extensive studies by the Belle, BaBar and LHCb experiments [1–3] have shown that the CP violation ob-
served in nature can be attributed to a single irreducible phase in the Cabibbo-Kobayashi-Maskawa (CKM) matrix, as proposed by Kobayashi and Maskawa [4]. The unitarity constraint of the CKM matrix, when applied to $B$ mesons and plotted in the complex plane, results in a triangle with internal angles $\phi_1$, $\phi_2$, and $\phi_3$ [5]. Nonzero values for these angles imply CP violation in the $B$ meson system. A main objective of the aforementioned experiments is to overconstrain the unitary triangle in order to precisely test the KM mechanism for CP violation as well as to search for new physics effects.

One of the proposed techniques to measure $\phi_2$ is to perform an isospin analysis of the entire $\pi\pi$ system [6]. This requires measurements of branching fraction ($B$) and time-dependent CP asymmetry for the $B^0 \to \pi^+\pi^-$ decay, for which Belle recently published precise measurements [7], together with measurements of $B$ and the direct CP asymmetry ($A_{CP}$) for $B^+ \to \pi^+\pi^0$ and $B^0 \to \pi^0\pi^0$ decays [8]. Measurements of all these observables are required as electroweak tree and loop processes contribute with different phases to $B \to \pi\pi$ decays and their effects must be disentangled to determine $\phi_2$. Among the $B \to \pi\pi$ decays, $B$ and $A_{CP}$ for $B^0 \to \pi^+\pi^-$ are the least well determined. This decay is also important to probe the disagreement between quantum-chromodynamics-based factorization, which predicts $B < 1 \times 10^{-6}$ [9, 10], and previous measurements from Belle and BaBar of $(1.8 - 2.3) \times 10^{-6}$ [11, 12].

In this paper, we present new measurements of $B^0 \to \pi^0\pi^0$ based on a 693 fb$^{-1}$ data sample that contains 752 $\times 10^3 BB$ pairs, collected with the Belle detector at the KEKB asymmetric-energy $e^+e^-$ (3.5 on 8.0 GeV) collider [13] operating near the $\Upsilon(4S)$ resonance. In addition, we employ an 83.5 fb$^{-1}$ data sample recorded from runs where the center-of-mass (CM) energy was 60 MeV below the $\Upsilon(4S)$ resonance (off-resonance data) to characterize backgrounds.

The Belle detector [14] is a large-solid-angle magnetic spectrometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters, a barrel-like arrangement of time-of-flight scintillation counters, and an electromagnetic calorimeter (ECL) consisting of CsI(Tl) crystals. All these detector components are located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron flux-return located outside of the coil is instrumented with resistive plate chambers to detect $K_L^0$ mesons and to identify muons. Two inner detector configurations were used: A 2.0 cm beam-pipe and a 3-layer SVD were used for the first sample of 132 $\times 10^6 BB$ pairs (SVD1), while a 1.5 cm beam-pipe, a 4-layer SVD, and a small-cell CDC were used to record the remaining 620 $\times 10^6 BB$ pairs (SVD2) [15].

We reconstruct $B^0 \to \pi^0\pi^0$ candidates from the subsequent decay of $\pi^0$s to two photons. In addition to photons reconstructed from ECL clusters, which do not match any charged track in the CDC, photons that convert to $e^+e^-$ pairs in the SVD are recovered and reconstructed as $\pi^0 \to \gamma e^+e^-$. This provides a 5.3% increase in detection efficiency. The photons must have an energy greater than 50 (100) MeV in the barrel (endcap) region of the ECL. The invariant mass of the two-photon combination must lie in the range 115 MeV/c$^2 < m_{\gamma\gamma} < 152$ MeV/c$^2$, corresponding to $\pm 2.6 \sigma$ around the nominal $\pi^0$ mass, and must have a reasonable mass-constrained fit.

Two kinematic variables are used to distinguish signal from background: the beam-energy-constrained mass, $M_{bc} \equiv \sqrt{E_{beam}^2 - |\vec p_B|^2c^2}$, and the energy difference $\Delta E \equiv E_B - E_{beam}$. Here, $\vec p_B$ and $E_B$ are the momentum and energy of the $B$-meson candidates in the CM frame, and $E_{beam}$ is half the CM energy of the $e^+e^-$ collision. All candidates satisfying $M_{bc} > 5.26 \text{ GeV}/c^2$ and $-0.3 \text{ GeV} < \Delta E < 0.2 \text{ GeV}$ are retained for further analysis. We find that 7.2% of events have more than one $B^0$ candidate. In those cases, we choose the candidate that has the minimum deviation of the two $\pi^0$s's reconstructed invariant masses from the world average [16]. This is 90% efficient at selecting the correct $B^0$.

The largest background arises from the $e^+e^- \to q\bar q$ ($q \in \{u, d, s, c\}$) continuum events. To suppress this, we construct a Fisher discriminant from 16 modified Fox-Wolfram moments [17]. To further improve the distinguishing power, we combine the output of the Fisher discriminant with the cosine of the polar angle of the $B$ candidate with respect to the $z$-axis, which is opposite the direction of the $e^+$ beam, along with the cosine of the angle between the thrust axis of the $B$ candidate and rest of event in the CM frame. This creates a final Fisher discriminant ($T_c$) with value in the range ($-1, +1$). The values near $-1$ ($+1$) denote events having strong continuum ($B$-decay) characteristics. All candidates with $T_c$ values below $-0.3$ are discarded, removing 72% of the continuum background while retaining 98% of signal events. We subsequently use $T_c$ as a fit variable.

Monte Carlo (MC) simulation studies [18, 19] show that background events that arise from $b \to c$ transitions are mostly due to out-of-time events originating from $e^+e^-$ interactions such as Bhabha scattering, which leave large energy deposits in the ECL. Due to the finite decay-time of the CsI(Tl) scintillation, significant residual light from such interactions could still be present in the ECL when a subsequent genuine hadronic interaction occurs. This “pileup” event resembles a hadronic event with high energy back-to-back photons in the CM frame, and thus passes the first-level trigger. When combined with random photons from the hadronic interaction, they appear as two $\pi^0$s with a large invariant mass. Because the energy deposits are almost back-to-back in the CM system, their momentum sum is close to zero which causes the events to peak near the nominal $B$ mass in $M_{bc}$. Since the events are recorded in coincidence with hadronic interactions, they also mimic $B$-like events in the continuum suppression variable $T_c$. A criterion on the trigger time of the CsI(Tl) crystals, which selects ECL inter-
actions in-time with the rest of the event, is employed to suppress this background. Studies of a high-statistics control mode \(B^0 \rightarrow D^0_s((K^+\pi^-\pi^0)\pi^0)\), containing 1600 events, show that this requirement removes 99% of the pileup background at the cost of only 1% of signal. After applying the timing criterion, we find no background contribution due to \(b \rightarrow c\) transitions. The ECL timing information was initially missing in the SVD1 data set, but was recovered in a subsequent reprocessing of the available raw data.

Other sources of background are found from a dedicated study of rare \(B\) decays proceeding via \(b \rightarrow u,d,s\) transitions in an MC sample 50 times larger than that expected in the recorded data. The largest of these is due to \(B^+ \rightarrow \rho^+\pi^0\), where the charged pion from the subsequent \(\rho^+ \rightarrow \pi^+\pi^0\) decay is lost. This background peaks at similar values of \(M_{bb}\) and \(T_e\) as the signal, but has \(\Delta E\) shifted to negative values due to energy loss from the missing \(\pi^+\). All other such rare background events (many originate from \(B \rightarrow K_s^0((\pi^0\pi^0)\pi^0\), where one of the \(\pi^0\)'s is lost), are shifted to even more negative values in \(\Delta E\). We denote these background events “rare” in subsequent text.

The direct \(CP\) violation parameter, \(A_{CP}\), for the \(B \rightarrow \pi^0\pi^0\) decay is defined as:

\[
A_{CP} = \frac{\Gamma(B^0 \rightarrow \pi^0\pi^0) - \Gamma(B^0 \rightarrow \pi^0\pi^0)}{\Gamma(B^0 \rightarrow \pi^0\pi^0) + \Gamma(B^0 \rightarrow \pi^0\pi^0)},
\]

where \(\Gamma\) is the partial decay width for the corresponding decay. To measure \(A_{CP}\), we must determine what fraction of the observed \(B \rightarrow \pi^0\pi^0\) events originate from \(B^0\) or \(B^0\). The \(B^0\) pair originating from the \(\Upsilon(4S)\) are produced in a coherent quantum-mechanical state, from which one meson (\(B^0_{tag}\)) may be reconstructed in the \(B \rightarrow \pi^0\pi^0\) decay mode. The \(b\)-flavor of the other \(B\) meson (\(B^0\)) can be identified using information from the remaining charged particles and photons. This dictates the flavor of \(B^0\) as it must be opposite that of the \(B^0_{tag}\) at the time \(B^0_{tag}\) decays. We follow the procedure described in Ref. [20] to determine the \(b\)-flavor of \(B^0\).

The tagging information is given by two parameters: the \(b\)-flavor charge \(q\) \(+1\) \(-1\) tagging a \(B^0\) \((B^0)\), and the purity for flavor charge \(r\). The value of \(r\) is continuous and determined on an event-by-event basis with an algorithm trained on MC events, ranging from zero for no flavor discrimination to one for an unambiguous flavor assignment. To obtain a data-driven value for \(r\), we divide its range into seven regions and determine the mistagging probability, \(w\), for each region using a control sample [20]. The \(CP\) asymmetry in data is thus diluted by the factor \((1 - 2w)\). Since we do not determine the time between \(B^0\) and \(B^0\), there is an additional dilution due to \(B\) mixing, which is accounted for by a factor \((1 - 2\lambda d)\), with \(\lambda d = 0.1875 \pm 0.0017\) [16] being the time-integrated \(B\) mixing parameter.

The signal yield and \(A_{CP}\) are extracted via an unbinned extended maximum likelihood fit to the four categories of events described by probability density functions (PDFs). These categories comprise the \(B \rightarrow \pi^0\pi^0\) signal described by the \(P^s\) PDF, continuum (\(P^c\) PDF), and other rare \(B\)-decay (\(P^r\) PDF) backgrounds. Separate PDFs are constructed for the SVD1 (S1) and SVD2 (S2) data sets. We divide the data into seven bins each for positive and negative \(q\)-tagged \(r\)-values for both S1 and S2. The signal yield and \(A_{CP}\) are determined via a simultaneous fit to the subsequent 28 data sets in three dimensions: \(M_{bc}\), \(\Delta E\), and \(T_e\).

The total likelihood for the 17270 events selected as \(B^0 \rightarrow \pi^0\pi^0\) candidates in the fit region is given by

\[
\mathcal{L} = e^{-\sum_{i,d} N_{i,d}} \prod_{i,d} \left[ N_{i,d} \left( \sum_x f^{x}_{i,d} \sum_{P^s} (M_{bc}^{j}, \Delta E^{j}, T^{j}_e, q^j) \right) \right],
\]

where \(N_{i,d}\) is the number of events in the \(i\)th \(q \cdot r\) bin for the data set \(d\) \((d = S1, S2)\) and \(N^s\) is the number of events in the \(x\)th category \((x = s, c, \rho\pi, r)\), contributing to the total yield. The fraction of events in each \(i\)th bin for the data set \(d\) and \(x\)th category is \(f^{x}_{i,d}\) with \(\sum_{i,d} f^{x}_{i,d} = 1\).

These fractions implicitly include a factor of half due to the division of the data into positive and negative bins in \(q\). \(P^s\) is the three-dimensional PDF for the \(x\)th category and \(i\)th \(q \cdot r\) bin in the \(d\) data set, measured at \(M_{bc}^{j}, \Delta E^{j}\) and \(T^{j}_e\) for the \(i\)th event.

The PDF for the signal component is given by:

\[
P^s_{i,d}(M_{bc}, \Delta E, T_e, q) = \left[ 1 - q \times \Delta w_{i,d} + q(1 - 2w_{i,d}) A_{CP} \right] P^s(M_{bc}, \Delta E, T_e),
\]

where \(q\) is determined for the \(i\)th bin of the data set. The model takes account of direct \(CP\) violation asymmetry, \(A_{CP}\), and the fractions of signal and backgrounds expected in each combination of S1 (S2) and bin in \(q \cdot r\). In Eq. (3), \(\chi_d\) is the \(B^0\) mixing parameter, \(w_{i,d}\) is the wrong-tag fraction, and \(\Delta w_{i,d}\) is the difference in wrong tag fraction between positive and negative \(b\)-flavor tags for bin \(i\) and data set \(d\). The parameters \(w_{i,d}, f_{i,d}^{s}\), and \(\Delta w_{i,d}\) are obtained via an analysis of flavor-specific final states using the method described in Ref. [20]. The parameters \(f_{i,d}^{s}\) and \(f_{i,d}^{c}\) are set equal to \(f_{i,d}^{s}\). The systematic uncertainty arising from this assumption is included in the measurement.

The fraction of continuum events in bin \(i\) and data set \(d\), \(f_{i,d}^{c}\), is determined from fits to off-resonance data. The ratio of \(f_{i,d}^{c}\) for S1 and S2 is fixed to the value expected from the luminosity and detection efficiency. We determine \(\Delta w_{i,d}\) and \(\Delta w_{i,d}\) from the combination of detection efficiency and expected \(B\). These are fixed during the fit. The systematic uncertainties resulting from these
assumptions are included in the measurement. The number of signal events $N_s$, asymmetry $A_{CP}$, the number of continuum events $N_c$, and the ratio between the total number of continuum events in $S1$ and $S2$ are free parameters in the fit to the data.

In the case of signal, there is a significant correlation between $M_{bc}$ and $\Delta E$ due to shower leakage from the ECL. This is taken into account by an ansatz defined by the product of two Crystal Ball [21] functions, given as $C(x, \mu, \sigma, \alpha, n)$ below.

Define: 
$$y = \frac{x - \mu}{\sigma}$$
then for $y \geq -|\alpha|$
$$C(y) = e^{-\frac{1}{2}y^2},$$
while for $y < -|\alpha|$
$$C(y) = \left(\frac{n}{|\alpha|}\right)^n e^{-\frac{1}{2}\alpha^2} \left(\frac{n}{|\alpha|} - |\alpha| - y\right)^{-n}. \quad (4)$$

Here, $\mu$ and $\sigma$ are the mean and width of the Gaussian core, while $\alpha$ and $n$ describe the tail to the lower side of the function. We describe the correlated PDF as:

$$P^s(M_{bc}, \Delta E) = C_{\Delta E}(\Delta E, M_{bc})C_{M_{bc}}(M_{bc}, \Delta E). \quad (5)$$

In this formulation, $C_{\Delta E}(\Delta E, M_{bc})$ describes the $\Delta E$ shape but has an $M_{bc}$ dependence and vice versa. The mean of $C_{\Delta E}$ has a Gaussian dependence on $M_{bc}$, while for $C_{M_{bc}}$, the mean and width both have a linear dependence on $\Delta E$ and the $\alpha$ parameter has a Gaussian dependence on $\Delta E$.

Define: 
$$\mu_{bc}' = \mu_{bc} + A \times \Delta E$$
$$\Delta E' = \Delta E + B \times e^{-\frac{1}{2} \left(\frac{m_{bc} - \mu_{bc}'}{\sigma_{bc}'}\right)^2}$$
$$C_{\Delta E'}(\Delta E', M_{bc}) = C(\Delta E', \mu_{bc}', \sigma_{bc}', \alpha_{\Delta E}, n_{\Delta E})$$
then define: 
$$\mu_{bc}'' = F + G \times \Delta E$$
$$\sigma_{bc}' = H + I \times \Delta E$$
$$\alpha_{bc}' = J + K \times e^{-\frac{1}{2} (\Delta E)^2}$$
$$C_{M_{bc}}(M_{bc}, \Delta E) = C(M_{bc}, \mu_{bc}'', \sigma_{bc}', \alpha_{bc}', n_{bc}). \quad (6)$$

Here, $\mu_{bc}$, $A$, $B$, $D$, $\mu_{\Delta E}$, $\sigma_{\Delta E}$, $\alpha_{\Delta E}$, $n_{\Delta E}$, $F-L$, and $n_{bc}$ are the 16 parameters of the correlated function. No correlation of $T_c$ with $M_{bc}$ or $\Delta E$ is observed. We model the signal PDF dependence on $T_c$ with the sum of a beta distribution [22], a triple Gaussian and a fifth-order polynomial.

$$P^s(T_c) = f_\beta \beta(T_c, \beta_a, \beta_b) + \sum_{j=1}^{3} g_j e^{-\frac{1}{2} \left(\frac{T_c - \mu_j}{\sigma_j}\right)^2} + \sum_{i=1}^{5} a_i T_c^i. \quad (7)$$

Here, $\beta(T_c, \beta_a, \beta_b)$ is the beta distribution, and $f_\beta$, $\beta_a$, $\beta_b$, $g_j$, $\mu_j$, $\sigma_j$, and $a_i$ are constants employed in the parameterization.

The PDFs for the $\rho \pi$ and rare backgrounds are the product of an ARGUS function [23] in $M_{bc}$ and a Crystal Ball function in $\Delta E$. For $T_c$, we employ the same function as the signal PDF shown in Eq. (7). The PDF for the continuum background $(P_c)$ is the product of an ARGUS function in $M_{bc}$, a second-order polynomial in $\Delta E$, and a seventh-order polynomial in $T_c$ that is constrained to be greater than zero. For each of $P_s$, $P_c$, $P_{\rho \pi}$ and $P_r$ we find no dependence on $q \cdot r$ for the $M_{bc}$ and $\Delta E$ variables. Consequently the parameterization of these PDFs as a function of $M_{bc}$ and $\Delta E$ do not vary in bins of $q \cdot r$. For the $T_c$ dependence, the PDF distributions are fit for each bin in $q \cdot r$ to account for an observed dependence on this variable. In the case of $P_c$, the parameters for the $M_{bc}$ and $\Delta E$ variables are the same for all bins in $q \cdot r$ and are free to float in the fit. The parameters for its $T_c$ dependence are determined from off-resonance data and fixed in the final fit.

All PDFs and their products are properly normalized. The PDF shape parameters for signal, $\rho \pi$, and rare backgrounds are determined from fits to large samples of MC events and fixed in the final fit. In total, there are 16 free parameters in the fit, including the parameters of $M_{bc}$ and $\Delta E$ components of the continuum PDF. All other parameters are fixed.

The systematic uncertainties introduced by the above assumptions for $P_c$ are determined from MC simulations of the continuum background. To test the assumption that for the $T_c$ dependence of $P_c$ one can employ off-resonance data to model the on-resonance continuum, we first build a model of signal plus backgrounds and determine the $P_c$ parameterization by a fit to MC simulations of the off-resonance data. We compare the signal yield extracted from this off-resonance parameterization to that extracted when the parameterization is determined by fits to the signal region of MC simulations. These simulations are equivalent to six times the data recorded by the experiment. To test the assumption that a single parameterization of the $M_{bc}$ and $\Delta E$ dependence of the $P_c$ PDF can be used for all bins in $q \cdot r$, we fit $P^s(M_{bc}, \Delta E)$ to off-resonance data in bins of $q \cdot r$. These parameterizations are used to generate toy MC events which are fitted with a single $P^c(M_{bc}, \Delta E)$ for all bins in $q \cdot r$. The differences in yield from these studies are used to determine the systematic uncertainties.

The fitting procedure and fidelity of the various PDF models are extensively investigated in toy MC studies. In these, the signal, $\rho \pi$, and rare background events are selected from large samples of simulated events. Events for $e^+e^- \rightarrow q\bar{q}$ are generated from the continuum PDF shapes. We observe a 1% (2%) bias for the yield $(A_{CP})$ due to limitations of the PDF ansatzes used to model the data. This bias is included as a systematic error in the final $B$ and $A_{CP}$ calculation. A high-statistics sample of $\tau^+ \rightarrow \pi^+\pi^0\nu_\tau$ decays [24] is used to correct the prediction for the efficiency of $\pi^0$ detection.

Figure 1 shows the signal-enhanced projections of the fits to data in $M_{bc}$, $\Delta E$ and $T_c$. We obtain a signal
yield of 217 ± 32 events. Assuming the Υ(4S) decays to charged and neutral B modes equally, and a final detection efficiency after all selections and corrections of 22%, we determine the branching fraction to be

$$B(B^0 \rightarrow \pi^0\pi^0) = (1.31 \pm 0.19 \pm 0.19) \times 10^{-6},$$  

where the quoted uncertainties are statistical and systematic, respectively. The systematic uncertainties include contributions due to the continuum background parameterization in $T_c$ (11.0%), $\pi^0$ detection efficiency (4.4%), single continuum parameterization for $M_{bc}$ and $\Delta E$ (4.0%), assumed $B$ for $B^+ \rightarrow \rho^+\pi^0$ (4.0%), off-resonance continuum background (3.0%), assumed $B$ for other rare decays (3.0%), determination of $f^{s,d}_{i,d}$ fraction (1.8%), the choice of fitted region (1.5%), $f^{\pi}_{i,d}$ and $f^{\rho}_{i,d}$ fractions equal to $f^{s}_{i,d}$ (1.5%), luminosity (including assumption of equal branching fraction for charged and neutral modes) (1.4%), fit bias (1.0%), recovery of converted photons (1.0%), and timing cut (0.5%). Adding these in quadrature gives a total systematic uncertainty of 14.2%.

The significance of the result is determined by convolving the statistical and additive systematic uncertainties and calculating $\sqrt{2(L_m - L_0)}$, where $L_m$ is the log-likelihood for the measured yield and $L_0$ is that for a null yield. This gives a total significance of 6.4 standard deviations. The direct CP violation parameter is measured to be

$$A_{CP} = +0.14 \pm 0.36 \pm 0.10.$$  

The second uncertainty is systematic, and is the quadratic sum of possible effects on $A_{CP}$ of uncertainties in the continuum background parameterization of $T_c$ (0.08), $\rho\pi$ and other rare backgrounds (0.06), and fit bias (0.02).

As a cross-check, a separate flavor-independent analysis is performed employing an artificial neural network in lieu of $T_c$ for continuum suppression. Though this analysis has 1% less signal efficiency, the measured branching fraction agrees with the flavor-dependent measurement within uncertainties.

Combining our results for the $B$ and $A_{CP}$ for $B^0 \rightarrow \pi^0\pi^0$ with Belle’s previous measurements of $B$ and time-dependent $CP$ violation for $B^0 \rightarrow \pi^+\pi^-$ [7] and $B$ and $A_{CP}$ for $B^+ \rightarrow \pi^+\pi^0$ [25] allows us to employ the isospin analysis of Ref. [6] to constrain $\phi_2$. The result of the fit is shown in Fig. 2. Our results exclude 15.5° < $\phi_2 < 75.0°$ at 95% confidence level.

The measured branching fraction is smaller than our previously published result [11] though consistent within uncertainties. The difference could be due to a substantially smaller fraction of data for which ECL timing information was available (113 of 253 fb$^{-1}$) in the earlier measurement and the subsequent extrapolation to the full data set. The result reported here super-
FIG. 2. Scan of the confidence level for $\phi_2$ using only data from $B \rightarrow \pi\pi$ measurements of the Belle experiment. The dashed red curve shows the previous constraint from Belle data [7], the solid blue curve includes our new results. The updated results for $B^0 \rightarrow \pi^0\pi^0$ exclude $9.5^\circ < \phi_2 < 81.6^\circ$ at the 68% confidence level (green dot-dashed line) and $15.5^\circ < \phi_2 < 75.0^\circ$ at 95% confidence level (black dashed line).

serves our earlier published values and agrees with BaBar measurement [12] within combined uncertainties. While this result is closer to theory predictions than the earlier Belle [11] and BaBar [12] measurements, it is still larger than expectations based on the factorization model [26]. It is in agreement with the recent works of Qiao et al. [27] as well as Li and Yu [28] which employ different theoretical approaches. The upcoming Belle II experiment [29], with its projected factor of 50 increase in luminosity, will enable precision measurements of $B$ and $CP$ asymmetry of $B^0 \rightarrow \pi^0\pi^0$ and other $B \rightarrow \pi\pi$ decays to strongly constrain $\phi_2$.
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