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We analyze the pressure and density equations of state of unpolarized non-relativistic fermions at
finite temperature in one spatial dimension with contact interactions. For attractively interacting
regimes, we perform a third-order lattice perturbation theory calculation, assess its convergence
properties by comparing with hybrid Monte Carlo results (there is no sign problem in this regime),
and demonstrate agreement with real Langevin calculations. For repulsive interactions, we present
lattice perturbation theory results as well as complex Langevin calculations, with a modified action
to prevent uncontrolled excursions in the complex plane. Although perturbation theory is a common
tool, our implementation of it is unconventional; we use a Hubbard-Stratonovich transformation to
decouple the system and automate the application of Wick’s theorem, thus generating the diagram-
matic expansion, including symmetry factors, at any desired order. We also present an efficient
technique to tackle nested Matsubara frequency sums without relying on contour integration, which
is independent of dimension and applies to both relativistic and non-relativistic systems, as well
as all energy-independent interactions. We find exceptional agreement between perturbative and
non-perturbative results at weak couplings, and furnish predictions based on complex Langevin at
strong couplings. We additionally present perturbative calculations of up to the fifth-order virial
coefficient for repulsive and attractive couplings. Both the lattice perturbation theory and complex
Langevin formalisms can easily be extended to a variety of situations including polarized systems,
bosons, and higher dimension.

I. INTRODUCTION

By far most problems in quantum many-body physics,
from quantum chemistry to condensed matter and high-
energy areas, suffer from the so-called sign problem. This
problem is an exponential deterioration of the signal-to-
noise ratio that appears when estimating quantum ex-
pectation values stochastically (i.e. via some form of
quantum Monte Carlo), and is present in nearly all non-
relativistic models at finite polarization and relativistic
ones at finite chemical potential (see e.g. [1–3] for re-
views). While sufficient conditions for the avoidance
of the sign problem have been under intense study re-
cently [4, 5], a general solution has been shown to be a
formidable challenge [6]. Motivated in part by the above,
we set out to examine a classic many-body problem nor-
mally plagued by a sign problem using both perturbative
and non-perturbative methods, in all cases regulated by
a spatial lattice. Specifically, we focus on a system of
non-relativistic fermions with a contact interaction, for
which a sign problem is present when interactions are
repulsive.

On one hand, we calculate analytically the first few
orders of the lattice perturbative expansion of the pres-
sure, aiming to assess their reliability towards character-
izing thermodynamic equations of state. The results of
this calculation provide a posteriori motivation for our
present work: First, the perturbative finite-temperature
lattice results and formalism shown here are unconven-
tional, as perturbative calculations are typically done
in the continuum; second, we have found methodolog-
ical aspects that also appear to have been previously
overlooked, which greatly simplify the calculation on
the lattice, and which apply to a very wide range of

systems (including relativistic ones); third, we consider
one spatial dimension (1D) as an initial benchmarking
step towards more demanding, higher-dimensional calcu-
lations; finally, semi-analytic tools like perturbation the-
ory can address the shortcomings of conventional quan-
tum Monte Carlo calculations where the sign problem is
present, at least in some regimes.

On the other hand, we extend the hybrid Monte Carlo
calculations of Ref. [7] and study the repulsive case by
applying complex Langevin (CL) techniques. The latter
have garnered considerable attention in the last few years
in the area of finite-density lattice QCD [8–16], but their
application to non-relativistic matter is almost nonex-
istent (see however [17, 18]). We use the CL method
with a modified action to prevent uncontrolled excursions
into the complex plane, which would otherwise lead the
method to converge to an incorrect result. While we fo-
cus here on a 1D problem, all the methods used extend
easily to arbitrary dimensions, as well as to polarized
and multi-component systems. It is one of our objectives
to assess the viability of CL for such systems (includ-
ing the all-important Hubbard model), starting with the
1D problem considered here and aiming to go to higher
dimensions. However, a comment is in order that is spe-
cific to 1D: As pointed out in Ref. [19], in 1D one may
apply the thermodynamic Bethe ansatz in certain finite-
temperature regimes, but it is generally an uncontrolled
approximation as it involves solving an infinite tower of
non-linear integral equations (see however Ref. [20]).

Our motivation for studying 1D fermions is in part
computational convenience, as mentioned above, and in
part due to the fact that the general 1D quantum many-
body problem remains an area of great interest for con-
densed matter, atomic, and high-energy physics. Sub-
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stantial progress was made in the last few decades in
particular for the 1D Hubbard model (see [21]) using
numerical methods such as quantum Monte Carlo (see
e.g. [22–24]), density matrix renormalization group (see
e.g. [25–28]), and the Bethe ansatz (see [19] and [29–31]),
as well as with analytic approaches (such as bosoniza-
tion [32] and beyond-mean-field approaches [33]). Re-
markably, there are aspects of this problem that remain
elusive in the sense that they lie beyond the Luttinger
liquid paradigm, as pointed out in Ref. [34], which jus-
tifies more detailed studies. On the experimental side,
ultracold atoms in optical lattices continue to provide
an unparalleled realization of clean, malleable, fermionic
and bosonic systems, and thus these systems continue to
shed light on multiple aspects of strongly coupled quan-
tum dynamics (see [35–37]).

Below we present the lattice perturbation theory for-
malism (Sec. II), which is unconventional in that it uses
a Hubbard-Stratonovich (HS) transformation [38, 39] to
facilitate the automation of generating a diagrammatic
expansion. With the diagrams in hand, the evaluation
of physical observables proceeds in two steps: first, the
Matsubara-frequency sums are done with a technique
that allows us to carry them out simultaneously (rather
than iteratively, as is the case when using countour inte-
grals, see e.g. Ref. [40]); second, the remaining sum over
spatial momenta is calculated numerically. Performing
the frequency sums analytically is primarily avantageous
in that it yields a vastly improved scaling of the compu-
tation time, as the total number of nested sums is greatly
reduced. In Sec. III we present a brief overview of the
CL method, contrast it with conventional hybrid Monte
Carlo, and introduce a modified action to stabilize the
calculation. In Sec. IV we show our results for the pres-
sure and density equations of state up to next-to-next-
to-next-to (N3LO) leading order in perturbation theory
for both attractive and repulsive couplings, and compare
with hybrid Monte Carlo for the case of attractive in-
teractions where no sign problem is present. We also
demonstrate results for a modified-action form of real
and complex Langevin calculations for both attractive
and repulsive couplings, and compare with our pertur-
bative results. Using particle-number projection, we also
provide the corresponding perturbative expansion for the
first few virial coefficients. In Sec. V we summarize and
present our conclusions. The appendices contain further
details on the Matsubara sums involved and how to cal-
culate them.

II. PERTURBATION THEORY FORMALISM

We first present the formalism for our method of
computing the perturbative expansion for the grand-
canonical partition function of interacting quantum gases
on the lattice. For this work, we derive the expansion for
the case of non-relativistic fermions with a contact inter-
action. In a nutshell, the procedure involves analytically

evaluating expressions for the diagrammatic expansion
and the resulting path integral on a computer using an
object-oriented approach. The final expressions, which
contain sums over the complete frequency-momentum
basis, are evaluated numerically to determine the pres-
sure equation of state, or other physical observable, such
as the density equation of state or projected virial coef-
ficients.

A. Path integral form of the partition function

The starting point of our lattice perturbative expan-
sion of the equation of state is the grand-canonical par-
tition function,

Z = tr
[
e−β(Ĥ−µN̂)

]
, (1)

where, as usual, Ĥ is the Hamiltonian, N̂ is the particle
number operator, β the inverse temperature, and µ the
chemical potential; the trace is over all the multiparticle
states in the Fock space. We will assume that

Ĥ = T̂ + V̂ , (2)

where T̂ is the kinetic energy operator, and V̂ is the po-
tential energy operator. Rather than expanding directly
in powers of V̂ , as is conventional in perturbation theory,
we will introduce a HS transformation. We first discretize
the imaginary time direction as β = τNτ , and apply a
first-order Suzuki-Trotter factorization such that

e−τĤ ' e−τT̂ /2e−τV̂ e−τT̂ /2, (3)

and next perform the HS transformation,

e−τV̂ =

∫
Dσe−τŴ [σ], (4)

where Ŵ [σ] is a one-body operator representing an ex-
ternal potential set by the auxiliary field σ, and the field
integral is over all possible configurations of that field.
The specific form of Ŵ [σ] depends on the choice of the
HS transformation; in the case of fermions it can be ei-
ther discrete or continuous, and in the latter case it can
be compact or non-compact [41]. For the purposes of this
work, the specific form of the HS transform is immate-
rial, as we will undo the transformation order-by-order
in the perturbative expansion.

Naturally, the use of the HS transform is much more
common in Monte Carlo approaches than in perturba-
tive ones, and it is the natural path to mean-field the-
ory. Here, however, we will use it as a device to recover
the results of Wick’s theorem but bypassing the opera-
tor algebra completely, as we show below. In addition,
this approach has the advantage of facilitating the use of
many-body forces, as it is relatively simple to write down
HS transforms for them and the steps after the transform
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are quite mechanical (which is the main reason for our
choice).

Collecting all the field integrals and performing the
trace over the resulting product of exponentials of one-
body operators yields a path-integral form of the grand-
canonical partition function Z,

Z =

∫
Dσ det2M [σ], (5)

where in the above form we have assumed that the sys-
tem contains two identical species and the matrix M of
dimension Nτ ×V by Nτ ×V (where Nτ is the temporal
volume and V is the spatial volume) encodes all relevant
system dynamics, such that

M [σ] ≡


1 0 · · · UNτ [σ]

−U1[σ] 1 · · · 0

0 −U2[σ]
. . . 0

...
...

. . .
...

0 · · · −UNτ−1[σ] 1

 . (6)

Note that this matrix may in general be complex, and
the square of the determinant that appears in Eq. (5)
is not a magnitude squared, but rather a simple power
of two such that det2M may also be complex. For the
case of contact interactions, such as in the Gaudin-Yang
model, the matrix U [σ] can be written as

[Uj [σ]]x,x′ ≡
[
e−τ(p

2/2m−µ)
]
x,x′

[1 +A sinσ(x′, t)] (7)

where x and x′ are spatial indices, t is a temporal index,
and where A ≡

√
2(eτg − 1), g is the zero-range coupling,

and τ is the temporal lattice spacing (see e.g. [7]). We
have chosen a realization of the HS transformation in
which the continuous field σ takes values between −π
and π at each point in spacetime, such that∫

Dσ =
∏
x,τ

∫ π

−π

dσ(x, τ)

2π
. (8)

This particular kind of HS transformation was first ex-
plored in Refs. [42, 43].

Note that in the case of non-identical species, such as
in polarized or mass imbalanced systems of two flavors,
two different determinants are present in the partition
function, i.e.

Z =

∫
Dσ detM↑[σ] detM↓[σ]. (9)

At this point, we have eliminated from the problem
all the quantum operators, and this is one of the main
advantages of the method. Moreover, we have accom-
plished this by “integrating out” the fermionic degrees
of freedom, which is an unorthodox route to perturba-
tion theory. We will see, however, that this is a useful
way to proceed in the sense that it mechanically gener-
ates the correct answers, and therefore it is amenable to
automation.

B. Expanding the fermion determinant

To obtain the perturbative expansion of the grand-
canonical partition function on the lattice, we expand the
determinant of the matrix M in powers of the dimension-
less parameter A defined above. To this end, first note
that

M = M0 +AT S[σ] (10)

where M0 is the non-interacting counterpart, and

T ≡


0 0 · · · T
−T 0 · · · 0

0 −T
. . . 0

...
...

. . .
...

0 · · · −T 0

 , (11)

with [T ]x,x′ ≡
[
e−τ(p

2/2−µ)
]
x,x′

, (where we have taken

~ = kB = m = 1), and

[S[σ]]x,t;x′,t′ = δt,t′δx,x′ sinσ(x, t). (12)

Thus, we further obtain that M = M0(11 + AKS[σ]),
where K ≡M−10 T will play the role of the free propaga-
tor, as we explain below, and of course

detM = detM0 det(11 +AKS[σ]). (13)

At this point, we set aside the non-interacting factor and
make use of the identity det = exp tr ln to formally ex-
pand the logarithm in powers of A, such that

det(11 +AKS[σ]) = exp

[ ∞∑
k=1

AkEk

]
, (14)

where

Ek =
(−1)k+1

k
tr
[
(KS[σ])

k
]
. (15)

Note that each power of the fermion determinant trans-
lates simply as a prefactor in the definition of Ek. Thus,
the expansion coefficients for an unpolarized system of
Nf species are simply NfEk. We further write the de-
terminant as

exp

[ ∞∑
k=1

AkEk

]
=

∞∏
k=1

exp
[
AkEk

]
(16)

=

∞∏
k=1

∞∑
{ik}=0

(AkEk)ik

ik!
. (17)

Eq. (15) begins to expose the powers of A in the pertur-
bative expansion. The task ahead is to isolate those pow-
ers and carry out the path integral exactly. Using these
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expressions, by fully expanding and combining terms of
identical powers of A, it is straightforward to see that

det(11 +AKS[σ]) = 1 +AE1 +A2

(
E2

1

2!
+ E2

)
+A3

(
E3

1

3!
+ E1E2 + E3

)
+ · · · . (18)

The above expansion corresponds to one of the spin
degrees of freedom and therefore it is to be combined
with a corresponding expansion for the other spin, which
could be done for polarized (different µ for each species)
or unpolarized (same µ) cases. Here we focus on the
latter with a two-component system, which simply means
that we are expanding the square of the determinant.
As mentioned above, this can be accomplished easily by
setting Ek → NfEk for the general case of Nf flavors.

C. Recovering Wick’s theorem by calculating the
path integral exactly at each order

Once the determinants are expanded to the desired
power of A, which is easy to automate, one obtains prod-
ucts of powers of the various Ek defined in Eq. (15). The
path integral of each of these products must be evalu-
ated to obtain the expansion of the partition function.
For instance, at second order, one of the terms is∫

DσE2[σ] = −1

2

∫
Dσ tr

[
(KS[σ])

2
]

= −1

2
KijKkm

∫
Dσ S[σ]jkS[σ]mi,(19)

where all the (collective, spacetime) indices i, j, k,m on
the right-hand side are assumed to be summed over.

Writing out the indices explicitly at each order, we see
that the main problem is computing path integrals of the
form

Im(b1, b2, . . . , bm) =∫
Dσ sin(σ[b1]) sin(σ[b2]) . . . sin(σ[bm]),

where each bk represents a spacetime coordinate. These
integrals vanish if m is odd, but otherwise the result is
generally finite and positive. For instance, for m = 2,

I2(b1, b2) =
1

2
δb1,b2 , (20)

and for m = 4,

I4(b1, b2, b3, b4) =
3

8
δb1,b2δb1,b3δb1,b4

+
1

4
[δb1,b2δb3,b4(1− δb2,b3)

+ δb1,b3δb2,b4(1− δb3,b2)

+ δb1,b4δb2,b3(1− δb4,b2)] , (21)

where 3/8 is the result for the case of all four coordinates
coinciding, i.e. ∫ π

−π

dσ

2π
sin4 σ =

3

8
. (22)

It is the tensor expressions like Eq. (21) that automat-
ically implement Wick’s theorem when contracting with
the various K propagators. As with the Taylor expansion
of the determinant, the calculation of the Im needed for
each of the terms at a given order was also automated,
as was the subsequent index contraction with the prop-
agators. The result of that process is that not only the
diagrams themselves, but also all the symmetry factors
are generated automatically, minimizing the amount of
manual bookkeeping. Naturally, the topology of the di-
agrams enters through the Im tensors, which encode the
multiple ways in which the corresponding path integral
can give a non-vanishing result.

The complexity of the expression for Im grows with
each order in the perturbative expansion, and causes the
number of terms in the expansion of Z (i.e. after con-
tracting with theK’s) to grow very quickly. Although the
next-to-leading (NLO) contribution can easily be veri-
fied by hand, the next-to-next-to-next-to-leading (N3LO)
(i.e. A6) order produces (naively) on the order of 103

terms, all of which must be simplified to obtain the fi-
nal results. Moreover, in the case of polarized systems,
multiple products of the determinant must be expanded.
This scaling underscores why the method we proposed
here is well suited for automation but it is otherwise not
ideal for manual calculation, especially if a high-order,
finite-temperature expansion is the goal.

D. Transforming to frequency-momentum space on
the lattice

Naturally, the matrix K can be diagonalized in the
momentum basis with a discrete Fourier transform, such
that

[K]ab =
∑
q

U†aq[D0]qUqb (23)

where a, b are collective spacetime indices of the form
(t, x), and q = (ω, k) is a collective frequency-momentum
index, with ω = (2nω + 1)/Nτ being a fermionic Mat-
subara frequency (nω = 1, . . . , Nτ ), and k = 2nkπ/Nx
(nk,i = 1, . . . , Nx) a d-dimensional spatial wavevector.
The free propagator D0 is then

[D0]q ≡
1

1− exp[iω + τ(k2/2− µ)]
, (24)

while the Fourier transform matrices take the form

Uaq =
1√
Nd
xNτ

exp[i(ωt− k · x)]. (25)
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By computing the path integral over the auxiliary field
σ for all the terms in the expansion of the determinant
at a particular order, we are left with an object of the
generic schematic form

S =
∑

[K]a1a2 [K]a3a4 . . . [K]a2m−1a2m
Ia1...a2m (26)

where the sum is taken over all free spacetime indices,
and the object Ia1...a2m results from the path integral
over the interaction terms sin(σi).

Upon inserting the Fourier representation of the prop-
agator [c.f. Eq. (23)], we obtain a form that is described
by a collection of indices in the frequency-momentum ba-
sis:

S =
∑

[D0]q1 [D0]q2 . . . [D0]qm Ĩq1,...,qm (27)

where Ĩq1,...,qm results from appropriately contracting the

various Fourier tensors U and U† with Ia1...a2m . The Ĩ
tensors represent momentum conservation laws for each
specific term.

The advantage of going to frequency-momentum space
is that S can be obtained by performing m frequency-
momentum sums instead of the 2m spacetime sums. This
optimization, however, is not enough; it is crucial to carry
out the frequency sums analytically in order to have a
numerically manageable expression at the end. We turn
to those sums next.

E. Computing finite Matsubara frequency sums
analytically: two tricks

In the evaluation of expressions at a given order n, we
are faced with nested frequency sums that schematically
look like the expression∑

q1,q2,...,qm

[D0]q1 [D0]q2 . . . [D0]qmδ({qk}), (28)

where we have left out sums over momenta, which are to
be carried out afterwards, and the delta factor represents
an energy-momentum conservation law that is derived
from each diagram’s topology. Note that, here and below,
we will use the delta notation to represent the discrete
Kronecker symbol rather than the Dirac symbol (we have
no need for Dirac deltas here, as all our expressions are
discrete). In this section, we show how we performed
the frequency sums in a way that does not use complex
contour integration and, moreover, allows us to treat all
the sums simultaneously.

We begin with an example. The simplest case is that of
a single factor, which may seem trivial but is nevertheless
instructive:

S1 =

Nτ∑
n=1

[D0]n =

Nτ∑
n=1

1

1−Q exp (iωn)
, (29)

where we have encoded all the momentum and chemical
potential dependence in the factor Q, and where ωn =

(2n + 1)π/Nτ . In this case we expand the expression
inside the sum as a geometric series:

S1 =

Nτ∑
n=1

∞∑
k=0

Qkeiωnk =

∞∑
k=0

Qk
Nτ∑
n=1

eiωnk (30)

=

∞∑
m=0

∞∑
k=0

Qkδ(k −mNτ )(−1)m (31)

=

∞∑
m=0

QmNτ (−1)m =
Nτ

1 +QNτ
, (32)

where we used the fact that k ≥ 0 and

Nτ∑
n=1

ei2πnk/Nτ = Nτ

∞∑
m=−∞

δ(k −mNτ ). (33)

The S1 sum is useful per se, but also because high-
order calculations need the more general sums, such as

S
(k)
1 =

Nτ∑
n=1

(
1

1−Q exp (iωn)

)k+1

, (34)

such that S
(0)
1 = S1. For general k, this is easy to com-

pute by introducing a new parameter λ via

S1(λ) ≡
Nτ∑
n=1

1

λ−Q exp (iωn)
=

1

λ

Nτ
1 + (Q/λ)Nτ

,(35)

and differentiate with respect to λ as needed,

S
(k)
1 =

(−1)k

k!

dkS1(λ)

dλk

∣∣∣∣
λ=1

. (36)

Clearly, S1(λ) is a generating function for frequency sums
of higher order. In particular, for instance,

S
(1)
1 =

[1−QNτ (Nτ − 1)]Nτ
(1 +QNτ )2

. (37)

The method of expanding the numerator as a power se-
ries applies as well when multiple sums are present, as we
show in Appendix A with an example that corresponds
to the “beach-ball” diagram of Fig. 4(b).

The general procedure of the method is as follows.
First, take a step backward and use the Fourier-sum rep-
resentation of all the frequency Kronecker deltas, i.e.

δ[f(ω1, ω2, . . . )] =
1

Nτ

Nτ−1∑
p=0

eipf(ω1,ω2,... ), (38)

in combination with the geometric series expression of
the denominators. This first step is similar to that of
techniques used in the continuum, where an integral rep-
resentation of a Dirac delta function is utilized. Beyond
this point, however, the calculations differ considerably.
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The second step is to sum over each fermionic fre-
quency ωn, which yields as many delta functions as de-
nominators, with their corresponding “boundary” sums
and factors of (−1)m, i.e. use

Nτ∑
n=1

eiωny = Nτ

∞∑
m=−∞

δ(y −mNτ )(−1)m. (39)

Here it is important to keep the terms for all m, as y
will generally vary over a semi-infinite range due to the
geometric series expansion.

Third, sum over the geometric sum index to saturate
the delta functions generated in the previous step. To
this end, it is useful to extend the geometric sum index
to −∞, such that Heaviside step functions should be in-
serted accordingly.

Fourth, implement the constraints over the boundary
sums and evaluate such sums, which lead to the expected
(1 +QNτk )−1 factors. Finally, sum over the Fourier index
of the energy-conserving delta functions. As is clear from
the above, the operations to be performed are rather el-
ementary and do not involve complex analysis, only a
small amount of bookkeeping. It is the order of the op-
erations that is crucial for the simplicity of the method.

In analytically computing these frequency sums, we
have expanded the propagators in geometric series, and
one may naturally suspect whether the radius of conver-
gence of the final answers is limited to |Q| < 1, especially
considering that physical values of Q are real and posi-
tive and may very well be larger than 1. However, the
fermionic Matsubara frequencies ωn do not contain a zero
mode, and therefore the singularities in the propagator
are slightly off the positive real axis R+ in the complex
Q plane. Thus, the finite sums that we begin with are
analytic functions of Q in a simply connected region Γ
that completely encloses R+. As a consequence, the final
expressions obtained must be the unique analytic contin-
uation from the intersection of |Q| < 1 with Γ to all of
Γ. Our numerical investigations concerning the validity
of those final expressions within physical regimes, com-
pared directly to their corresponding definitions, confirm
the above conclusion.

III. COMPLEX LANGEVIN APPROACH

The second method we present in this work involves the
use of CL dynamics in the context of the lattice quantum
Monte Carlo technique, which is, of course, a nonpertur-
bative approach. Recent developments have shed light
on several aspects of the CL method, which had previ-
ously hindered progress but which are now starting to
be better understood and in some cases even resolved.
In this section we discuss our implementation of CL dy-
namics, including a kind of dynamical stabilization that
is reminiscent of the one put forward in Refs. [44, 45].

The starting point is once again the partition function

Z =

∫
Dσ det2M [σ], (40)

where one normally identifies P [σ] = det2M [σ] as the
(unnormalized) probability measure to be used in a
Metropolis-based Monte Carlo calculation. One may de-
fine an effective action S via

P [σ] = exp(−S[σ]). (41)

Observables, at least simple ones, are then shown to
take the form

〈O〉 =
1

Z

∫
Dσ e−S[σ]O[σ], (42)

such that the expectation value can be determined by
sampling the auxiliary field σ according to P [σ]. Two
well known ways of carrying out that sampling, without
the presence of a sign problem, are the hybrid Monte
Carlo algorithm (HMC) (see Refs. [46, 47]) and the real
Langevin method (RL) (also known simply as stochastic
quantization; see Refs. [48–50]).

In HMC, one defines an auxiliary field variable π con-
jugate to the HS field σ along with global (molecular-
dynamics type) equations of motion in a fictitious phase-
space time t such that

σ̇ = π, (43)

π̇ = −δS[σ]

δσ
, (44)

where the right-hand side of the last equation naturally
represents a molecular dynamics force. These equations
are usually integrated via the leapfrog method (or more
sophisticated variants) to ensure reversibility, which in
turn is essential for maintaining detailed balance. The
global updates that this method allows are essential for
lattice QCD calculations. The new field obtained at the
end of the trajectory is accepted or rejected using the
criteria of a Metropolis step.

In RL, on the other hand, there is no Metropolis step
and the equations of motion are different:

σ̇ = −δS[σ]

δσ
+ η, (45)

where we note that there is no auxiliary momentum
field π but a t-dependent noise field η appears instead.
The latter satisfies 〈η(x, τ)〉 = 0 and 〈η(x, τ)η(x′, τ ′)〉 =
2δx,x′δτ,τ ′ .

The (conventional) mathematical underpinnings of
HMC and RL depend on P [σ] being positive semi-
definite. As is well known, this property generally fails
to hold e.g. for repulsive interactions, polarized systems,
etc. as mentioned above, and the calculation is then said
to have a sign problem (or more generally a complex
phase problem). In the case of HMC, this means that
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the Metropolis step is simply no longer well-defined and
thus the algorithm is no longer available. For RL, on the
other hand, a generalization is possible, namely CL, as
first noted in Ref. [51]. In CL, one complexifies the HS
field σ into

σ = σR + iσI , (46)

where σR and σI are both real fields. The CL equations
of motion are given by

δσR = −Re

[
δS[σ]

δσ

]
δt+ η

√
δt, (47)

δσI = −Im

[
δS[σ]

δσ

]
δt, (48)

where now S[σ] is to be understood as a complex function
of the complex variable σ. Note that, when the action is
real, the imaginary part of the force is zero and then CL
reduces to RL.

Under certain conditions, which have lately received
much attention (see [52–55]), the CL method can be guar-
anteed to converge to the right answer. In those cases,
expectation values 〈O〉 are correctly obtained by aver-
aging over the real part of O[σ] with complex fields σ
sampled throughout the CL dynamics evolution. In the
model we study here, however, it is a priori not known
if CL will converge to the correct result; one goal of this
work is to explore the viability of CL for this class of
systems.

In the process of making CL a viable solution to the
sign problem in lattice QCD, two crucial challenges were
identified: the appearance of numerical instabilities in
the CL evolution and the uncontrolled excursions of σ
into the complex plane due to singularities in P [σ]. The
former was largely resolved by implementing adaptive
time-step solvers [57]; the latter, on the other hand, is
currently under investigation and a few approaches have
been proposed (see e.g. [58, 59]). In the calculations pre-
sented here, those excursions are highly problematic be-
cause the dependence of P [σ] on σI is through hyperbolic
functions; indeed, the HS transformation we use depends
on sinσ, and

sinσ = sin(σR) cosh(σI) + i cos(σR) sinh(σI). (49)

Thus, a growing (positive or negative) σI effectively in-
creases the coupling at an exponential rate, which can
completely stall the calculation or result in a converged
but wrong answer (as we have observed in our tests).
This exponential growth is similar to the problem found
in gauge theories, as the complexified link variables rep-
resenting the gauge field become unbounded in the same
fashion in those theories.

A. Modified action

To overcome the problem of large excursions in the
complex plane in the CL algorithm, we modified the ac-
tion in a way reminiscent of the dynamical stabilization

approach of Ref. [44, 45]. In the latter, a new term was
added to the CL dynamics which vanishes in the contin-
uum limit and renders the calculation stable. We propose
here to modify the CL equations by adding a regulat-
ing term controlled by a parameter ξ, such that the new
equations, in their discretized form, are

δσR = −Re

[
δS[σ]

δσ

]
δt− 2ξσRδt+ η

√
δt, (50)

δσI = −Im

[
δS[σ]

δσ

]
δt− 2ξσIδt. (51)

This change amounts to modifying the action by

S[σ]→ S[σ] + ξ
∑
x,t

σ2. (52)

The rationale for adding such a regulating term was origi-
nally based on our understanding of δS[σ]/δσ as a molec-
ular dynamics force in the context of the HMC algorithm
(although it is typically referred to as the “drift” in the
context of the CL method). In the HMC sense, the new
term in the action can be understood as a harmonic os-
cillator trapping potential, i.e. a restoring force that pre-
vents the field from running away. However, HMC does
not apply when σ is complex. A more appropriate inter-
pretation is obtained by keeping only those new terms in
the CL equations and neglecting the rest, which results
in the decoupled form

δσR = −2ξσRδt, (53)

δσI = −2ξσIδt, (54)

whose solution is a decaying exponential (assuming ξ >
0) for both σR and σI . Thus, this new ad hoc term
represents a damping force.

Naturally, the proposed modification introduces a sys-
tematic effect that needs to be studied for each quantity
of interest, i.e. it is crucial to understand the ξ depen-
dence of the output. The results presented below cor-
respond to ξ = 0.1. To gain specific insight into the
variations of the density with ξ, we show in Fig. 1 a plot
of the running average of the density as a function of the
Langevin time t for several values of ξ in the neighbor-
hood of 0. As evident in that figure, there is a sizable
window of small values of ξ where CL converges. Addi-
tionally, we show in Fig. 2 a plot of the phase and magni-
tude of e−S , where S is the complex action, for different
values of ξ. The effect of the ξ term on the CL dynam-
ics can be clearly seen in that figure (note the change of
scale for the ξ < 0 plot, where the results are expected
to diverge).

In the next section we present our results. Whenever
RL or CL results are shown, we have kept ξ = 0.1. The
agreement of RL with HMC (where the regulating term
should not be needed) and the weak dependence of the
density on ξ (at least within a window close to ξ = 0)
support the idea that the damping term has negligible
impact on the results within the precision studied here.
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Figure 1: (Color online) The normalized density n/n0, where
n0 is the non-interacting result, for λ = −1.0 and βµ = 1.6,
as a function of the Langevin time t for several values for the
regulating parameter ξ [see Eq. (52)]. The result was com-
puted on a spatial lattice of Nx = 80 and a temporal lattice of
Nτ = 160. For a choice of ξ = 0, where the regulating term is
removed, CL tends toward an incorrect value for the density.
When ξ ' 0.1, the additional term provides a restoring force
and the stochastic process converges to a different value con-
sistent with perturbation theory. On the other hand, for cases
where ξ < 0, the solution diverges, as expected. Each plotted
line corresponds to a fixed count of 105 iterations of perform-
ing one integration step of the adaptive step δt; as such, the
length of the line gives an indication as to the computational
demand to reach time t for a given ξ.

IV. RESULTS

In this section we show the results of implementing
the above two formalisms and methods to the case of
unpolarized, spin-1/2 fermions in one spatial dimension.
The specific Hamiltonian we explore is the Gaudin-Yang
form [60, 61] where Ĥ = T̂ + V̂ with

T̂ =

∫
dx

∑
s=↑,↓

ψ̂†s(x)

(
− ~2

2m

d2

dx2

)
ψ̂s(x), (55)

and

V̂ = −g
∫
dx n̂↑(x)n̂↓(x), (56)

where ψ̂†s, ψ̂s are the creation and annihilation operators

in coordinate space for particles of spin s, and n̂s = ψ̂†sψ̂s
are the corresponding density operators. There are only
two dimensionless parameters characterizing this prob-
lem at finite temperature: the fugacity z = eβµ and the
coupling λ =

√
βg.

In all of our results below, perturbative as well as non-
perturbative, the system was placed on a lattices of spa-
tial size Nx = 80 (in the case of CL and HMC results) or
Nx = 100 (in the case of perturbative calculations) and
temporal size Nτ = 160. The spatial lattice spacing was
set to 1, thus setting the length scale for the problem,
and the temporal lattice spacing was chosen as τ = 0.05
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Figure 2: (Color online) Plot of the complex quantity e−S in
terms of its magnitude ρ and phase θ such that e−S = ρeiθ,
for a CL calculation at λ = −1.0 and βµ = 1.6. Data points
are plotted as ln(ρ) cos(θ) and ln(ρ) sin(θ) as a parametric
functions of the Langevin time t. Plots are displayed for four
values of the parameter ξ. Note that for ξ = 0, the solution
does not converge, but does converge for ξ = 0.005 and 0.1.
For the case where ξ = −0.1, the result for the density n/n0

rapidly diverges, as expected [note change in scale for y axis
and see Fig. 1]. Data points show the locations where samples
were taken along the CL trajectory; the shaded areas result
from straight lines joining the data points.

Figure 3: Feynman diagram for the next-to-leading order
(NLO) contribution to the grand canonical partition function.

(in units of the spatial spacing). Previous studies show
that, with those parameters (particularly with Nx ≥ 60),
the equations of state of this system are within ≤ 5%
of the continuum limit result for the values of λ studied
here.

A. Analytic expressions for the perturbative
expansion

Although the results shown here correspond to un-
polarized fermions with two internal degrees of freedom
(e.g., spin-1/2 particles), the perturbative and complex
Langevin formalisms can easily be extended to greater
degrees of freedom (or, “flavors”) by introducing addi-
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(b)

(a)

Figure 4: Feynman diagrams for the next-to-next-to-leading
order (N2LO) contribution to the grand canonical partition
function.

(a)

(b)

(c) (d)

Figure 5: Feynman diagrams for the next-to-next-to-next-
to leading order (N3LO) contribution to the grand canonical
partition function.

tional determinants in the integrand of the path integral.
Additionally, although all observables computed here cor-

respond to the one-dimensional system, the perturbative
expansion itself is independent of the spatial dimension;
one must simply modify the definition of the wavevector
k to extend the system to higher dimension.

Among the main results of this work are the final ex-
pressions for the perturbative contributions to the par-
tition function Z at each order n up to next-to-next-to-
next-to-leading order (N3LO), which are shown in Ta-
ble I (explained in detail below). Each order n is to be
accompanied by a factor of A2n, but all the information
required to reproduce the numerical results in this work
are otherwise presented in that table and in the appen-
dices.

Each contribution to the perturbative expansion of the
partition function corresponds to a fully connected Feyn-
man diagram of n vertices (or a product of two or more
such diagrams), and can be described by the product
of some scalar prefactor with a 1/(NxNτ )n dependence,
and one or more sums over the complete momentum-
frequency basis. The Feynman diagrams that appear at
NLO, N2LO, and N3LO are provided in Figs. 3, 4, 5,
respectively. The analytic expressions for each diagram
are provided in Table I, where the Matsubara-frequency
sums have already been carried out using the technique
outlined in Sec. II E; therefore all sums and indices that
remain in these expressions are over spatial momenta.
The frequency sums always contain Qn as parameters
that encode the spatial momentum dependence:

Qn ≡ eτ(k
2
n/2−µ). (57)

A variety of frequency sums for sums over various prod-
ucts of propagators and momentum conservation condi-
tions appear in these expressions. The expressions for S1

and S
(1)
1 are given earlier in the text by Eqs. (32) and

(37), respectively, S4 is derived in Appendix A, and all
others are given in Appendix B.

The number of loops, or the number of nested momen-
tum sums that appear for each expression, is also pro-
vided explicitly in Table I. Since the momentum sums
must be computed in full, this number provides an es-
timate for the computational scaling that is required to
compute the value of each diagram; the number of terms
that must be computed scales as N `d

x , where ` is the
number of loops and d is the spatial dimension.

B. Pressure equation of state via perturbation
theory

To determine the pressure P , we use the perturbative
expansion of the interacting partition function Z, which
we expand to order 2n in the parameter A and write as

Z = Z0(1 +A2∆1 +A4∆2 +A6∆3 + · · · ) = eβPV , (58)

where ∆n is the NnLO contribution, as given by the ex-
pressions in Table I, and where Z0 is the non-interacting
grand-canonical partition function,

lnZ0 = 2

Nx/2∑
k=−Nx/2

ln
(
1 + ze−βεk

)
= βP0V, (59)

with εk = (2πk/Nx)2/2.
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Table I: Detail of next-to-leading order (NLO), next-to-next-to-leading order (N2LO), and next-to-next-to-next-to-leading order
(N3LO) contributions (respectively, order A2, A4, and A6) to the grand-canonical partition function Z. The indicated diagram
figure refers to the corresponding fully-connected Feynman diagram or product of such diagrams for each contribution. The
volume V = NxNτ that appears in all expressions refers to the spacetime volume of the lattice. The greatest number of loops
that appear for each fully-connected diagram is also provided. It is implicit in the notation that a momentum-conserving

Kronecker delta has been utilized to eliminate momentum sums: one in the case of S4 and S
(1)
4 , but two in the case of S6.

Order Diagram Figure Prefactor Diagram Frequency Sum Loops

NLO Fig. 3 1/(2V )

[∑
p1

S1(Q1)

]2

1-loop

N2LO [Fig. 3]2 1/(8V 2)

[∑
p1

S1(Q1)

]4

1-loop

N2LO Fig. 4(a) −1/(4V 2)

[∑
p1

S
(1)
1 (Q1)

][∑
p1

S1(Q1)

]2

1-loop

N2LO Fig. 4(b) 1/(8V 2)
∑

p1,p2,p3

S4(Q1, Q2, Q3) 3-loop

N3LO [Fig. 3]3 1/(48V 3)

[∑
p1

S1(Q1)

]6

1-loop

N3LO Fig. 4(a)× Fig. 3 −1/(8V 3)

[∑
p1

S
(1)
1 (Q1)

][∑
p1

S1(Q1)

]4

1-loop

N3LO Fig. 4(b)× Fig. 3 1/(16V 3)

[ ∑
p1,p2,p3

S4(Q1, Q2, Q3)

][∑
p1

S1(Q1)

]2

3-loop

N3LO Fig. 5(a) 1/(12V 3)

[∑
p1

S
(2)
1 (Q1)

][∑
p1

S1(Q1)

]3

1-loop

N3LO Fig. 5(b) 1/(8V 3)

[∑
p1

S
(1)
1 (Q1)

]2 [∑
p1

S1(Q1)

]2

1-loop

N3LO Fig. 5(c) −1/(4V 3)

[ ∑
p1,p2,p3

S
(1)
4 (Q1, Q2, Q3)

][∑
p1

S1(Q1)

]
3-loop

N3LO Fig. 5(d) 1/(12V 3)
∑

p1,p2,p3,p4

S6(Q1, Q2, Q3, Q4) 4-loop

Thus, the interacting pressure P , relative to the non-
interacting result P0, becomes

P

P0
= 1 +

ln(1 +A2∆1 +A4∆2 +A6∆3 + · · · )
lnZ0

. (60)

To keep the computed value of lnZ consistent with
the highest order of A in expansion of Z, we expand the
numerator ln(1 +

∑
nA

2n∆n) in a Taylor series about
A = 0, such that the expanded form up to N3LO is

P

P0
= 1 +

1

lnZ0

(
A2ζ1 +A4ζ2 +A6ζ3

)
(61)

where

ζ1 = ∆1 (62)

ζ2 = ∆2 −
1

2
∆2

1 (63)

ζ3 = ∆3 −∆1∆2 +
1

3
∆3

1. (64)

Note that while this procedure offers consistency in
the order of the coupling at all stages of the calcula-
tion, in performing this expansion it is important to be
mindful of the validity of choosing to expand about the
non-interacting limit. Since the partition function is an
extensive quantity, this expansion may yield unphysical
results in cases where

∑
nA

2n∆n � 1, which may occur
in cases where stronger effective interactions are present,
as is the case when Nf > 2. However, in all cases shown
here, the observables demonstrate physical behavior and
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Figure 6: (Color online) Pressure P of the attractive (top)
and repulsive (bottom) unpolarized Fermi gas in units of the
pressure of the noninteracting system P0, as shown for the
dimensionless interaction strengths λ = 0.5, 1.0, 1.5, 2.0, and
λ = −0.5, -1.0, -1.5, -2.0 for the attractive and repulsive
cases, respectively. The NLO (dashed line), N2LO (dash-
dotted line), and N3LO (solid line) results from perturbation
theory are displayed for each coupling. The corresponding
data points for each attractive coupling are computed using
HMC (see Ref. [7]). The perturbative results were computed
on a spatial lattice of Nx = 100 and a temporal lattice of
Nτ = 160.

are in agreement with alternative methods where avail-
able.

Using Eq. (61), we computed the pressure at NLO,
N2LO, and N3LO, as a function of the dimensionless pa-
rameter βµ = ln z. The pressure is plotted in units of the
non-interacting pressure P0. Our results for this quan-
tity, for the case of attractive interactions, are shown for
a variety of interaction strengths in Fig. 6 (top). Remark-
ably, we see evidence of convergence for βµ ≥ 2, even for
λ = 2. For βµ ≤ 2, on the other hand, our results are
qualitatively correct but fail to match the Monte Carlo
answers by roughly 10% in the worst case of λ = 2. In
order to estimate the relative order of truncated terms in
the pertubrative expansion, we provide numerical values
of the parameter A in Table II.

A possible explanation of this behavior is that pertur-
bation theory simply fails to capture the effect of the
two-body bound state on the virial coefficients as λ is
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Figure 7: (Color online) Density n of the attractive (top)
and repulsive (bottom) unpolarized Fermi gas in units of the
density of the noninteracting system n0, as shown for the
dimensionless interaction strengths λ = 0.5, 1.0, 1.5, 2.0 (at-
tractive), and λ = −0.5, -1.0, -1.5, -2.0 (repulsive). The NLO
(dashed line), N2LO (dash-dotted line), and N3LO (solid line)
results of perturbation theory are displayed for each coupling
and are compared with HMC results (see Ref. [7]) in the at-
tractive case. For both plots, the black diamonds show CL
results (RL for the attractive case), regulated with ξ = 0.1 as
described in the main text. Results were computed on a spa-
tial lattice of Nx = 80 for CL and HMC, and of Nx = 100 for
perturbation theory. The statistical uncertainty of the CL re-
sults is estimated to be on the order of the size of the symbols,
or less, as supported by the smoothness of those results.

Table II: Numerical values of the bare coupling g, and the
related parameter A for values of the couplings displayed, for
τ = 0.05 and β = 8. For convenience, the corresponding
values for A6, which corresponds to the highest-order contri-
bution shown, and for A8, the lowest-order contribution that
is truncated, are also given.

λ g A A6 A8

0.5 0.1768 0.1333 5.6× 10−6 9.9× 10−8

1.0 0.3536 0.1889 4.5× 10−5 1.6× 10−6

1.5 0.5303 0.2319 1.6× 10−4 8.3× 10−6

2.0 0.7071 0.2683 3.7× 10−4 2.7× 10−5
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increased, which in the case of b2 involves a dominant
inverse gaussian contribution ∝ exp(λ2/4). This effect
could be absorbed into the definition of λ by way of a
new renormalization scheme defined by matching to an
exact calculation of b2 (lattice or continuum), instead
of identifying the coupling g with the inverse scattering
length. Clearly, such a renormalization scheme would im-
prove the agreement with the Monte Carlo results in the
semiclassical region of negative βµ, but by the same to-
ken it would spoil it for βµ ≥ 2. The region near βµ ' 0,
particularly at large couplings, is where quantum fluctu-
ations set in and presents a challenge for both HMC and
perturbation theory. Nevertheless, as the perturbative
expansion is extended beyond third-order, the conver-
gence properties of the regime is expected to improve.

In all cases, the NLO results are quantitatively disap-
pointing, but N2LO and N3LO display substantial im-
provement both in convergence and in approaching the
Monte Carlo results. Naturally, this improvement is not
free: the computational effort increases dramatically for
N2LO and N3LO relative to NLO. Similar behavior is
seen for the repulsive case in the bottom of Fig. 6 but
with an important difference: the results oscillate as the
perturbative order is increased, whereas in the attractive
case convergence appears to be monotonic.

C. Density equation of state via perturbation
theory and complex Langevin

Based on our knowledge of the pressure, differentiation
with respect to βµ gives access to the density, for which
results from perturbation theory can be compared more
directly with quantum Monte Carlo results (the pressure
is not typically a quantity computed directly in Monte
Carlo calculations, but is rather obtained by integrating
the density; see Ref. [7] for details). We show such a
comparison in Fig. 7 (top) for the case of attractive
interactions where Monte Carlo calculations are possible
without a sign problem. For repulsive interactions, our
calculations yield the results shown in Fig. 7 (bottom).
In both cases, we have numerically differentiated with
a point spacing of dµ = 0.01. The density is plotted in
units of the non-interacting density n0, which is also a
function of βµ.

Both figures also display density results obtained using
CL techniques. Remarkably, this method demonstrates
excellent agreement with both hybrid Monte Carlo and
perturbation theory for attractive interactions (where CL
becomes RL), and perturbative results for repulsive in-
teractions. The auxiliary field σ was evolved with CL
dynamics for 105 iterations with an adaptive timestep δt,
adjusted by monitoring the magnitude of the CL drift. To
improve the convergence of the the results for the den-
sity, particularly for the viral region, we discarded the
first 100 samples such that the average density is only
computed over a thermalized system.
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Figure 8: (Color online) Histograms of values taken of
ln(| detM |) over the course of a CL simulation at ξ = 0.1 for
a few representative values of the coupling λ (shown primar-
ily on the repulsive side and for the strongest coupling) and
the chemical potential βµ (shown in the virial and strongly
interacting regions). The distributions across parameter val-
ues appear approximately log-normal and well behaved, and
indicate that the drift force is generally free of singularities.
Although the magnitude of the action can vary across param-
eter space, the variance across field configurations is centered
about a well-defined mean.

The point around βµ ' 0, especially at large λ, is
where quantum fluctuations manifest themselves fully,
as mentioned above for the pressure. We have noticed
this already in Ref. [7]. At large negative βµ, the virial
expansion is valid and the relative deviations from the
non-interacting case are small; on the other hand, at large
positive βµ interaction effects are reduced due to Pauli
blocking, which explains the success of perturbation the-
ory. The region in between presents a challenge for both
QMC and perturbation theory (as noted above) and it is
there that the deviations are the largest. Such effects are
enhanced as λ is increased.

As discussed earlier in the text, in general the CL algo-
rithm is not necessarily guaranteed to converge a priori
to the correct expectation value, but our current studies
with the addition of a modified action agree well with
HMC on the attractive side, and perturbation theory
on the repulsive side, indicating that the algorithm does
seem to properly converge for this model. In order to
further assess whether the simulation encounters singu-
larities in the drift and that excursions into the complex
plane are reasonably constrained, we display a histogram
of the absolute value of the action −S = ln |detM |
in Fig. 8. We show plots for both the strongest and



13

weakest couplings and for values of the chemical poten-
tial primarily in the strongly interacting region where
the density deviates the most from the non-interacting
value. This approximately log-normal distribution is con-
sistently well-defined across parameter values with a rea-
sonable width, even though the magnitude of the action
may vary across βµ. In this respect, there is assurance
that the flow of the simulation is well-controlled and not
subject to severely problematic points. The scatter plot
of e−S corresponding to ξ = 0.1 in Fig. 2 also sup-
ports this finding; the distribution of the magnitude of
this quantity is well constrained and is symmetric on the
complex plane.

D. Perturbative virial coefficients

Based on the results shown above, we implement
a method of particle-number projection, which is well
known in the area of nuclear physics, to calculate virial
coefficients perturbatively. To explain the method, we
recall that the virial expansion for the pressure is given
by

−βPV = lnZ = Q1

∞∑
n=1

bnz
n, (65)

where Q1 = NfL/λT is the one-particle canonical parti-
tion function (here λT =

√
2πβ is the thermal de Broglie

wavelength), and bn are the virial coefficients we want to
extract.

Using our (semi-)analytic expressions for lnZ(z), it
is possible to extract the coefficients bn via a numerical
Fourier projection,

bn =
1

Q1αn

∫ 2π

0

dφ

2π
e−inφ lnZ(z → αeiφ), (66)

where the partition function is evaluated at z = α exp(iφ)
and α is an arbitrary real parameter that is independent
of the result for bn, but is used to ensure that a well-
behaved integrand is used. A value of α = 0.01 is well-
suited for the evaluations performed here.

We display the fifth-order perturbative viral expansion
in the classical regime at NLO, N2LO, and N3LO in Fig.
9, which compares these results with the full perturbative
calculation and with HMC data for attractive couplings.
Perturbative values up to the fifth-order virial coefficient
obtained using Fourier projection for four different values
of the coupling are shown in Table III. The perturbative
expansion of virial coefficients bn displays signs of con-
vergence at weak coupling |λ| ≤ 1 and for low enough
virial order n. We find that for λ = ±1 the predictions
for b5 cease to converge, at least at N3LO. For compari-
son, an exact lattice calculation of the second-order virial
coefficient at Nx = 100 and β = 8 under attractive inter-
actions (see Ref. [7]) shows that for λ = 0.5, b2 = −0.230,
and for λ = 1.0, b2 = −0.0351. This discrepancy com-
pared with the perturbative value for b2, particularly for
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Figure 9: (Color online) Fifth-order perturbative virial ex-
pansion for the pressure P/P0 for two attractive and repulsive
couplings. The expansions are shown for which the virial co-
efficients are computed at NLO (dashed line), N2LO, (dotted
line), and N3LO (dash-dotted line). The fully solid line shows
the full perturbative calculation of the pressure at N3LO, as
shown in Fig. 6. Results from HMC data (see Ref. [7]) are
displayed as corresponding data points for the attractive cou-
plings.

Table III: Results for the second, third, fourth, and fifth-order
virial coefficients of the pressure P [see Eq. (65)] at NLO,
N2LO, and N3LO for two repulsive and attractive couplings.
All coefficients are computed for a spatial lattice size of Nx =
100, β = 8.0, and a temporal lattice spacing of τ = 0.05. The
fifth-order virial expansion is displayed in Fig. 9.

λ Coefficient NLO N2LO N3LO

-1.0

b2 −0.551 −0.473 −0.473
b3 0.472 0.373 0.342
b4 −0.452 −0.380 −0.280
b5 0.449 0.446 0.246

-0.5

b2 −0.453 −0.433 −0.433
b3 0.333 0.308 0.304
b4 −0.289 −0.271 −0.259
b5 0.270 0.269 0.244

0.5

b2 −0.253 −0.233 −0.233
b3 0.0508 0.0254 0.0295
b4 0.0408 0.0592 0.0461
b5 −0.0925 −0.0932 −0.0671

1.0

b2 −0.152 −0.0712 −0.0712
b3 −0.0922 −0.194 −0.161
b4 0.208 0.282 0.176
b5 −0.276 −0.279 −0.0676

larger values of the coupling, underscores the difficulty in
quantitatively capturing the behavior in the virial region
using perturbation theory.

V. SUMMARY AND CONCLUSIONS

In summary, we have determined, using both up to
third order in lattice perturbation theory and CL tech-
niques, the pressure and density equations of state of
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non-relativistic spin-1/2 fermions with contact interac-
tions in both attractive and repulsive regimes. We have
used those results in combination with particle-number
projection techniques to obtain a perturbative expansion
for virial coefficients.

Our results for the perturbative pressure and density
display some remarkable features: even for couplings as
high as λ = 2 there is a region of fugacity values (namely
for βµ ≥ 1) that displays clear signs of convergence to-
ward excellent agreement with extant non-perturbative
Monte Carlo results (for the case of attractive interac-
tions).

We performed our perturbative lattice calculations by
following an unconventional route based on first decou-
pling the interaction via a Hubbard-Stratonovich trans-
formation, and then undoing that transformation after
expanding the non-interacting fermion determinant un-
der the path integral. The approach is interesting be-
cause it is amenable to automation in a way that seems
easier to handle than conventional approaches that use
operators throughout.

Additionally, we have presented a way to carry out the
Matsubara-frequency sums that is both simple and effi-
cient, in particular in that it does not involve contour
integration in the complex plane and in that it treats all
the nested sums simultaneously. While techniques that
are similar in spirit exist in the continuum, we are not
aware of this type of approach for systems on the lattice.
Carrying out those frequency sums is more than a matter
of convenience: it is essential in order to obtain numer-
ically manageable expressions, namely expressions that
only contain spatial momentum sums. Furthermore, we
have shown how a common trick, namely differentiation
with respect to an auxiliary parameter, can generate ex-
pressions needed for certain diagrams using expressions
for lower-order diagrams. The frequency sums presented
above and in the appendices are universal in that they
apply to systems regardless of the dispersion relation, ex-

ternal potential, and interaction potential, as long as the
latter is energy-independent.

To access repulsive interactions in a non-perturbative
fashion (a well-known case suffering from the sign prob-
lem), we implemented the CL method and proposed a
modification to the action that prevents uncontrolled ex-
cursions into the complex plane. This modified action
yields a damping term in the CL dynamics which, in
turn, introduces systematic effects of a priori unknown
size. Our investigations of those effects, both on the at-
tractive and repulsive sides, support the idea that the
impact on the density equation of state is within the un-
certainties of our calculations; other observables would
require independent investigations. The effectiveness of
this approach in other situations, like polarized matter
and higher dimensions, remains to be comprehensively
studied; however, nothing seems to prevent us from using
the same idea in those cases, and preliminary tests indi-
cate correct results. The non-relativistic system we an-
alyzed bears a direct connection to the Hubbard model,
and there is no obvious reason the techniques applied here
would not be applicable in that case. For the 1D system
studied here, the CL results agree with the perturbative
ones in regions where perturbation theory appears to con-
verge (within the orders studied here); everywhere else,
the CL answers represent non-perturbative predictions.
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Appendix A: Matsubara frequency sum derivation example of S4

To further illustrate our method of analytically evaluating Matsubara frequency sums on the lattice, we will show

in detail how to calculate the case of S4. Note that higher-order frequency sums, such as S
(1)
4 , can also be determined

from the expressions derived here by inserting a parameter λ such that, for example, Q1 → Q1/λ, and proceed to
calculate derivatives with respect to λ, evaluated at λ = 1. This is a generalization of the procedure used for the case

of S
(1)
1 , as illustrated in Eq. (35).

The frequency sum S4 is defined as the sum over four free propagators, where the indices of the first three propagators
are free, and the fourth is constrained by the momentum conservation condition ω4 = ω1 − ω2 + ω3. Therefore, we
write the expression for S4 with a Kronecker delta such that

S4 =

Nτ∑
{n}=1

[
4∏
q=1

1

1−Qqeiωnq

]
δ(ωn3−ωn2 +ωn1−ωn4). (A1)

We first represent the Kronecker delta with a sum over the complete frequency-space basis and expand the denom-
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inators using a geometric series,

S4 =
1

Nτ

Nτ−1∑
p=0

Nτ∑
{n}=1

 4∏
q=1

∞∑
kq=1

Qkqq e
ikqωnq

eip(ωn3
−ωn2

+ωn1
−ωn4

). (A2)

Next, we reorder the sums in preparation to carry out all the frequency sums, which result in delta functions. Note
that in the process, the appearance of powers of (−1), which results from the fermionic Matsubara frequencies.

S4 =
1

Nτ

Nτ−1∑
p=0

∞∑
{k}=0

Qk11 Q
k2
2 Q

k3
3 Q

k4
4

Nτ∑
{n}=1

eiωn1
(k1+p)eiωn2

(k2−p)eiωn3
(k3+p)eiωn4

(k4−p) (A3)

= N3
τ

Nτ−1∑
p=0

∞∑
{m}=−∞

∞∑
{k}=0

Qk11 Q
k2
2 Q

k3
3 Q

k4
4 (−1)m1+m2+m3+m4 × (A4)

δ(k1 + p−m1Nτ )δ(k2 − p−m2Nτ )δ(k3 + p−m3Nτ )δ(k4 − p−m4Nτ )

To saturate the delta functions when summing over {k}, we must account for the fact that all k are positive. To
this end, we extend the sums to negative values of k and insert Heaviside functions accordingly (defined to saturate
for non-negative values of the argument), which results in

S4 = N3
τ

Nτ−1∑
p=0

∞∑
{m}=−∞

QNτm1
1 QNτm2

2 QNτm3
3 QNτm4

4 (−1)m1+m2+m3+m4

(
Q2Q4

Q1Q3

)p
× (A5)

θ(−p+m1Nτ )θ(p+m2Nτ )θ(−p+m3Nτ )θ(p+m4Nτ )

Because of the range of p, the θ functions imply the following conditions: m1 ≥ 0 if p = 0, but otherwise m1 > 0;
an identical condition for m3; m2 ≥ 0; and m4 ≥ 0. Using the last two conditions, we obtain a first simplification:

S4 = N3
τ

1

1 +QNτ2

1

1 +QNτ4

Nτ−1∑
p=0

∞∑
{m}=−∞

QNτm1
1 QNτm3

3 (−1)m1+m3

(
Q2Q4

Q1Q3

)p
θ(−p+m1Nτ )θ(−p+m3Nτ ) (A6)

Applying the remaining two conditions amounts to (note we separate the p = 0 and p 6= 0 cases in the second line)

∞∑
{m}=−∞

QNτm1
1 QNτm3

3 (−1)m1+m3

Nτ−1∑
p=0

Xpθ(−p+m1Nτ )θ(−p+m3Nτ ) (A7)

=
1

1 +QNτ1

1

1 +QNτ3

[
1 +QNτ1 QNτ3

Nτ−1∑
p=1

Xp

]

=
1

1 +QNτ1

1

1 +QNτ3

[
1 +QNτ1 QNτ3

(
1−XNτ

1−X
−1

)]
,

where X = Q2Q4/(Q1Q3). Thus, the final result is simply

S4 = N3
τ

(
4∏
k=1

1

1 +QNτk

)[
1 + (Q1Q3)Nτ

(
1−XNτ

1−X
−1

)]
. (A8)

Note that, as anticipated, we obtained this result without resorting to contour integration, and moreover we
addressed all the frequency sums simultaneously.

Appendix B: Listing of Higher-Order Matsubara Frequency Sums

In this section, we will provide a listing of all Matsubara frequency sums that appear in the perturbative contribu-

tions to the grand-canonical partition function at third-order. Note that the first- and second-order sums S1, S
(1)
1 ,
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and S4 are provided elsewhere in the text. In all cases, our expressions were checked by comparing with a direct
evaluation of the defining sums in a small spacetime volume.

The frequency sum S
(2)
1 is defined as the sum over the product of three identical propagators, and the derived

expression is given by

S
(2)
1 =

Nτ∑
n=1

(
1

1−Q1eiωn

)3

=
Nτ (2−QNτ1 [N2

τ + 3Nτ − 4] +Q2Nτ
1 [N2

τ − 3Nτ + 2])

2(1 +QNτ1 )3
. (B1)

The frequency sum S
(1)
4 can be obtained, as explained in the main text, by using a differentiation trick:

S
(1)
4 = − dS4(λ)

dλ

∣∣∣∣
λ=1

(B2)

where S4(λ) ≡ λ−1 S4|Q1→Q1/λ
. Thus,

S
(1)
4 =

Nτ∑
n1,n2,n3,n4=1

(
1

1−Q1e
iωn1

)2
1

1−Q2e
iωn2

1

1−Q3e
iωn3

1

1−Q4e
iωn4

δ(ωn1 − ωn2 + ωn3 + ωn4)

= N3
τ

(
4∏
k=1

1

1 +QNτk

){[
1 + (Q1Q3)Nτ

(
1−XNτ

1−X
− 1

)](
(Nτ − 1)QNτ1 − 1

1 +QNτ1

)

+Nτ (Q1Q3)Nτ
[
1− 1−XNτ

1−X
− XNτ

1−X
+

X

Nτ

1−XNτ

(1−X)2

]}
(B3)

where X ≡ Q2Q4/(Q1Q3).
Finally, the frequency sum S6 is defined as

S6 =
∑

n1,n2,n3,
n4,n5,n6

(
6∏
k=1

1

1−Qkeiωnk

)
δ(ωn1

− ωn2
− ωn5

+ ωn6
) δ(ωn3

− ωn4
+ ωn1

− ωn6
)

= N4
τ

(
6∏
k=1

1

1 +QNτk

)
(S6A + S6B + S6C + 1) (B4)

such that

S6A ≡ (Q2Q4)Nτ
[(

1− (XY )Nτ

1−XY
− 1

)
(1 +QNτ5 +QNτ6 ) + F (X,Y )QNτ6 + F (Y,X)QNτ5

]
, (B5)

S6B ≡ (Q4Q6)Nτ
(

1− Y Nτ
1− Y

− 1

)
, and S6C ≡ (Q2Q5)Nτ

(
1−XNτ

1−X
− 1

)
, (B6)

where we also define

F (X,Y ) ≡ 1− Y Nτ
1− Y

(
1− 1−XNτ

1−X

)
+

1

1− Y

(
1−XNτ

1−X
− 1− (XY )Nτ

1−XY

)
, (B7)

as well as X ≡ Q1Q6/(Q2Q5) and Y ≡ Q3Q5/(Q4Q6). As evident from the above expressions, it is important to
consider limiting cases near poles (e.g. X = 1) when numerically evaluating these sums; such limits are straightforward
to compute and implement.

[1] C. Gattringer and K Langfeld, Approaches to the sign
problem in lattice field theory, Int. J. Mod. Phys. A 31,

1643007 (2016).



17

[2] L. Bongiovanni, Numerical methods for the sign problem
in Lattice Field Theory, arXiv:1603.06458.

[3] P. de Forcrand, Simulating QCD at finite density, PoS
LAT2009 (2009) 010.

[4] Z.C. Wei, C. Wu, Y. Li, S. Zhang, and T. Xiang, Majo-
rana Positivity and the Fermion Sign Problem of Quan-
tum Monte Carlo Simulations, Phys. Rev. Lett. 116,
250601 (2016).

[5] Z.-X. Li, Y.-F. Jiang, and H. Yao, Majorana-Time-
Reversal Symmetries: A Fundamental Principle for Sign-
Problem-Free Quantum Monte Carlo Simulations, Phys.
Rev. Lett. 117, 267002 (2016).

[6] M. Troyer and U.-J. Wiese, Computational Complex-
ity and Fundamental Limitations to Fermionic Quantum
Monte Carlo Simulations, Phys. Rev. Lett. 94, 170201
(2005).

[7] M. D. Hoffman, P. D. Javernick, A. C. Loheac, W. J.
Porter, E. R. Anderson, and J. E. Drut, Universality in
one-dimensional fermions at finite temperature: Density,
compressibility, and contact, Phys. Rev. A 91, 033618
(2015).

[8] G. Aarts, Introductory lectures on lattice QCD at nonzero
baryon number, J. Phys. Conf. Ser. 706 (2016) 022004

[9] G. Aarts, Complex Langevin dynamics and other ap-
proaches at finite chemical potential, PoS Lattice2012
(2012) 017.

[10] D. Sexty, New algorithms for finite density QCD, PoS
LATTICE 2014 (2014) 016.

[11] G. Aarts and I.-O. Stamatescu Stochastic quantization at
finite chemical potential, JHEP09(2008) 018.

[12] E. Seiler, D. Sexty and I. O. Stamatescu, Gauge cooling
in complex Langevin for QCD with heavy quarks, Phys.
Lett. B 723 (2013) 213.

[13] G. Aarts, F. Attanasio, B. Jäger and D. Sexty, The QCD
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