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#### Abstract

We analyze the pressure and density equations of state of unpolarized non-relativistic fermions at finite temperature in one spatial dimension with contact interactions. For attractively interacting regimes, we perform a third-order lattice perturbation theory calculation, assess its convergence properties by comparing with hybrid Monte Carlo results (there is no sign problem in this regime), and demonstrate agreement with real Langevin calculations. For repulsive interactions, we present lattice perturbation theory results as well as complex Langevin calculations, with a modified action to prevent uncontrolled excursions in the complex plane. Although perturbation theory is a common tool, our implementation of it is unconventional; we use a Hubbard-Stratonovich transformation to decouple the system and automate the application of Wick's theorem, thus generating the diagrammatic expansion, including symmetry factors, at any desired order. We also present an efficient technique to tackle nested Matsubara frequency sums without relying on contour integration, which is independent of dimension and applies to both relativistic and non-relativistic systems, as well as all energy-independent interactions. We find exceptional agreement between perturbative and non-perturbative results at weak couplings, and furnish predictions based on complex Langevin at strong couplings. We additionally present perturbative calculations of up to the fifth-order virial coefficient for repulsive and attractive couplings. Both the lattice perturbation theory and complex Langevin formalisms can easily be extended to a variety of situations including polarized systems, bosons, and higher dimension.


## I. INTRODUCTION

By far most problems in quantum many-body physics, from quantum chemistry to condensed matter and highenergy areas, suffer from the so-called sign problem. This problem is an exponential deterioration of the signal-tonoise ratio that appears when estimating quantum expectation values stochastically (i.e. via some form of quantum Monte Carlo), and is present in nearly all nonrelativistic models at finite polarization and relativistic ones at finite chemical potential (see e.g. [1-3] for reviews). While sufficient conditions for the avoidance of the sign problem have been under intense study recently $[4,5]$, a general solution has been shown to be a formidable challenge [6]. Motivated in part by the above, we set out to examine a classic many-body problem normally plagued by a sign problem using both perturbative and non-perturbative methods, in all cases regulated by a spatial lattice. Specifically, we focus on a system of non-relativistic fermions with a contact interaction, for which a sign problem is present when interactions are repulsive.

On one hand, we calculate analytically the first few orders of the lattice perturbative expansion of the pressure, aiming to assess their reliability towards characterizing thermodynamic equations of state. The results of this calculation provide a posteriori motivation for our present work: First, the perturbative finite-temperature lattice results and formalism shown here are unconventional, as perturbative calculations are typically done in the continuum; second, we have found methodological aspects that also appear to have been previously overlooked, which greatly simplify the calculation on the lattice, and which apply to a very wide range of
systems (including relativistic ones); third, we consider one spatial dimension (1D) as an initial benchmarking step towards more demanding, higher-dimensional calculations; finally, semi-analytic tools like perturbation theory can address the shortcomings of conventional quantum Monte Carlo calculations where the sign problem is present, at least in some regimes.

On the other hand, we extend the hybrid Monte Carlo calculations of Ref. [7] and study the repulsive case by applying complex Langevin (CL) techniques. The latter have garnered considerable attention in the last few years in the area of finite-density lattice QCD [8-16], but their application to non-relativistic matter is almost nonexistent (see however $[17,18]$ ). We use the CL method with a modified action to prevent uncontrolled excursions into the complex plane, which would otherwise lead the method to converge to an incorrect result. While we focus here on a 1D problem, all the methods used extend easily to arbitrary dimensions, as well as to polarized and multi-component systems. It is one of our objectives to assess the viability of CL for such systems (including the all-important Hubbard model), starting with the 1D problem considered here and aiming to go to higher dimensions. However, a comment is in order that is specific to 1D: As pointed out in Ref. [19], in 1D one may apply the thermodynamic Bethe ansatz in certain finitetemperature regimes, but it is generally an uncontrolled approximation as it involves solving an infinite tower of non-linear integral equations (see however Ref. [20]).

Our motivation for studying 1D fermions is in part computational convenience, as mentioned above, and in part due to the fact that the general 1D quantum manybody problem remains an area of great interest for condensed matter, atomic, and high-energy physics. Sub-
stantial progress was made in the last few decades in particular for the 1D Hubbard model (see [21]) using numerical methods such as quantum Monte Carlo (see e.g. [22-24]), density matrix renormalization group (see e.g. [25-28]), and the Bethe ansatz (see [19] and [29-31]), as well as with analytic approaches (such as bosonization [32] and beyond-mean-field approaches [33]). Remarkably, there are aspects of this problem that remain elusive in the sense that they lie beyond the Luttinger liquid paradigm, as pointed out in Ref. [34], which justifies more detailed studies. On the experimental side, ultracold atoms in optical lattices continue to provide an unparalleled realization of clean, malleable, fermionic and bosonic systems, and thus these systems continue to shed light on multiple aspects of strongly coupled quantum dynamics (see [35-37]).

Below we present the lattice perturbation theory formalism (Sec. II), which is unconventional in that it uses a Hubbard-Stratonovich (HS) transformation [38, 39] to facilitate the automation of generating a diagrammatic expansion. With the diagrams in hand, the evaluation of physical observables proceeds in two steps: first, the Matsubara-frequency sums are done with a technique that allows us to carry them out simultaneously (rather than iteratively, as is the case when using countour integrals, see e.g. Ref. [40]); second, the remaining sum over spatial momenta is calculated numerically. Performing the frequency sums analytically is primarily avantageous in that it yields a vastly improved scaling of the computation time, as the total number of nested sums is greatly reduced. In Sec. III we present a brief overview of the CL method, contrast it with conventional hybrid Monte Carlo, and introduce a modified action to stabilize the calculation. In Sec. IV we show our results for the pressure and density equations of state up to next-to-next-to-next-to (N3LO) leading order in perturbation theory for both attractive and repulsive couplings, and compare with hybrid Monte Carlo for the case of attractive interactions where no sign problem is present. We also demonstrate results for a modified-action form of real and complex Langevin calculations for both attractive and repulsive couplings, and compare with our perturbative results. Using particle-number projection, we also provide the corresponding perturbative expansion for the first few virial coefficients. In Sec. V we summarize and present our conclusions. The appendices contain further details on the Matsubara sums involved and how to calculate them.

## II. PERTURBATION THEORY FORMALISM

We first present the formalism for our method of computing the perturbative expansion for the grandcanonical partition function of interacting quantum gases on the lattice. For this work, we derive the expansion for the case of non-relativistic fermions with a contact interaction. In a nutshell, the procedure involves analytically
evaluating expressions for the diagrammatic expansion and the resulting path integral on a computer using an object-oriented approach. The final expressions, which contain sums over the complete frequency-momentum basis, are evaluated numerically to determine the pressure equation of state, or other physical observable, such as the density equation of state or projected virial coefficients.

## A. Path integral form of the partition function

The starting point of our lattice perturbative expansion of the equation of state is the grand-canonical partition function,

$$
\begin{equation*}
\mathcal{Z}=\operatorname{tr}\left[e^{-\beta(\hat{H}-\mu \hat{N})}\right] \tag{1}
\end{equation*}
$$

where, as usual, $\hat{H}$ is the Hamiltonian, $\hat{N}$ is the particle number operator, $\beta$ the inverse temperature, and $\mu$ the chemical potential; the trace is over all the multiparticle states in the Fock space. We will assume that

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{V} \tag{2}
\end{equation*}
$$

where $\hat{T}$ is the kinetic energy operator, and $\hat{V}$ is the potential energy operator. Rather than expanding directly in powers of $\hat{V}$, as is conventional in perturbation theory, we will introduce a HS transformation. We first discretize the imaginary time direction as $\beta=\tau N_{\tau}$, and apply a first-order Suzuki-Trotter factorization such that

$$
\begin{equation*}
e^{-\tau \hat{H}} \simeq e^{-\tau \hat{T} / 2} e^{-\tau \hat{V}} e^{-\tau \hat{T} / 2} \tag{3}
\end{equation*}
$$

and next perform the HS transformation,

$$
\begin{equation*}
e^{-\tau \hat{V}}=\int \mathcal{D} \sigma e^{-\tau \hat{W}[\sigma]} \tag{4}
\end{equation*}
$$

where $\hat{W}[\sigma]$ is a one-body operator representing an external potential set by the auxiliary field $\sigma$, and the field integral is over all possible configurations of that field. The specific form of $\hat{W}[\sigma]$ depends on the choice of the HS transformation; in the case of fermions it can be either discrete or continuous, and in the latter case it can be compact or non-compact [41]. For the purposes of this work, the specific form of the HS transform is immaterial, as we will undo the transformation order-by-order in the perturbative expansion.

Naturally, the use of the HS transform is much more common in Monte Carlo approaches than in perturbative ones, and it is the natural path to mean-field theory. Here, however, we will use it as a device to recover the results of Wick's theorem but bypassing the operator algebra completely, as we show below. In addition, this approach has the advantage of facilitating the use of many-body forces, as it is relatively simple to write down HS transforms for them and the steps after the transform
are quite mechanical (which is the main reason for our choice).

Collecting all the field integrals and performing the trace over the resulting product of exponentials of onebody operators yields a path-integral form of the grandcanonical partition function $\mathcal{Z}$,

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \sigma \operatorname{det}^{2} M[\sigma] \tag{5}
\end{equation*}
$$

where in the above form we have assumed that the system contains two identical species and the matrix $M$ of dimension $N_{\tau} \times V$ by $N_{\tau} \times V$ (where $N_{\tau}$ is the temporal volume and $V$ is the spatial volume) encodes all relevant system dynamics, such that

$$
M[\sigma] \equiv\left(\begin{array}{cccc}
1 & 0 & \ldots & \mathcal{U}_{N_{\tau}}[\sigma]  \tag{6}\\
-\mathcal{U}_{1}[\sigma] & 1 & \cdots & 0 \\
0 & -\mathcal{U}_{2}[\sigma] & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & -\mathcal{U}_{N_{\tau}-1}[\sigma] & 1
\end{array}\right)
$$

Note that this matrix may in general be complex, and the square of the determinant that appears in Eq. (5) is not a magnitude squared, but rather a simple power of two such that $\operatorname{det}^{2} M$ may also be complex. For the case of contact interactions, such as in the Gaudin-Yang model, the matrix $\mathcal{U}[\sigma]$ can be written as

$$
\begin{equation*}
\left[\mathcal{U}_{j}[\sigma]\right]_{\mathbf{x}, \mathbf{x}^{\prime}} \equiv\left[e^{-\tau\left(\mathbf{p}^{2} / 2 m-\mu\right)}\right]_{\mathbf{x}, \mathbf{x}^{\prime}}\left[1+A \sin \sigma\left(\mathbf{x}^{\prime}, t\right)\right] \tag{7}
\end{equation*}
$$

where $\mathbf{x}$ and $\mathbf{x}^{\prime}$ are spatial indices, $t$ is a temporal index, and where $A \equiv \sqrt{2\left(e^{\tau g}-1\right)}, g$ is the zero-range coupling, and $\tau$ is the temporal lattice spacing (see e.g. [7]). We have chosen a realization of the HS transformation in which the continuous field $\sigma$ takes values between $-\pi$ and $\pi$ at each point in spacetime, such that

$$
\begin{equation*}
\int \mathcal{D} \sigma=\prod_{\mathbf{x}, \tau} \int_{-\pi}^{\pi} \frac{d \sigma(\mathbf{x}, \tau)}{2 \pi} \tag{8}
\end{equation*}
$$

This particular kind of HS transformation was first explored in Refs. [42, 43].

Note that in the case of non-identical species, such as in polarized or mass imbalanced systems of two flavors, two different determinants are present in the partition function, i.e.

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \sigma \operatorname{det} M_{\uparrow}[\sigma] \operatorname{det} M_{\downarrow}[\sigma] \tag{9}
\end{equation*}
$$

At this point, we have eliminated from the problem all the quantum operators, and this is one of the main advantages of the method. Moreover, we have accomplished this by "integrating out" the fermionic degrees of freedom, which is an unorthodox route to perturbation theory. We will see, however, that this is a useful way to proceed in the sense that it mechanically generates the correct answers, and therefore it is amenable to automation.

## B. Expanding the fermion determinant

To obtain the perturbative expansion of the grandcanonical partition function on the lattice, we expand the determinant of the matrix $M$ in powers of the dimensionless parameter $A$ defined above. To this end, first note that

$$
\begin{equation*}
M=M_{0}+A \mathcal{T} \mathcal{S}[\sigma] \tag{10}
\end{equation*}
$$

where $M_{0}$ is the non-interacting counterpart, and

$$
\mathcal{T} \equiv\left(\begin{array}{cccc}
0 & 0 & \cdots & T  \tag{11}\\
-T & 0 & \cdots & 0 \\
0 & -T & \ddots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & -T & 0
\end{array}\right)
$$

with $[T]_{\mathbf{x}, \mathbf{x}^{\prime}} \equiv\left[e^{-\tau\left(\mathbf{p}^{2} / 2-\mu\right)}\right]_{\mathbf{x}, \mathbf{x}^{\prime}}$, (where we have taken $\hbar=k_{B}=m=1$ ), and

$$
\begin{equation*}
[\mathcal{S}[\sigma]]_{\mathbf{x}, t ; \mathbf{x}^{\prime}, t^{\prime}}=\delta_{t, t^{\prime}} \delta_{\mathbf{x}, \mathbf{x}^{\prime}} \sin \sigma(\mathbf{x}, t) \tag{12}
\end{equation*}
$$

Thus, we further obtain that $M=M_{0}(\mathbb{1}+A K \mathcal{S}[\sigma])$, where $K \equiv M_{0}^{-1} \mathcal{T}$ will play the role of the free propagator, as we explain below, and of course

$$
\begin{equation*}
\operatorname{det} M=\operatorname{det} M_{0} \operatorname{det}(\mathbb{1}+A K \mathcal{S}[\sigma]) \tag{13}
\end{equation*}
$$

At this point, we set aside the non-interacting factor and make use of the identity det $=\exp \operatorname{tr} \ln$ to formally expand the logarithm in powers of $A$, such that

$$
\begin{equation*}
\operatorname{det}(\mathbb{1}+A K \mathcal{S}[\sigma])=\exp \left[\sum_{k=1}^{\infty} A^{k} E_{k}\right] \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{k}=\frac{(-1)^{k+1}}{k} \operatorname{tr}\left[(K \mathcal{S}[\sigma])^{k}\right] \tag{15}
\end{equation*}
$$

Note that each power of the fermion determinant translates simply as a prefactor in the definition of $E_{k}$. Thus, the expansion coefficients for an unpolarized system of $N_{f}$ species are simply $N_{f} E_{k}$. We further write the determinant as

$$
\begin{align*}
\exp \left[\sum_{k=1}^{\infty} A^{k} E_{k}\right] & =\prod_{k=1}^{\infty} \exp \left[A^{k} E_{k}\right]  \tag{16}\\
& =\prod_{k=1}^{\infty} \sum_{\left\{i_{k}\right\}=0}^{\infty} \frac{\left(A^{k} E_{k}\right)^{i_{k}}}{i_{k}!} \tag{17}
\end{align*}
$$

Eq. (15) begins to expose the powers of $A$ in the perturbative expansion. The task ahead is to isolate those powers and carry out the path integral exactly. Using these
expressions, by fully expanding and combining terms of identical powers of $A$, it is straightforward to see that

$$
\begin{array}{r}
\operatorname{det}(\mathbb{1}+A K \mathcal{S}[\sigma])=1+A E_{1}+A^{2}\left(\frac{E_{1}^{2}}{2!}+E_{2}\right) \\
+A^{3}\left(\frac{E_{1}^{3}}{3!}+E_{1} E_{2}+E_{3}\right)+\cdots \tag{18}
\end{array}
$$

The above expansion corresponds to one of the spin degrees of freedom and therefore it is to be combined with a corresponding expansion for the other spin, which could be done for polarized (different $\mu$ for each species) or unpolarized (same $\mu$ ) cases. Here we focus on the latter with a two-component system, which simply means that we are expanding the square of the determinant. As mentioned above, this can be accomplished easily by setting $E_{k} \rightarrow N_{f} E_{k}$ for the general case of $N_{f}$ flavors.

## C. Recovering Wick's theorem by calculating the path integral exactly at each order

Once the determinants are expanded to the desired power of $A$, which is easy to automate, one obtains products of powers of the various $E_{k}$ defined in Eq. (15). The path integral of each of these products must be evaluated to obtain the expansion of the partition function. For instance, at second order, one of the terms is

$$
\begin{align*}
\int \mathcal{D} \sigma E_{2}[\sigma] & =-\frac{1}{2} \int \mathcal{D} \sigma \operatorname{tr}\left[(K \mathcal{S}[\sigma])^{2}\right] \\
& =-\frac{1}{2} K_{i j} K_{k m} \int \mathcal{D} \sigma \mathcal{S}[\sigma]_{j k} \mathcal{S}[\sigma]_{m i} \tag{19}
\end{align*}
$$

where all the (collective, spacetime) indices $i, j, k, m$ on the right-hand side are assumed to be summed over.

Writing out the indices explicitly at each order, we see that the main problem is computing path integrals of the form

$$
\begin{aligned}
& I_{m}\left(b_{1}, b_{2}, \ldots, b_{m}\right)= \\
& \quad \int \mathcal{D} \sigma \sin \left(\sigma\left[b_{1}\right]\right) \sin \left(\sigma\left[b_{2}\right]\right) \ldots \sin \left(\sigma\left[b_{m}\right]\right)
\end{aligned}
$$

where each $b_{k}$ represents a spacetime coordinate. These integrals vanish if $m$ is odd, but otherwise the result is generally finite and positive. For instance, for $m=2$,

$$
\begin{equation*}
I_{2}\left(b_{1}, b_{2}\right)=\frac{1}{2} \delta_{b_{1}, b_{2}}, \tag{20}
\end{equation*}
$$

and for $m=4$,

$$
\begin{align*}
I_{4}\left(b_{1}, b_{2}, b_{3}, b_{4}\right)= & \frac{3}{8} \delta_{b_{1}, b_{2}} \delta_{b_{1}, b_{3}} \delta_{b_{1}, b_{4}} \\
& +\frac{1}{4}\left[\delta_{b_{1}, b_{2}} \delta_{b_{3}, b_{4}}\left(1-\delta_{b_{2}, b_{3}}\right)\right. \\
& +\delta_{b_{1}, b_{3}} \delta_{b_{2}, b_{4}}\left(1-\delta_{b_{3}, b_{2}}\right) \\
& \left.+\delta_{b_{1}, b_{4}} \delta_{b_{2}, b_{3}}\left(1-\delta_{b_{4}, b_{2}}\right)\right] \tag{21}
\end{align*}
$$

where $3 / 8$ is the result for the case of all four coordinates coinciding, i.e.

$$
\begin{equation*}
\int_{-\pi}^{\pi} \frac{d \sigma}{2 \pi} \sin ^{4} \sigma=\frac{3}{8} \tag{22}
\end{equation*}
$$

It is the tensor expressions like Eq. (21) that automatically implement Wick's theorem when contracting with the various $K$ propagators. As with the Taylor expansion of the determinant, the calculation of the $I_{m}$ needed for each of the terms at a given order was also automated, as was the subsequent index contraction with the propagators. The result of that process is that not only the diagrams themselves, but also all the symmetry factors are generated automatically, minimizing the amount of manual bookkeeping. Naturally, the topology of the diagrams enters through the $I_{m}$ tensors, which encode the multiple ways in which the corresponding path integral can give a non-vanishing result.

The complexity of the expression for $I_{m}$ grows with each order in the perturbative expansion, and causes the number of terms in the expansion of $\mathcal{Z}$ (i.e. after contracting with the $K$ 's) to grow very quickly. Although the next-to-leading (NLO) contribution can easily be verified by hand, the next-to-next-to-next-to-leading (N3LO) (i.e. $A^{6}$ ) order produces (naively) on the order of $10^{3}$ terms, all of which must be simplified to obtain the final results. Moreover, in the case of polarized systems, multiple products of the determinant must be expanded. This scaling underscores why the method we proposed here is well suited for automation but it is otherwise not ideal for manual calculation, especially if a high-order, finite-temperature expansion is the goal.

## D. Transforming to frequency-momentum space on the lattice

Naturally, the matrix $K$ can be diagonalized in the momentum basis with a discrete Fourier transform, such that

$$
\begin{equation*}
[K]_{a b}=\sum_{q} U_{a q}^{\dagger}\left[D_{0}\right]_{q} U_{q b} \tag{23}
\end{equation*}
$$

where $a, b$ are collective spacetime indices of the form $(t, x)$, and $q=(\omega, k)$ is a collective frequency-momentum index, with $\omega=\left(2 n_{\omega}+1\right) / N_{\tau}$ being a fermionic Matsubara frequency $\left(n_{\omega}=1, \ldots, N_{\tau}\right)$, and $\mathbf{k}=2 \mathbf{n}_{\mathbf{k}} \pi / N_{x}$ $\left(\mathbf{n}_{\mathbf{k}, i}=1, \ldots, N_{x}\right)$ a $d$-dimensional spatial wavevector. The free propagator $D_{0}$ is then

$$
\begin{equation*}
\left[D_{0}\right]_{q} \equiv \frac{1}{1-\exp \left[i \omega+\tau\left(\mathbf{k}^{2} / 2-\mu\right)\right]} \tag{24}
\end{equation*}
$$

while the Fourier transform matrices take the form

$$
\begin{equation*}
U_{a q}=\frac{1}{\sqrt{N_{x}^{d} N_{\tau}}} \exp [i(\omega t-\mathbf{k} \cdot \mathbf{x})] \tag{25}
\end{equation*}
$$

By computing the path integral over the auxiliary field $\sigma$ for all the terms in the expansion of the determinant at a particular order, we are left with an object of the generic schematic form

$$
\begin{equation*}
S=\sum[K]_{a_{1} a_{2}}[K]_{a_{3} a_{4}} \ldots[K]_{a_{2 m-1} a_{2 m}} I_{a_{1} \ldots a_{2 m}} \tag{26}
\end{equation*}
$$

where the sum is taken over all free spacetime indices, and the object $I_{a_{1} \ldots a_{2 m}}$ results from the path integral over the interaction terms $\sin \left(\sigma_{i}\right)$.

Upon inserting the Fourier representation of the propagator [c.f. Eq. (23)], we obtain a form that is described by a collection of indices in the frequency-momentum basis:

$$
\begin{equation*}
S=\sum\left[D_{0}\right]_{q_{1}}\left[D_{0}\right]_{q_{2}} \ldots\left[D_{0}\right]_{q_{m}} \tilde{I}_{q_{1}, \ldots, q_{m}} \tag{27}
\end{equation*}
$$

where $\tilde{I}_{q_{1}, \ldots, q_{m}}$ results from appropriately contracting the various Fourier tensors $U$ and $U^{\dagger}$ with $I_{a_{1} \ldots a_{2 m}}$. The $\tilde{I}$ tensors represent momentum conservation laws for each specific term.

The advantage of going to frequency-momentum space is that $S$ can be obtained by performing $m$ frequencymomentum sums instead of the $2 m$ spacetime sums. This optimization, however, is not enough; it is crucial to carry out the frequency sums analytically in order to have a numerically manageable expression at the end. We turn to those sums next.

## E. Computing finite Matsubara frequency sums analytically: two tricks

In the evaluation of expressions at a given order $n$, we are faced with nested frequency sums that schematically look like the expression

$$
\begin{equation*}
\sum_{q_{1}, q_{2}, \ldots, q_{m}}\left[D_{0}\right]_{q_{1}}\left[D_{0}\right]_{q_{2}} \ldots\left[D_{0}\right]_{q_{m}} \delta\left(\left\{q_{k}\right\}\right) \tag{28}
\end{equation*}
$$

where we have left out sums over momenta, which are to be carried out afterwards, and the delta factor represents an energy-momentum conservation law that is derived from each diagram's topology. Note that, here and below, we will use the delta notation to represent the discrete Kronecker symbol rather than the Dirac symbol (we have no need for Dirac deltas here, as all our expressions are discrete). In this section, we show how we performed the frequency sums in a way that does not use complex contour integration and, moreover, allows us to treat all the sums simultaneously.

We begin with an example. The simplest case is that of a single factor, which may seem trivial but is nevertheless instructive:

$$
\begin{equation*}
S_{1}=\sum_{n=1}^{N_{\tau}}\left[D_{0}\right]_{n}=\sum_{n=1}^{N_{\tau}} \frac{1}{1-Q \exp \left(i \omega_{n}\right)} \tag{29}
\end{equation*}
$$

where we have encoded all the momentum and chemical potential dependence in the factor $Q$, and where $\omega_{n}=$
$(2 n+1) \pi / N_{\tau}$. In this case we expand the expression inside the sum as a geometric series:

$$
\begin{align*}
S_{1} & =\sum_{n=1}^{N_{\tau}} \sum_{k=0}^{\infty} Q^{k} e^{i \omega_{n} k}=\sum_{k=0}^{\infty} Q^{k} \sum_{n=1}^{N_{\tau}} e^{i \omega_{n} k}  \tag{30}\\
& =\sum_{m=0}^{\infty} \sum_{k=0}^{\infty} Q^{k} \delta\left(k-m N_{\tau}\right)(-1)^{m}  \tag{31}\\
& =\sum_{m=0}^{\infty} Q^{m N_{\tau}}(-1)^{m}=\frac{N_{\tau}}{1+Q^{N_{\tau}}} \tag{32}
\end{align*}
$$

where we used the fact that $k \geq 0$ and

$$
\begin{equation*}
\sum_{n=1}^{N_{\tau}} e^{i 2 \pi n k / N_{\tau}}=N_{\tau} \sum_{m=-\infty}^{\infty} \delta\left(k-m N_{\tau}\right) . \tag{33}
\end{equation*}
$$

The $S_{1}$ sum is useful per se, but also because highorder calculations need the more general sums, such as

$$
\begin{equation*}
S_{1}^{(k)}=\sum_{n=1}^{N_{\tau}}\left(\frac{1}{1-Q \exp \left(i \omega_{n}\right)}\right)^{k+1} \tag{34}
\end{equation*}
$$

such that $S_{1}^{(0)}=S_{1}$. For general $k$, this is easy to compute by introducing a new parameter $\lambda$ via

$$
S_{1}(\lambda) \equiv \sum_{n=1}^{N_{\tau}} \frac{1}{\lambda-Q \exp \left(i \omega_{n}\right)}=\frac{1}{\lambda} \frac{N_{\tau}}{1+(Q / \lambda)^{N_{\tau}}},(35)
$$

and differentiate with respect to $\lambda$ as needed,

$$
\begin{equation*}
S_{1}^{(k)}=\left.\frac{(-1)^{k}}{k!} \frac{d^{k} S_{1}(\lambda)}{d \lambda^{k}}\right|_{\lambda=1} \tag{36}
\end{equation*}
$$

Clearly, $S_{1}(\lambda)$ is a generating function for frequency sums of higher order. In particular, for instance,

$$
\begin{equation*}
S_{1}^{(1)}=\frac{\left[1-Q^{N_{\tau}}\left(N_{\tau}-1\right)\right] N_{\tau}}{\left(1+Q^{N_{\tau}}\right)^{2}} \tag{37}
\end{equation*}
$$

The method of expanding the numerator as a power series applies as well when multiple sums are present, as we show in Appendix A with an example that corresponds to the "beach-ball" diagram of Fig. 4(b).

The general procedure of the method is as follows. First, take a step backward and use the Fourier-sum representation of all the frequency Kronecker deltas, i.e.

$$
\begin{equation*}
\delta\left[f\left(\omega_{1}, \omega_{2}, \ldots\right)\right]=\frac{1}{N_{\tau}} \sum_{p=0}^{N_{\tau}-1} e^{i p f\left(\omega_{1}, \omega_{2}, \ldots\right)} \tag{38}
\end{equation*}
$$

in combination with the geometric series expression of the denominators. This first step is similar to that of techniques used in the continuum, where an integral representation of a Dirac delta function is utilized. Beyond this point, however, the calculations differ considerably.

The second step is to sum over each fermionic frequency $\omega_{n}$, which yields as many delta functions as denominators, with their corresponding "boundary" sums and factors of $(-1)^{m}$, i.e. use

$$
\begin{equation*}
\sum_{n=1}^{N_{\tau}} e^{i \omega_{n} y}=N_{\tau} \sum_{m=-\infty}^{\infty} \delta\left(y-m N_{\tau}\right)(-1)^{m} \tag{39}
\end{equation*}
$$

Here it is important to keep the terms for all $m$, as $y$ will generally vary over a semi-infinite range due to the geometric series expansion.

Third, sum over the geometric sum index to saturate the delta functions generated in the previous step. To this end, it is useful to extend the geometric sum index to $-\infty$, such that Heaviside step functions should be inserted accordingly.

Fourth, implement the constraints over the boundary sums and evaluate such sums, which lead to the expected $\left(1+Q_{k}^{N_{\tau}}\right)^{-1}$ factors. Finally, sum over the Fourier index of the energy-conserving delta functions. As is clear from the above, the operations to be performed are rather elementary and do not involve complex analysis, only a small amount of bookkeeping. It is the order of the operations that is crucial for the simplicity of the method.

In analytically computing these frequency sums, we have expanded the propagators in geometric series, and one may naturally suspect whether the radius of convergence of the final answers is limited to $|Q|<1$, especially considering that physical values of $Q$ are real and positive and may very well be larger than 1 . However, the fermionic Matsubara frequencies $\omega_{n}$ do not contain a zero mode, and therefore the singularities in the propagator are slightly off the positive real axis $R_{+}$in the complex $Q$ plane. Thus, the finite sums that we begin with are analytic functions of $Q$ in a simply connected region $\Gamma$ that completely encloses $R_{+}$. As a consequence, the final expressions obtained must be the unique analytic continuation from the intersection of $|Q|<1$ with $\Gamma$ to all of $\Gamma$. Our numerical investigations concerning the validity of those final expressions within physical regimes, compared directly to their corresponding definitions, confirm the above conclusion.

## III. COMPLEX LANGEVIN APPROACH

The second method we present in this work involves the use of CL dynamics in the context of the lattice quantum Monte Carlo technique, which is, of course, a nonperturbative approach. Recent developments have shed light on several aspects of the CL method, which had previously hindered progress but which are now starting to be better understood and in some cases even resolved. In this section we discuss our implementation of CL dynamics, including a kind of dynamical stabilization that is reminiscent of the one put forward in Refs. [44, 45].

The starting point is once again the partition function

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \sigma \operatorname{det}^{2} M[\sigma] \tag{40}
\end{equation*}
$$

where one normally identifies $P[\sigma]=\operatorname{det}^{2} M[\sigma]$ as the (unnormalized) probability measure to be used in a Metropolis-based Monte Carlo calculation. One may define an effective action $S$ via

$$
\begin{equation*}
P[\sigma]=\exp (-S[\sigma]) \tag{41}
\end{equation*}
$$

Observables, at least simple ones, are then shown to take the form

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \sigma e^{-S[\sigma]} \mathcal{O}[\sigma] \tag{42}
\end{equation*}
$$

such that the expectation value can be determined by sampling the auxiliary field $\sigma$ according to $P[\sigma]$. Two well known ways of carrying out that sampling, without the presence of a sign problem, are the hybrid Monte Carlo algorithm (HMC) (see Refs. [46, 47]) and the real Langevin method (RL) (also known simply as stochastic quantization; see Refs. [48-50]).

In HMC, one defines an auxiliary field variable $\pi$ conjugate to the HS field $\sigma$ along with global (moleculardynamics type) equations of motion in a fictitious phasespace time $t$ such that

$$
\begin{align*}
\dot{\sigma} & =\pi  \tag{43}\\
\dot{\pi} & =-\frac{\delta S[\sigma]}{\delta \sigma} \tag{44}
\end{align*}
$$

where the right-hand side of the last equation naturally represents a molecular dynamics force. These equations are usually integrated via the leapfrog method (or more sophisticated variants) to ensure reversibility, which in turn is essential for maintaining detailed balance. The global updates that this method allows are essential for lattice QCD calculations. The new field obtained at the end of the trajectory is accepted or rejected using the criteria of a Metropolis step.

In RL, on the other hand, there is no Metropolis step and the equations of motion are different:

$$
\begin{equation*}
\dot{\sigma}=-\frac{\delta S[\sigma]}{\delta \sigma}+\eta \tag{45}
\end{equation*}
$$

where we note that there is no auxiliary momentum field $\pi$ but a $t$-dependent noise field $\eta$ appears instead. The latter satisfies $\langle\eta(x, \tau)\rangle=0$ and $\left\langle\eta(x, \tau) \eta\left(x^{\prime}, \tau^{\prime}\right)\right\rangle=$ $2 \delta_{x, x^{\prime}} \delta_{\tau, \tau^{\prime}}$.

The (conventional) mathematical underpinnings of HMC and RL depend on $P[\sigma]$ being positive semidefinite. As is well known, this property generally fails to hold e.g. for repulsive interactions, polarized systems, etc. as mentioned above, and the calculation is then said to have a sign problem (or more generally a complex phase problem). In the case of HMC , this means that
the Metropolis step is simply no longer well-defined and thus the algorithm is no longer available. For RL, on the other hand, a generalization is possible, namely CL, as first noted in Ref. [51]. In CL, one complexifies the HS field $\sigma$ into

$$
\begin{equation*}
\sigma=\sigma_{R}+i \sigma_{I} \tag{46}
\end{equation*}
$$

where $\sigma_{R}$ and $\sigma_{I}$ are both real fields. The CL equations of motion are given by

$$
\begin{align*}
\delta \sigma_{R} & =-\operatorname{Re}\left[\frac{\delta S[\sigma]}{\delta \sigma}\right] \delta t+\eta \sqrt{\delta t}  \tag{47}\\
\delta \sigma_{I} & =-\operatorname{Im}\left[\frac{\delta S[\sigma]}{\delta \sigma}\right] \delta t \tag{48}
\end{align*}
$$

where now $S[\sigma]$ is to be understood as a complex function of the complex variable $\sigma$. Note that, when the action is real, the imaginary part of the force is zero and then CL reduces to RL.

Under certain conditions, which have lately received much attention (see [52-55]), the CL method can be guaranteed to converge to the right answer. In those cases, expectation values $\langle\mathcal{O}\rangle$ are correctly obtained by averaging over the real part of $\mathcal{O}[\sigma]$ with complex fields $\sigma$ sampled throughout the CL dynamics evolution. In the model we study here, however, it is a priori not known if CL will converge to the correct result; one goal of this work is to explore the viability of CL for this class of systems.

In the process of making CL a viable solution to the sign problem in lattice QCD, two crucial challenges were identified: the appearance of numerical instabilities in the CL evolution and the uncontrolled excursions of $\sigma$ into the complex plane due to singularities in $P[\sigma]$. The former was largely resolved by implementing adaptive time-step solvers [57]; the latter, on the other hand, is currently under investigation and a few approaches have been proposed (see e.g. [58, 59]). In the calculations presented here, those excursions are highly problematic because the dependence of $P[\sigma]$ on $\sigma_{I}$ is through hyperbolic functions; indeed, the HS transformation we use depends on $\sin \sigma$, and

$$
\begin{equation*}
\sin \sigma=\sin \left(\sigma_{R}\right) \cosh \left(\sigma_{I}\right)+i \cos \left(\sigma_{R}\right) \sinh \left(\sigma_{I}\right) \tag{49}
\end{equation*}
$$

Thus, a growing (positive or negative) $\sigma_{I}$ effectively increases the coupling at an exponential rate, which can completely stall the calculation or result in a converged but wrong answer (as we have observed in our tests). This exponential growth is similar to the problem found in gauge theories, as the complexified link variables representing the gauge field become unbounded in the same fashion in those theories.

## A. Modified action

To overcome the problem of large excursions in the complex plane in the CL algorithm, we modified the action in a way reminiscent of the dynamical stabilization
approach of Ref. [44, 45]. In the latter, a new term was added to the CL dynamics which vanishes in the continuum limit and renders the calculation stable. We propose here to modify the CL equations by adding a regulating term controlled by a parameter $\xi$, such that the new equations, in their discretized form, are

$$
\begin{align*}
\delta \sigma_{R} & =-\operatorname{Re}\left[\frac{\delta S[\sigma]}{\delta \sigma}\right] \delta t-2 \xi \sigma_{R} \delta t+\eta \sqrt{\delta t}  \tag{50}\\
\delta \sigma_{I} & =-\operatorname{Im}\left[\frac{\delta S[\sigma]}{\delta \sigma}\right] \delta t-2 \xi \sigma_{I} \delta t \tag{51}
\end{align*}
$$

This change amounts to modifying the action by

$$
\begin{equation*}
S[\sigma] \rightarrow S[\sigma]+\xi \sum_{\mathbf{x}, t} \sigma^{2} \tag{52}
\end{equation*}
$$

The rationale for adding such a regulating term was originally based on our understanding of $\delta S[\sigma] / \delta \sigma$ as a molecular dynamics force in the context of the HMC algorithm (although it is typically referred to as the "drift" in the context of the CL method). In the HMC sense, the new term in the action can be understood as a harmonic oscillator trapping potential, i.e. a restoring force that prevents the field from running away. However, HMC does not apply when $\sigma$ is complex. A more appropriate interpretation is obtained by keeping only those new terms in the CL equations and neglecting the rest, which results in the decoupled form

$$
\begin{align*}
\delta \sigma_{R} & =-2 \xi \sigma_{R} \delta t  \tag{53}\\
\delta \sigma_{I} & =-2 \xi \sigma_{I} \delta t \tag{54}
\end{align*}
$$

whose solution is a decaying exponential (assuming $\xi>$ $0)$ for both $\sigma_{R}$ and $\sigma_{I}$. Thus, this new ad hoc term represents a damping force.

Naturally, the proposed modification introduces a systematic effect that needs to be studied for each quantity of interest, i.e. it is crucial to understand the $\xi$ dependence of the output. The results presented below correspond to $\xi=0.1$. To gain specific insight into the variations of the density with $\xi$, we show in Fig. 1 a plot of the running average of the density as a function of the Langevin time $t$ for several values of $\xi$ in the neighborhood of 0 . As evident in that figure, there is a sizable window of small values of $\xi$ where CL converges. Additionally, we show in Fig. 2 a plot of the phase and magnitude of $e^{-S}$, where $S$ is the complex action, for different values of $\xi$. The effect of the $\xi$ term on the CL dynamics can be clearly seen in that figure (note the change of scale for the $\xi<0$ plot, where the results are expected to diverge).

In the next section we present our results. Whenever RL or CL results are shown, we have kept $\xi=0.1$. The agreement of RL with HMC (where the regulating term should not be needed) and the weak dependence of the density on $\xi$ (at least within a window close to $\xi=0$ ) support the idea that the damping term has negligible impact on the results within the precision studied here.


Figure 1: (Color online) The normalized density $n / n_{0}$, where $n_{0}$ is the non-interacting result, for $\lambda=-1.0$ and $\beta \mu=1.6$, as a function of the Langevin time $t$ for several values for the regulating parameter $\xi$ [see Eq. (52)]. The result was computed on a spatial lattice of $N_{x}=80$ and a temporal lattice of $N_{\tau}=160$. For a choice of $\xi=0$, where the regulating term is removed, CL tends toward an incorrect value for the density. When $\xi \simeq 0.1$, the additional term provides a restoring force and the stochastic process converges to a different value consistent with perturbation theory. On the other hand, for cases where $\xi<0$, the solution diverges, as expected. Each plotted line corresponds to a fixed count of $10^{5}$ iterations of performing one integration step of the adaptive step $\delta t$; as such, the length of the line gives an indication as to the computational demand to reach time $t$ for a given $\xi$.

## IV. RESULTS

In this section we show the results of implementing the above two formalisms and methods to the case of unpolarized, spin- $1 / 2$ fermions in one spatial dimension. The specific Hamiltonian we explore is the Gaudin-Yang form $[60,61]$ where $\hat{H}=\hat{T}+\hat{V}$ with

$$
\begin{equation*}
\hat{T}=\int d x \sum_{s=\uparrow, \downarrow} \hat{\psi}_{s}^{\dagger}(x)\left(-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}\right) \hat{\psi}_{s}(x) \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{V}=-g \int d x \hat{n}_{\uparrow}(x) \hat{n}_{\downarrow}(x) \tag{56}
\end{equation*}
$$

where $\hat{\psi}_{s}^{\dagger}, \hat{\psi}_{s}$ are the creation and annihilation operators in coordinate space for particles of spin $s$, and $\hat{n}_{s}=\hat{\psi}_{s}^{\dagger} \hat{\psi}_{s}$ are the corresponding density operators. There are only two dimensionless parameters characterizing this problem at finite temperature: the fugacity $z=e^{\beta \mu}$ and the coupling $\lambda=\sqrt{\beta} g$.

In all of our results below, perturbative as well as nonperturbative, the system was placed on a lattices of spatial size $N_{x}=80$ (in the case of CL and HMC results) or $N_{x}=100$ (in the case of perturbative calculations) and temporal size $N_{\tau}=160$. The spatial lattice spacing was set to 1 , thus setting the length scale for the problem, and the temporal lattice spacing was chosen as $\tau=0.05$


Figure 2: (Color online) Plot of the complex quantity $e^{-S}$ in terms of its magnitude $\rho$ and phase $\theta$ such that $e^{-S}=\rho e^{i \theta}$, for a CL calculation at $\lambda=-1.0$ and $\beta \mu=1.6$. Data points are plotted as $\ln (\rho) \cos (\theta)$ and $\ln (\rho) \sin (\theta)$ as a parametric functions of the Langevin time $t$. Plots are displayed for four values of the parameter $\xi$. Note that for $\xi=0$, the solution does not converge, but does converge for $\xi=0.005$ and 0.1 . For the case where $\xi=-0.1$, the result for the density $n / n_{0}$ rapidly diverges, as expected [note change in scale for $y$ axis and see Fig. 1]. Data points show the locations where samples were taken along the CL trajectory; the shaded areas result from straight lines joining the data points.


Figure 3: Feynman diagram for the next-to-leading order (NLO) contribution to the grand canonical partition function.
(in units of the spatial spacing). Previous studies show that, with those parameters (particularly with $N_{x} \geq 60$ ), the equations of state of this system are within $\leq 5 \%$ of the continuum limit result for the values of $\lambda$ studied here.

## A. Analytic expressions for the perturbative expansion

Although the results shown here correspond to unpolarized fermions with two internal degrees of freedom (e.g., spin- $1 / 2$ particles), the perturbative and complex Langevin formalisms can easily be extended to greater degrees of freedom (or, "flavors") by introducing addi-

(b)

Figure 4: Feynman diagrams for the next-to-next-to-leading order (N2LO) contribution to the grand canonical partition function.


Figure 5: Feynman diagrams for the next-to-next-to-nextto leading order (N3LO) contribution to the grand canonical partition function.
tional determinants in the integrand of the path integral. Additionally, although all observables computed here cor-

## B. Pressure equation of state via perturbation theory

To determine the pressure $P$, we use the perturbative expansion of the interacting partition function $\mathcal{Z}$, which we expand to order $2 n$ in the parameter $A$ and write as

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}_{0}\left(1+A^{2} \Delta_{1}+A^{4} \Delta_{2}+A^{6} \Delta_{3}+\cdots\right)=e^{\beta P V} \tag{58}
\end{equation*}
$$

respond to the one-dimensional system, the perturbative expansion itself is independent of the spatial dimension; one must simply modify the definition of the wavevector $\mathbf{k}$ to extend the system to higher dimension.

Among the main results of this work are the final expressions for the perturbative contributions to the partition function $\mathcal{Z}$ at each order $n$ up to next-to-next-to-next-to-leading order (N3LO), which are shown in Table I (explained in detail below). Each order $n$ is to be accompanied by a factor of $A^{2 n}$, but all the information required to reproduce the numerical results in this work are otherwise presented in that table and in the appendices.

Each contribution to the perturbative expansion of the partition function corresponds to a fully connected Feynman diagram of $n$ vertices (or a product of two or more such diagrams), and can be described by the product of some scalar prefactor with a $1 /\left(N_{x} N_{\tau}\right)^{n}$ dependence, and one or more sums over the complete momentumfrequency basis. The Feynman diagrams that appear at NLO, N2LO, and N3LO are provided in Figs. 3, 4, 5, respectively. The analytic expressions for each diagram are provided in Table I, where the Matsubara-frequency sums have already been carried out using the technique outlined in Sec. II E; therefore all sums and indices that remain in these expressions are over spatial momenta. The frequency sums always contain $Q_{n}$ as parameters that encode the spatial momentum dependence:

$$
\begin{equation*}
Q_{n} \equiv e^{\tau\left(\mathbf{k}_{n}^{2} / 2-\mu\right)} \tag{57}
\end{equation*}
$$

A variety of frequency sums for sums over various products of propagators and momentum conservation conditions appear in these expressions. The expressions for $S_{1}$ and $S_{1}^{(1)}$ are given earlier in the text by Eqs. (32) and (37), respectively, $S_{4}$ is derived in Appendix A, and all others are given in Appendix B.

The number of loops, or the number of nested momentum sums that appear for each expression, is also provided explicitly in Table I. Since the momentum sums must be computed in full, this number provides an estimate for the computational scaling that is required to compute the value of each diagram; the number of terms that must be computed scales as $N_{x}^{\ell d}$, where $\ell$ is the number of loops and $d$ is the spatial dimension.
where $\Delta_{n}$ is the $\mathrm{N} n \mathrm{LO}$ contribution, as given by the expressions in Table I, and where $\mathcal{Z}_{0}$ is the non-interacting grand-canonical partition function,

$$
\begin{equation*}
\ln \mathcal{Z}_{0}=2 \sum_{k=-N_{x} / 2}^{N_{x} / 2} \ln \left(1+z e^{-\beta \epsilon_{k}}\right)=\beta P_{0} V \tag{59}
\end{equation*}
$$

with $\epsilon_{k}=\left(2 \pi k / N_{x}\right)^{2} / 2$.

Table I: Detail of next-to-leading order (NLO), next-to-next-to-leading order (N2LO), and next-to-next-to-next-to-leading order (N3LO) contributions (respectively, order $A^{2}, A^{4}$, and $A^{6}$ ) to the grand-canonical partition function $\mathcal{Z}$. The indicated diagram figure refers to the corresponding fully-connected Feynman diagram or product of such diagrams for each contribution. The volume $V=N_{x} N_{\tau}$ that appears in all expressions refers to the spacetime volume of the lattice. The greatest number of loops that appear for each fully-connected diagram is also provided. It is implicit in the notation that a momentum-conserving Kronecker delta has been utilized to eliminate momentum sums: one in the case of $S_{4}$ and $S_{4}^{(1)}$, but two in the case of $S_{6}$.

| Order | Diagram Figure | Prefactor | Diagram Frequency Sum | Loops |
| :---: | :---: | :---: | :---: | :---: |
| NLO | Fig. 3 | 1/(2V) | $\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{2}$ | 1-loop |
| N2LO | [Fig. 3] ${ }^{2}$ | $1 /\left(8 V^{2}\right)$ | $\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{4}$ | 1-loop |
| N2LO | Fig. 4(a) | $-1 /\left(4 V^{2}\right)$ | $\left[\sum_{\mathbf{p}_{1}} S_{1}^{(1)}\left(Q_{1}\right)\right]\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{2}$ | 1-loop |
| N2LO | Fig. 4(b) | $1 /\left(8 V^{2}\right)$ | $\sum_{\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}} S_{4}\left(Q_{1}, Q_{2}, Q_{3}\right)$ | 3-loop |
| N3LO | [Fig. 3] ${ }^{3}$ | $1 /\left(48 V^{3}\right)$ | $\left[\sum_{\mathbf{P}_{1}} S_{1}\left(Q_{1}\right)\right]^{6}$ | 1-loop |
| N3LO | Fig. $4(\mathrm{a}) \times$ Fig. 3 | $-1 /\left(8 V^{3}\right)$ | $\left[\sum_{\mathbf{p}_{1}} S_{1}^{(1)}\left(Q_{1}\right)\right]\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{4}$ | 1-loop |
| N3LO | Fig. $4(\mathrm{~b}) \times$ Fig. 3 | $1 /\left(16 V^{3}\right)$ | $\left[\sum_{\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}} S_{4}\left(Q_{1}, Q_{2}, Q_{3}\right)\right]\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{2}$ | 3-loop |
| N3LO | Fig. 5(a) | $1 /\left(12 V^{3}\right)$ | $\left[\sum_{\mathbf{p}_{1}} S_{1}^{(2)}\left(Q_{1}\right)\right]\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{3}$ | 1-loop |
| N3LO | Fig. 5(b) | $1 /\left(8 V^{3}\right)$ | $\left[\sum_{\mathbf{p}_{1}} S_{1}^{(1)}\left(Q_{1}\right)\right]^{2}\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]^{2}$ | 1-loop |
| N3LO | Fig. 5(c) | $-1 /\left(4 V^{3}\right)$ | $\left[\sum_{\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}} S_{4}^{(1)}\left(Q_{1}, Q_{2}, Q_{3}\right)\right]\left[\sum_{\mathbf{p}_{1}} S_{1}\left(Q_{1}\right)\right]$ | 3-loop |
| N3LO | Fig. 5(d) | $1 /\left(12 V^{3}\right)$ | $\sum_{\mathbf{p}_{1}, \mathbf{P}_{2}, \mathbf{p}_{3}, \mathbf{p}_{4}} S_{6}\left(Q_{1}, Q_{2}, Q_{3}, Q_{4}\right)$ | 4-loop |

Thus, the interacting pressure $P$, relative to the noninteracting result $P_{0}$, becomes

$$
\begin{equation*}
\frac{P}{P_{0}}=1+\frac{\ln \left(1+A^{2} \Delta_{1}+A^{4} \Delta_{2}+A^{6} \Delta_{3}+\cdots\right)}{\ln \mathcal{Z}_{0}} \tag{60}
\end{equation*}
$$

To keep the computed value of $\ln \mathcal{Z}$ consistent with the highest order of $A$ in expansion of $\mathcal{Z}$, we expand the numerator $\ln \left(1+\sum_{n} A^{2 n} \Delta_{n}\right)$ in a Taylor series about $A=0$, such that the expanded form up to N3LO is

$$
\begin{equation*}
\frac{P}{P_{0}}=1+\frac{1}{\ln \mathcal{Z}_{0}}\left(A^{2} \zeta_{1}+A^{4} \zeta_{2}+A^{6} \zeta_{3}\right) \tag{61}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta_{1} & =\Delta_{1}  \tag{62}\\
\zeta_{2} & =\Delta_{2}-\frac{1}{2} \Delta_{1}^{2}  \tag{63}\\
\zeta_{3} & =\Delta_{3}-\Delta_{1} \Delta_{2}+\frac{1}{3} \Delta_{1}^{3} \tag{64}
\end{align*}
$$

Note that while this procedure offers consistency in the order of the coupling at all stages of the calculation, in performing this expansion it is important to be mindful of the validity of choosing to expand about the non-interacting limit. Since the partition function is an extensive quantity, this expansion may yield unphysical results in cases where $\sum_{n} A^{2 n} \Delta_{n} \gg 1$, which may occur in cases where stronger effective interactions are present, as is the case when $N_{f}>2$. However, in all cases shown here, the observables demonstrate physical behavior and


Figure 6: (Color online) Pressure $P$ of the attractive (top) and repulsive (bottom) unpolarized Fermi gas in units of the pressure of the noninteracting system $P_{0}$, as shown for the dimensionless interaction strengths $\lambda=0.5,1.0,1.5,2.0$, and $\lambda=-0.5,-1.0,-1.5,-2.0$ for the attractive and repulsive cases, respectively. The NLO (dashed line), N2LO (dashdotted line), and N3LO (solid line) results from perturbation theory are displayed for each coupling. The corresponding data points for each attractive coupling are computed using HMC (see Ref. [7]). The perturbative results were computed on a spatial lattice of $N_{x}=100$ and a temporal lattice of $N_{\tau}=160$.
are in agreement with alternative methods where available.

Using Eq. (61), we computed the pressure at NLO, N2LO, and N3LO, as a function of the dimensionless parameter $\beta \mu=\ln z$. The pressure is plotted in units of the non-interacting pressure $P_{0}$. Our results for this quantity, for the case of attractive interactions, are shown for a variety of interaction strengths in Fig. 6 (top). Remarkably, we see evidence of convergence for $\beta \mu \geq 2$, even for $\lambda=2$. For $\beta \mu \leq 2$, on the other hand, our results are qualitatively correct but fail to match the Monte Carlo answers by roughly $10 \%$ in the worst case of $\lambda=2$. In order to estimate the relative order of truncated terms in the pertubrative expansion, we provide numerical values of the parameter $A$ in Table II.

A possible explanation of this behavior is that perturbation theory simply fails to capture the effect of the two-body bound state on the virial coefficients as $\lambda$ is


Figure 7: (Color online) Density $n$ of the attractive (top) and repulsive (bottom) unpolarized Fermi gas in units of the density of the noninteracting system $n_{0}$, as shown for the dimensionless interaction strengths $\lambda=0.5,1.0,1.5,2.0$ (attractive), and $\lambda=-0.5,-1.0,-1.5,-2.0$ (repulsive). The NLO (dashed line), N2LO (dash-dotted line), and N3LO (solid line) results of perturbation theory are displayed for each coupling and are compared with HMC results (see Ref. [7]) in the attractive case. For both plots, the black diamonds show CL results (RL for the attractive case), regulated with $\xi=0.1$ as described in the main text. Results were computed on a spatial lattice of $N_{x}=80$ for CL and HMC, and of $N_{x}=100$ for perturbation theory. The statistical uncertainty of the CL results is estimated to be on the order of the size of the symbols, or less, as supported by the smoothness of those results.

Table II: Numerical values of the bare coupling $g$, and the related parameter $A$ for values of the couplings displayed, for $\tau=0.05$ and $\beta=8$. For convenience, the corresponding values for $A^{6}$, which corresponds to the highest-order contribution shown, and for $A^{8}$, the lowest-order contribution that is truncated, are also given.

| $\lambda$ | $g$ | $A$ | $A^{6}$ | $A^{8}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.1768 | 0.1333 | $5.6 \times 10^{-6}$ | $9.9 \times 10^{-8}$ |
| 1.0 | 0.3536 | 0.1889 | $4.5 \times 10^{-5}$ | $1.6 \times 10^{-6}$ |
| 1.5 | 0.5303 | 0.2319 | $1.6 \times 10^{-4}$ | $8.3 \times 10^{-6}$ |
| 2.0 | 0.7071 | 0.2683 | $3.7 \times 10^{-4}$ | $2.7 \times 10^{-5}$ |

increased, which in the case of $b_{2}$ involves a dominant inverse gaussian contribution $\propto \exp \left(\lambda^{2} / 4\right)$. This effect could be absorbed into the definition of $\lambda$ by way of a new renormalization scheme defined by matching to an exact calculation of $b_{2}$ (lattice or continuum), instead of identifying the coupling $g$ with the inverse scattering length. Clearly, such a renormalization scheme would improve the agreement with the Monte Carlo results in the semiclassical region of negative $\beta \mu$, but by the same token it would spoil it for $\beta \mu \geq 2$. The region near $\beta \mu \simeq 0$, particularly at large couplings, is where quantum fluctuations set in and presents a challenge for both HMC and perturbation theory. Nevertheless, as the perturbative expansion is extended beyond third-order, the convergence properties of the regime is expected to improve.

In all cases, the NLO results are quantitatively disappointing, but N2LO and N3LO display substantial improvement both in convergence and in approaching the Monte Carlo results. Naturally, this improvement is not free: the computational effort increases dramatically for N2LO and N3LO relative to NLO. Similar behavior is seen for the repulsive case in the bottom of Fig. 6 but with an important difference: the results oscillate as the perturbative order is increased, whereas in the attractive case convergence appears to be monotonic.

## C. Density equation of state via perturbation theory and complex Langevin

Based on our knowledge of the pressure, differentiation with respect to $\beta \mu$ gives access to the density, for which results from perturbation theory can be compared more directly with quantum Monte Carlo results (the pressure is not typically a quantity computed directly in Monte Carlo calculations, but is rather obtained by integrating the density; see Ref. [7] for details). We show such a comparison in Fig. 7 (top) for the case of attractive interactions where Monte Carlo calculations are possible without a sign problem. For repulsive interactions, our calculations yield the results shown in Fig. 7 (bottom). In both cases, we have numerically differentiated with a point spacing of $d \mu=0.01$. The density is plotted in units of the non-interacting density $n_{0}$, which is also a function of $\beta \mu$.

Both figures also display density results obtained using CL techniques. Remarkably, this method demonstrates excellent agreement with both hybrid Monte Carlo and perturbation theory for attractive interactions (where CL becomes RL), and perturbative results for repulsive interactions. The auxiliary field $\sigma$ was evolved with CL dynamics for $10^{5}$ iterations with an adaptive timestep $\delta t$, adjusted by monitoring the magnitude of the CL drift. To improve the convergence of the the results for the density, particularly for the viral region, we discarded the first 100 samples such that the average density is only computed over a thermalized system.


Figure 8: (Color online) Histograms of values taken of $\ln (|\operatorname{det} M|)$ over the course of a CL simulation at $\xi=0.1$ for a few representative values of the coupling $\lambda$ (shown primarily on the repulsive side and for the strongest coupling) and the chemical potential $\beta \mu$ (shown in the virial and strongly interacting regions). The distributions across parameter values appear approximately log-normal and well behaved, and indicate that the drift force is generally free of singularities. Although the magnitude of the action can vary across parameter space, the variance across field configurations is centered about a well-defined mean.

The point around $\beta \mu \simeq 0$, especially at large $\lambda$, is where quantum fluctuations manifest themselves fully, as mentioned above for the pressure. We have noticed this already in Ref. [7]. At large negative $\beta \mu$, the virial expansion is valid and the relative deviations from the non-interacting case are small; on the other hand, at large positive $\beta \mu$ interaction effects are reduced due to Pauli blocking, which explains the success of perturbation theory. The region in between presents a challenge for both QMC and perturbation theory (as noted above) and it is there that the deviations are the largest. Such effects are enhanced as $\lambda$ is increased.

As discussed earlier in the text, in general the CL algorithm is not necessarily guaranteed to converge a priori to the correct expectation value, but our current studies with the addition of a modified action agree well with HMC on the attractive side, and perturbation theory on the repulsive side, indicating that the algorithm does seem to properly converge for this model. In order to further assess whether the simulation encounters singularities in the drift and that excursions into the complex plane are reasonably constrained, we display a histogram of the absolute value of the action $-S=\ln |\operatorname{det} M|$ in Fig. 8. We show plots for both the strongest and
weakest couplings and for values of the chemical potential primarily in the strongly interacting region where the density deviates the most from the non-interacting value. This approximately log-normal distribution is consistently well-defined across parameter values with a reasonable width, even though the magnitude of the action may vary across $\beta \mu$. In this respect, there is assurance that the flow of the simulation is well-controlled and not subject to severely problematic points. The scatter plot of $e^{-S}$ corresponding to $\xi=0.1$ in Fig. 2 also supports this finding; the distribution of the magnitude of this quantity is well constrained and is symmetric on the complex plane.

## D. Perturbative virial coefficients

Based on the results shown above, we implement a method of particle-number projection, which is well known in the area of nuclear physics, to calculate virial coefficients perturbatively. To explain the method, we recall that the virial expansion for the pressure is given by

$$
\begin{equation*}
-\beta P V=\ln \mathcal{Z}=\mathcal{Q}_{1} \sum_{n=1}^{\infty} b_{n} z^{n} \tag{65}
\end{equation*}
$$

where $\mathcal{Q}_{1}=N_{f} L / \lambda_{T}$ is the one-particle canonical partition function (here $\lambda_{T}=\sqrt{2 \pi \beta}$ is the thermal de Broglie wavelength), and $b_{n}$ are the virial coefficients we want to extract.

Using our (semi-)analytic expressions for $\ln \mathcal{Z}(z)$, it is possible to extract the coefficients $b_{n}$ via a numerical Fourier projection,

$$
\begin{equation*}
b_{n}=\frac{1}{\mathcal{Q}_{1} \alpha^{n}} \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} e^{-i n \phi} \ln \mathcal{Z}\left(z \rightarrow \alpha e^{i \phi}\right) \tag{66}
\end{equation*}
$$

where the partition function is evaluated at $z=\alpha \exp (i \phi)$ and $\alpha$ is an arbitrary real parameter that is independent of the result for $b_{n}$, but is used to ensure that a wellbehaved integrand is used. A value of $\alpha=0.01$ is wellsuited for the evaluations performed here.

We display the fifth-order perturbative viral expansion in the classical regime at NLO, N2LO, and N3LO in Fig. 9 , which compares these results with the full perturbative calculation and with HMC data for attractive couplings. Perturbative values up to the fifth-order virial coefficient obtained using Fourier projection for four different values of the coupling are shown in Table III. The perturbative expansion of virial coefficients $b_{n}$ displays signs of convergence at weak coupling $|\lambda| \leq 1$ and for low enough virial order $n$. We find that for $\lambda= \pm 1$ the predictions for $b_{5}$ cease to converge, at least at N3LO. For comparison, an exact lattice calculation of the second-order virial coefficient at $N_{x}=100$ and $\beta=8$ under attractive interactions (see Ref. [7]) shows that for $\lambda=0.5, b_{2}=-0.230$, and for $\lambda=1.0, b_{2}=-0.0351$. This discrepancy compared with the perturbative value for $b_{2}$, particularly for


Figure 9: (Color online) Fifth-order perturbative virial expansion for the pressure $P / P_{0}$ for two attractive and repulsive couplings. The expansions are shown for which the virial coefficients are computed at NLO (dashed line), N2LO, (dotted line), and N3LO (dash-dotted line). The fully solid line shows the full perturbative calculation of the pressure at N3LO, as shown in Fig. 6. Results from HMC data (see Ref. [7]) are displayed as corresponding data points for the attractive couplings.

Table III: Results for the second, third, fourth, and fifth-order virial coefficients of the pressure $P$ [see Eq. (65)] at NLO, N2LO, and N3LO for two repulsive and attractive couplings. All coefficients are computed for a spatial lattice size of $N_{x}=$ $100, \beta=8.0$, and a temporal lattice spacing of $\tau=0.05$. The fifth-order virial expansion is displayed in Fig. 9.

| $\lambda$ | Coefficient | NLO | N2LO | N3LO |
| :---: | :---: | :---: | ---: | :---: |
|  | $b_{2}$ | -0.551 | -0.473 | -0.473 |
| -1.0 | $b_{3}$ | 0.472 | 0.373 | 0.342 |
|  | $b_{4}$ | -0.452 | -0.380 | -0.280 |
|  | $b_{5}$ | 0.449 | 0.446 | 0.246 |
|  | $b_{2}$ | -0.453 | -0.433 | -0.433 |
| -0.5 | $b_{3}$ | 0.333 | 0.308 | 0.304 |
|  | $b_{4}$ | -0.289 | -0.271 | -0.259 |
|  | $b_{5}$ | 0.270 | 0.269 | 0.244 |
|  | $b_{2}$ | -0.253 | -0.233 | -0.233 |
| 0.5 | $b_{3}$ | 0.0508 | 0.0254 | 0.0295 |
|  | $b_{4}$ | 0.0408 | 0.0592 | 0.0461 |
|  | $b_{5}$ | -0.0925 | -0.0932 | -0.0671 |
|  | $b_{2}$ | -0.152 | -0.0712 | -0.0712 |
| 1.0 | $b_{3}$ | -0.0922 | -0.194 | -0.161 |
|  | $b_{4}$ | 0.208 | 0.282 | 0.176 |
|  | $b_{5}$ | -0.276 | -0.279 | -0.0676 |

larger values of the coupling, underscores the difficulty in quantitatively capturing the behavior in the virial region using perturbation theory.

## V. SUMMARY AND CONCLUSIONS

In summary, we have determined, using both up to third order in lattice perturbation theory and CL techniques, the pressure and density equations of state of
non-relativistic spin- $1 / 2$ fermions with contact interactions in both attractive and repulsive regimes. We have used those results in combination with particle-number projection techniques to obtain a perturbative expansion for virial coefficients.

Our results for the perturbative pressure and density display some remarkable features: even for couplings as high as $\lambda=2$ there is a region of fugacity values (namely for $\beta \mu \geq 1$ ) that displays clear signs of convergence toward excellent agreement with extant non-perturbative Monte Carlo results (for the case of attractive interactions).

We performed our perturbative lattice calculations by following an unconventional route based on first decoupling the interaction via a Hubbard-Stratonovich transformation, and then undoing that transformation after expanding the non-interacting fermion determinant under the path integral. The approach is interesting because it is amenable to automation in a way that seems easier to handle than conventional approaches that use operators throughout.

Additionally, we have presented a way to carry out the Matsubara-frequency sums that is both simple and efficient, in particular in that it does not involve contour integration in the complex plane and in that it treats all the nested sums simultaneously. While techniques that are similar in spirit exist in the continuum, we are not aware of this type of approach for systems on the lattice. Carrying out those frequency sums is more than a matter of convenience: it is essential in order to obtain numerically manageable expressions, namely expressions that only contain spatial momentum sums. Furthermore, we have shown how a common trick, namely differentiation with respect to an auxiliary parameter, can generate expressions needed for certain diagrams using expressions for lower-order diagrams. The frequency sums presented above and in the appendices are universal in that they apply to systems regardless of the dispersion relation, ex-
ternal potential, and interaction potential, as long as the latter is energy-independent.

To access repulsive interactions in a non-perturbative fashion (a well-known case suffering from the sign problem), we implemented the CL method and proposed a modification to the action that prevents uncontrolled excursions into the complex plane. This modified action yields a damping term in the CL dynamics which, in turn, introduces systematic effects of a priori unknown size. Our investigations of those effects, both on the attractive and repulsive sides, support the idea that the impact on the density equation of state is within the uncertainties of our calculations; other observables would require independent investigations. The effectiveness of this approach in other situations, like polarized matter and higher dimensions, remains to be comprehensively studied; however, nothing seems to prevent us from using the same idea in those cases, and preliminary tests indicate correct results. The non-relativistic system we analyzed bears a direct connection to the Hubbard model, and there is no obvious reason the techniques applied here would not be applicable in that case. For the 1D system studied here, the CL results agree with the perturbative ones in regions where perturbation theory appears to converge (within the orders studied here); everywhere else, the CL answers represent non-perturbative predictions.
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## Appendix A: Matsubara frequency sum derivation example of $S_{4}$

To further illustrate our method of analytically evaluating Matsubara frequency sums on the lattice, we will show in detail how to calculate the case of $S_{4}$. Note that higher-order frequency sums, such as $S_{4}^{(1)}$, can also be determined from the expressions derived here by inserting a parameter $\lambda$ such that, for example, $Q_{1} \rightarrow Q_{1} / \lambda$, and proceed to calculate derivatives with respect to $\lambda$, evaluated at $\lambda=1$. This is a generalization of the procedure used for the case of $S_{1}^{(1)}$, as illustrated in Eq. (35).

The frequency sum $S_{4}$ is defined as the sum over four free propagators, where the indices of the first three propagators are free, and the fourth is constrained by the momentum conservation condition $\omega_{4}=\omega_{1}-\omega_{2}+\omega_{3}$. Therefore, we write the expression for $S_{4}$ with a Kronecker delta such that

$$
\begin{equation*}
S_{4}=\sum_{\{n\}=1}^{N_{\tau}}\left[\prod_{q=1}^{4} \frac{1}{1-Q_{q} e^{i \omega_{n_{q}}}}\right] \delta\left(\omega_{n_{3}}-\omega_{n_{2}}+\omega_{n_{1}}-\omega_{n_{4}}\right) . \tag{A1}
\end{equation*}
$$

We first represent the Kronecker delta with a sum over the complete frequency-space basis and expand the denom-
inators using a geometric series,

$$
\begin{equation*}
S_{4}=\frac{1}{N_{\tau}} \sum_{p=0}^{N_{\tau}-1} \sum_{\{n\}=1}^{N_{\tau}}\left[\prod_{q=1}^{4} \sum_{k_{q}=1}^{\infty} Q_{q}^{k_{q}} e^{i k_{q} \omega_{n_{q}}}\right] e^{i p\left(\omega_{n_{3}}-\omega_{n_{2}}+\omega_{n_{1}}-\omega_{n_{4}}\right)} \tag{A2}
\end{equation*}
$$

Next, we reorder the sums in preparation to carry out all the frequency sums, which result in delta functions. Note that in the process, the appearance of powers of $(-1)$, which results from the fermionic Matsubara frequencies.

$$
\begin{align*}
S_{4}= & \frac{1}{N_{\tau}} \sum_{p=0}^{N_{\tau}-1} \sum_{\{k\}=0}^{\infty} Q_{1}^{k_{1}} Q_{2}^{k_{2}} Q_{3}^{k_{3}} Q_{4}^{k_{4}} \sum_{\{n\}=1}^{N_{\tau}} e^{i \omega_{n_{1}}\left(k_{1}+p\right)} e^{i \omega_{n_{2}}\left(k_{2}-p\right)} e^{i \omega_{n_{3}}\left(k_{3}+p\right)} e^{i \omega_{n_{4}}\left(k_{4}-p\right)}  \tag{A3}\\
= & N_{\tau}^{3} \sum_{p=0}^{N_{\tau}-1} \sum_{\{m\}=-\infty}^{\infty} \sum_{\{k\}=0}^{\infty} Q_{1}^{k_{1}} Q_{2}^{k_{2}} Q_{3}^{k_{3}} Q_{4}^{k_{4}}(-1)^{m_{1}+m_{2}+m_{3}+m_{4}} \times  \tag{A4}\\
& \delta\left(k_{1}+p-m_{1} N_{\tau}\right) \delta\left(k_{2}-p-m_{2} N_{\tau}\right) \delta\left(k_{3}+p-m_{3} N_{\tau}\right) \delta\left(k_{4}-p-m_{4} N_{\tau}\right)
\end{align*}
$$

To saturate the delta functions when summing over $\{k\}$, we must account for the fact that all $k$ are positive. To this end, we extend the sums to negative values of $k$ and insert Heaviside functions accordingly (defined to saturate for non-negative values of the argument), which results in

$$
\begin{align*}
S_{4}= & N_{\tau}^{3} \sum_{p=0}^{N_{\tau}-1} \sum_{\{m\}=-\infty}^{\infty} Q_{1}^{N_{\tau} m_{1}} Q_{2}^{N_{\tau} m_{2}} Q_{3}^{N_{\tau} m_{3}} Q_{4}^{N_{\tau} m_{4}}(-1)^{m_{1}+m_{2}+m_{3}+m_{4}}\left(\frac{Q_{2} Q_{4}}{Q_{1} Q_{3}}\right)^{p} \times  \tag{A5}\\
& \theta\left(-p+m_{1} N_{\tau}\right) \theta\left(p+m_{2} N_{\tau}\right) \theta\left(-p+m_{3} N_{\tau}\right) \theta\left(p+m_{4} N_{\tau}\right)
\end{align*}
$$

Because of the range of $p$, the $\theta$ functions imply the following conditions: $m_{1} \geq 0$ if $p=0$, but otherwise $m_{1}>0$; an identical condition for $m_{3} ; m_{2} \geq 0$; and $m_{4} \geq 0$. Using the last two conditions, we obtain a first simplification:

$$
\begin{equation*}
S_{4}=N_{\tau}^{3} \frac{1}{1+Q_{2}^{N_{\tau}}} \frac{1}{1+Q_{4}^{N_{\tau}}} \sum_{p=0}^{N_{\tau}-1} \sum_{\{m\}=-\infty}^{\infty} Q_{1}^{N_{\tau} m_{1}} Q_{3}^{N_{\tau} m_{3}}(-1)^{m_{1}+m_{3}}\left(\frac{Q_{2} Q_{4}}{Q_{1} Q_{3}}\right)^{p} \theta\left(-p+m_{1} N_{\tau}\right) \theta\left(-p+m_{3} N_{\tau}\right) \tag{A6}
\end{equation*}
$$

Applying the remaining two conditions amounts to (note we separate the $p=0$ and $p \neq 0$ cases in the second line)

$$
\begin{align*}
& \sum_{\{m\}=-\infty}^{\infty} Q_{1}^{N_{\tau} m_{1}} Q_{3}^{N_{\tau} m_{3}}(-1)^{m_{1}+m_{3}} \sum_{p=0}^{N_{\tau}-1} X^{p} \theta\left(-p+m_{1} N_{\tau}\right) \theta\left(-p+m_{3} N_{\tau}\right)  \tag{A7}\\
= & \frac{1}{1+Q_{1}^{N_{\tau}}} \frac{1}{1+Q_{3}^{N_{\tau}}}\left[1+Q_{1}^{N_{\tau}} Q_{3}^{N_{\tau}} \sum_{p=1}^{N_{\tau}-1} X^{p}\right] \\
= & \frac{1}{1+Q_{1}^{N_{\tau}}} \frac{1}{1+Q_{3}^{N_{\tau}}}\left[1+Q_{1}^{N_{\tau}} Q_{3}^{N_{\tau}}\left(\frac{1-X^{N_{\tau}}}{1-X}-1\right)\right]
\end{align*}
$$

where $X=Q_{2} Q_{4} /\left(Q_{1} Q_{3}\right)$. Thus, the final result is simply

$$
\begin{equation*}
S_{4}=N_{\tau}^{3}\left(\prod_{k=1}^{4} \frac{1}{1+Q_{k}^{N_{\tau}}}\right)\left[1+\left(Q_{1} Q_{3}\right)^{N_{\tau}}\left(\frac{1-X^{N_{\tau}}}{1-X}-1\right)\right] \tag{A8}
\end{equation*}
$$

Note that, as anticipated, we obtained this result without resorting to contour integration, and moreover we addressed all the frequency sums simultaneously.

## Appendix B: Listing of Higher-Order Matsubara Frequency Sums

In this section, we will provide a listing of all Matsubara frequency sums that appear in the perturbative contributions to the grand-canonical partition function at third-order. Note that the first- and second-order sums $S_{1}, S_{1}^{(1)}$,
and $S_{4}$ are provided elsewhere in the text. In all cases, our expressions were checked by comparing with a direct evaluation of the defining sums in a small spacetime volume.

The frequency sum $S_{1}^{(2)}$ is defined as the sum over the product of three identical propagators, and the derived expression is given by

$$
\begin{equation*}
S_{1}^{(2)}=\sum_{n=1}^{N_{\tau}}\left(\frac{1}{1-Q_{1} e^{i \omega_{n}}}\right)^{3}=\frac{N_{\tau}\left(2-Q_{1}^{N_{\tau}}\left[N_{\tau}^{2}+3 N_{\tau}-4\right]+Q_{1}^{2 N_{\tau}}\left[N_{\tau}^{2}-3 N_{\tau}+2\right]\right)}{2\left(1+Q_{1}^{N_{\tau}}\right)^{3}} \tag{B1}
\end{equation*}
$$

The frequency sum $S_{4}^{(1)}$ can be obtained, as explained in the main text, by using a differentiation trick:

$$
\begin{equation*}
S_{4}^{(1)}=-\left.\frac{d S_{4}(\lambda)}{d \lambda}\right|_{\lambda=1} \tag{B2}
\end{equation*}
$$

where $\left.S_{4}(\lambda) \equiv \lambda^{-1} S_{4}\right|_{Q_{1} \rightarrow Q_{1} / \lambda}$. Thus,

$$
\begin{array}{r}
S_{4}^{(1)}=\sum_{n_{1}, n_{2}, n_{3}, n_{4}=1}^{N_{\tau}}\left(\frac{1}{1-Q_{1} e^{i \omega_{n_{1}}}}\right)^{2} \frac{1}{1-Q_{2} e^{i \omega_{n_{2}}}} \frac{1}{1-Q_{3} e^{i \omega_{n_{3}}}} \frac{1}{1-Q_{4} e^{i \omega_{n_{4}}}} \delta\left(\omega_{n_{1}}-\omega_{n_{2}}+\omega_{n_{3}}+\omega_{n_{4}}\right) \\
=N_{\tau}^{3}\left(\prod_{k=1}^{4} \frac{1}{1+Q_{k}^{N_{\tau}}}\right)\left\{\left[1+\left(Q_{1} Q_{3}\right)^{N_{\tau}}\left(\frac{1-X^{N_{\tau}}}{1-X}-1\right)\right]\left(\frac{\left(N_{\tau}-1\right) Q_{1}^{N_{\tau}}-1}{1+Q_{1}^{N_{\tau}}}\right)\right. \\
 \tag{B3}\\
\left.+N_{\tau}\left(Q_{1} Q_{3}\right)^{N_{\tau}}\left[1-\frac{1-X^{N_{\tau}}}{1-X}-\frac{X^{N_{\tau}}}{1-X}+\frac{X}{N_{\tau}} \frac{1-X^{N_{\tau}}}{(1-X)^{2}}\right]\right\}
\end{array}
$$

where $X \equiv Q_{2} Q_{4} /\left(Q_{1} Q_{3}\right)$.
Finally, the frequency sum $S_{6}$ is defined as

$$
\begin{array}{r}
S_{6}=\sum_{\substack{n_{1}, n_{2}, n_{3}, n_{4}, n_{5}, n_{6}}}\left(\prod_{k=1}^{6} \frac{1}{1-Q_{k} e^{i \omega_{n_{k}}}}\right) \delta\left(\omega_{n_{1}}-\omega_{n_{2}}-\omega_{n_{5}}+\omega_{n_{6}}\right) \delta\left(\omega_{n_{3}}-\omega_{n_{4}}+\omega_{n_{1}}-\omega_{n_{6}}\right) \\
=N_{\tau}^{4}\left(\prod_{k=1}^{6} \frac{1}{1+Q_{k}^{N_{\tau}}}\right)\left(S_{6 A}+S_{6 B}+S_{6 C}+1\right) \tag{B4}
\end{array}
$$

such that

$$
\begin{gather*}
S_{6 A} \equiv\left(Q_{2} Q_{4}\right)^{N_{\tau}}\left[\left(\frac{1-(X Y)^{N_{\tau}}}{1-X Y}-1\right)\left(1+Q_{5}^{N_{\tau}}+Q_{6}^{N_{\tau}}\right)+F(X, Y) Q_{6}^{N_{\tau}}+F(Y, X) Q_{5}^{N_{\tau}}\right]  \tag{B5}\\
S_{6 B} \equiv\left(Q_{4} Q_{6}\right)^{N_{\tau}}\left(\frac{1-Y^{N_{\tau}}}{1-Y}-1\right), \quad \text { and } \quad S_{6 C} \equiv\left(Q_{2} Q_{5}\right)^{N_{\tau}}\left(\frac{1-X^{N_{\tau}}}{1-X}-1\right) \tag{B6}
\end{gather*}
$$

where we also define

$$
\begin{equation*}
F(X, Y) \equiv \frac{1-Y^{N_{\tau}}}{1-Y}\left(1-\frac{1-X^{N_{\tau}}}{1-X}\right)+\frac{1}{1-Y}\left(\frac{1-X^{N_{\tau}}}{1-X}-\frac{1-(X Y)^{N_{\tau}}}{1-X Y}\right) \tag{B7}
\end{equation*}
$$

as well as $X \equiv Q_{1} Q_{6} /\left(Q_{2} Q_{5}\right)$ and $Y \equiv Q_{3} Q_{5} /\left(Q_{4} Q_{6}\right)$. As evident from the above expressions, it is important to consider limiting cases near poles (e.g. $X=1$ ) when numerically evaluating these sums; such limits are straightforward to compute and implement.
[2] L. Bongiovanni, Numerical methods for the sign problem in Lattice Field Theory, arXiv:1603.06458.
[3] P. de Forcrand, Simulating QCD at finite density, PoS LAT2009 (2009) 010.
[4] Z.C. Wei, C. Wu, Y. Li, S. Zhang, and T. Xiang, Majorana Positivity and the Fermion Sign Problem of Quantum Monte Carlo Simulations, Phys. Rev. Lett. 116, 250601 (2016).
[5] Z.-X. Li, Y.-F. Jiang, and H. Yao, Majorana-TimeReversal Symmetries: A Fundamental Principle for Sign-Problem-Free Quantum Monte Carlo Simulations, Phys. Rev. Lett. 117, 267002 (2016).
[6] M. Troyer and U.-J. Wiese, Computational Complexity and Fundamental Limitations to Fermionic Quantum Monte Carlo Simulations, Phys. Rev. Lett. 94, 170201 (2005).
[7] M. D. Hoffman, P. D. Javernick, A. C. Loheac, W. J. Porter, E. R. Anderson, and J. E. Drut, Universality in one-dimensional fermions at finite temperature: Density, compressibility, and contact, Phys. Rev. A 91, 033618 (2015).
[8] G. Aarts, Introductory lectures on lattice $Q C D$ at nonzero baryon number, J. Phys. Conf. Ser. 706 (2016) 022004
[9] G. Aarts, Complex Langevin dynamics and other approaches at finite chemical potential, PoS Lattice2012 (2012) 017.
[10] D. Sexty, New algorithms for finite density $Q C D, \operatorname{PoS}$ LATTICE 2014 (2014) 016.
[11] G. Aarts and I.-O. Stamatescu Stochastic quantization at finite chemical potential, JHEP09(2008) 018.
[12] E. Seiler, D. Sexty and I. O. Stamatescu, Gauge cooling in complex Langevin for $Q C D$ with heavy quarks, Phys. Lett. B 723 (2013) 213.
[13] G. Aarts, F. Attanasio, B. Jäger and D. Sexty, The $Q C D$ phase diagram in the limit of heavy quarks using complex Langevin dynamics, JHEP 1609 (2016) 087.
[14] D. Sexty, Simulating full QCD at nonzero density using the complex Langevin equation, Phys. Lett. B 729 (2014) 108
[15] G. Aarts, E. Seiler, D. Sexty and I. O. Stamatescu, Simulating QCD at nonzero baryon density to all orders in the hopping parameter expansion, Phys. Rev. D 90, 114505 (2014).
[16] D. K. Sinclair and J. B. Kogut, Exploring ComplexLangevin Methods for Finite-Density QCD, PoS LATTICE 2015 (2016) 153.
[17] T. Hayata, A. Yamamoto, Complex Langevin simulation of quantum vortices in a Bose-Einstein condensate, Phys. Rev. A 92, 043628 (2015).
[18] A. Yamamoto, T. Hayata, Complex Langevin simulation in condensed matter physics, PoS (LATTICE 2015) 041.
[19] X-W. Guan, M. T. Batchelor, and C. Lee, Fermi gases in one dimension: From Bethe ansatz to experiments, Rev. Mod. Phys. 85, 1633 (2013).
[20] P. Kakashvili and C. J. Bolech, Paired states in spinimbalanced atomic Fermi gases in one dimension, Phys. Rev. A 79, 041603R (2009).
[21] F. H. L. Essler, H. Frahm, F. Göhmann, A. Klümper, V. E. Korepin, The One-Dimensional Hubbard Model (Cambridge University Press, Cambridge, 2005).
[22] M. J. Wolak, V. G. Rousseau, C. Miniatura, B. Grémaud, R. T. Scalettar, and G. G. Batrouni, Finite-temperature quantum Monte Carlo study of the one-dimensional polarized Fermi gas, Phys. Rev. A 82, 013614 (2010).
[23] G. G. Batrouni, M. H. Huntley, V. G. Rousseau, and R. T. Scalettar, Phys. Rev. Lett. 100, 116405 (2008).
[24] M. Casula, D. M. Ceperley, and E. J. Mueller, Phys. Rev. A 78, 033607 (2008).
[25] A. E. Feiguin and F. Heidrich-Meisner, Phys. Rev. B 76, 220508(R) (2007).
[26] A. Lüscher, R. M. Noack, and A. M. Läuchli, Phys. Rev. A 78, 013637 (2008).
[27] M. Rizzi, M. Polini, M. A. Cazalilla, M. R. Bakhtiari, M. P. Tosi, and R. Fazio, Phys. Rev. B 77, 245105 (2008).
[28] M. Tezuka and M. Ueda, Phys. Rev. Lett. 100, 110403 (2008).
[29] M. T. Batchelor et al., Journal of Physics Conference Series 42, 5 (2006).
[30] X.-W. Guan, M. T. Batchelor, C.-H. Lee and M. Bortz, Phase transitions and pairing signature in strongly attractive Fermi atomic gases, Phys.Rev. B 76, 085120 (2007).
[31] E. Zhao, X.-W. Guan, W. V. Liu, M. T. Batchelor, and M. Oshikawa, Analytic Thermodynamics and Thermometry of Gaudin- Yang Fermi Gases, Phys. Rev. Lett. 103, 140404 (2009).
[32] A. M. Tsvelik, Quantum Field Theory in Condensed Matter Physics, (Cambridge University Press, Cambridge, 1995).
[33] D. Roscher, J. Braun, and J. E. Drut, Inhomogeneous phases in one-dimensional mass- and spin-imbalanced Fermi gases, Phys. Rev. A 89, 063609 (2014).
[34] A. Imambekov, T. L. Schmidt, and L. I. Glazman, Onedimensional quantum liquids: Beyond the Luttinger liquid paradigm, Rev. Mod. Phys. 84, 1253 (2012).
[35] M. Lewenstein, A. Sanpera, V. Ahufinger, Ultracold Atoms in Optical Lattices: Simulating Quantum Manybody Systems, (Oxford University Press, Oxford, 2012)
[36] Y. Liao, A. Rittner, T. Paprotta, W. Li, G. Patridge, R. Hulet, S. Baur, and E. Mueller, Spin-imbalance in a one-dimensional Fermi gas, Nature 467, 567 (2010).
[37] G. Pagano, M. Mancini, G. Cappellini, P. Lombardi, F. Schäfer, H. Hu, X.-J. Liu, J. Catani, C. Sias, M. Inguscio, and L. Fallani, A one-dimensional liquid of fermions with tunable spin, Nature Physics 10, 198 (2014).
[38] R. L. Stratonovich, On a Method of Calculating Quantum Distribution Functions, Sov. Phys. Dokl., 2, 416 (1958).
[39] J. Hubbard, Calculation of Partition Functions, Phys. Rev. Lett., 3, 77 (1959).
[40] A. Nieto, Evaluating sums over the Matsubara frequencies, Comput. Phys. Commun.,92, 54 (1995).
[41] J. E. Drut and A. N. Nicholson, Lattice methods for strongly interacting many-body systems, J. Phys. G: Nucl. Part. Phys. 40, 043101 (2013).
[42] D. Lee, Ground state energy at unitarity, Phys. Rev. C 78, 024001 (2008);
[43] D. Lee, Lattice simulations for few- and many-body systems, Prog. Part. Nucl. Phys. 63, 117 (2009).
[44] F. Attanasio, B, Jäger, Testing dynamic stabilisation in complex Langevin simulations, PoS LATTICE2016, arXiv:1610.09298.
[45] G. Aarts, F. Attanasio, B. Jäger and D. Sexty, Complex Langevin in Lattice QCD: dynamic stabilisation and the phase diagram, Acta Phys. Polon. Supp. 9 (2016) 621.
[46] S. Duane, A. D. Kennedy, B. J. Pendleton, D. Roweth, Hybrid Monte Carlo, Phys. Lett. B 195, 216 (1987).
[47] S. A. Gottlieb, W. Liu, D. Toussaint, R. L. Renken, Hybrid-molecular-dynamics algorithms for the numerical
simulation of quantum chromodynamics, Phys. Rev. D 35, 2531 (1987).
[48] G. Parisi and Y. S. Wu, Sci. Sin. 24, 483 (1981).
[49] P. H. Damgaard and H. Hüffel, Stochastic quantization, Phys. Rept. 152 (1987) 227.
[50] G. G. Batrouni, G. R. Katz, A. S. Kronfeld, G. P. Lepage, B. Svetitsky and K. G. Wilson, Langevin simulations of lattice field theories, Phys. Rev. D 32, 2736 (1995).
[51] G. Parisi, On complex probabilities, Phys. Lett. B 131 (1983) 393.
[52] G. Aarts, E. Seiler, and I.-O. Stamatescu, The Complex Langevin method: When can it be trusted?, Phys. Rev. D 81, 054508 (2010).
[53] G. Aarts, F. A. James, E. Seiler, and I.-O. Stamatescu, Complex Langevin: Etiology and Diagnostics of its Main Problem, Eur. Phys. J. C 71, 1756 (2011).
[54] G. Aarts, E. Seiler, D. Sexty and I. O. Stamatescu, Complex Langevin dynamics and zeroes of the fermion determinant, arXiv:1701.02322
[55] K. Nagata, J. Nishimura, and S. Shimasaki, Argument for justification of the complex Langevin method and the con-
dition for correct convergence, Phys. Rev. D94, 114515 (2016).
[56] J. Nishimura, and S. Shimasaki, New insights into the problem with a singular drift term in the complex Langevin method, Phys. Rev. D 92, 011501 (2015).
[57] G. Aarts, F. A. James, E. Seiler and I.-O. Stamatescu, Adaptive stepsize and instabilities in complex Langevin dynamics, Phys.Lett. B 687 (2010) 154.
[58] J. Bloch, J. Meisinger, S. Schmalzbauer Reweighted complex Langevin and its application to two-dimensional $Q C D$, arXiv:1701.01298
[59] J. Bloch, Reweighting complex Langevin trajectories, arXiv:1701.00986
[60] M. Gaudin, Un systeme a une dimension de fermions en interaction, Phys. Lett. 24A, 55 (1967)
[61] C. N. Yang, Some Exact Results for the Many-Body Problem in one Dimension with Repulsive Delta-Function Interaction, Phys. Rev. Lett. 19, 1312 (1967).
[62] T. Giamarchi, Quantum Physics in One Dimension, (Oxford University Press, Oxford, 2004).

