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Indirect detection of dark matter is a major avenue for discovery. However, baryonic backgrounds
are diverse enough to mimic many possible signatures of dark matter. In this work, we study the
newly proposed technique of dark matter velocity spectroscopy [1]. The non-rotating dark matter
halo and the Solar motion produce a distinct longitudinal dependence of the signal which is opposite
in direction to that produced by baryons. Using collisionless dark matter only simulations of Milky
Way like halos, we show that this new signature is robust and holds great promise. We develop
mock observations by high energy resolution X-ray spectrometer on a sounding rocket, the Micro-
X experiment, to our test case, the 3.5 keV line. We show that by using six different pointings,
Micro-X can exclude a constant line energy over various longitudes at ≥ 3σ. The halo triaxiality is
an important effect and it will typically reduce the significance of this signal. We emphasize that
this new smoking gun in motion signature of dark matter is general, and is applicable to any dark
matter candidate which produces a sharp photon feature in annihilation or decay.

I. INTRODUCTION

The search for the particle properties of dark mat-
ter is one of the most important research avenues [2–4].
The “weak” interactions experienced by the dark matter
particle complicates these searches. Despite decades of
multi-pronged searches, we have not yet identified the
dark matter particle [5]. One of the most important
ways to search for dark matter particles is indirect de-
tection [6, 7].

Many anomalous signals have been interpreted as aris-
ing from dark matter interactions [8–20]. Astrophysical
sources and detector artifacts have been known to mimic
a dark matter signal [21–28]. The separation of signal and
background is difficult since one needs to model these in
the same data set. Taking lessons from all these misad-
ventures, it is prudent to ask for new methods to cleanly
separate the signal and background. This is especially
important since there are many viable dark matter can-
didates which can only be detected via astrophysical ob-
servations [29, 30].

Distinct kinematic signatures arising from dark mat-
ter annihilation or decay are used to separate the dark
matter signal from background. These signatures include
monochromatic photons arising from dark matter anni-
hilation or decay. Past experiences have shown that it is
not reliable to only depend on this kinematic end point
signature for the identification of a dark matter signal.
This raises the question: can we devise a new test of dark
matter to confirm indirect detection signals?
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Ref. [1] devised a new smoking gun in motion test of
dark matter in indirect detection. It utilized the su-
perb energy resolution, ∼ O(0.1%), of Hitomi (previ-
ously known as Astro-H) [31] to find the new signature —
dark matter velocity spectroscopy. Solar motion around
the Galaxy produces a distinct longitudinal dependence
in the dark matter signal, a signature of Doppler effect.
This new signature is model-independent and applicable
to any dark matter signal containing a sharp feature. It
is unlikely that baryonic phenomena can produce such a
distinct signature [1].

Given the importance of dark matter particle searches,
it is important to characterize any new model-
independent signature in detail. While Hitomi had a nar-
row field of view (FoV), it is important to confirm if dark
matter velocity spectroscopy can also be performed by
a high energy resolution instrument with a wide field of
view. These instruments can give strong and complemen-
tary limits on sterile neutrino dark matter decay [32–34].
In this work, we study the potential of dark matter veloc-
ity spectroscopy with a high energy resolution and wide
FoV instrument, namely Micro-X.

We perform such a study in this work using collision-
less dark matter only simulations from Mao etal. [35].
Dark matter simulations take into account many com-
plex non-linear processes which take part in galaxy for-
mation. This also helps us to take into account many
halo properties which are not described by an analytical
description of the halo.

As an example of the dark matter signal, we consider
the 3.5 keV line [18, 19]. The status of the 3.5 keV line is
controversial [36–63]. The malfunctioning of the Hitomi
satellite did not permit an observation to conclusively
test this signal. We use future Micro-X observations [34]
to demonstrate our technique. It is expected that Micro-
X will have an energy resolution (FWHM) of 3 eV at 3.5



2

keV [34], a high enough energy resolution to permit dark
matter velocity spectroscopy [1]. We emphasize that we
are using this 3.5 keV signal as a proxy, and that the
underlying physics of dark matter velocity spectroscopy
is particle physics model-independent.

There have been many works in which velocity spec-
troscopy was used to understand baryonic astrophysical
emission [64–67]. Ref. [1] first applied this technique ana-
lytically to dark matter (see the footnote mentioning pri-
vate communication by J. Bahcall in [68]). In this work,
we analyze for the first time dark matter velocity spec-
troscopy using collisionless dark matter only simulations

Any telescope with O(0.1%) energy resolution can per-
form dark matter velocity spectroscopy. An improvement
in the energy resolution is the natural step in the evolu-
tion of telescope instrumentation. This improvement will
help in disentangling the dark matter signal from back-
ground, and improve our knowledge of the astronomical
sources. For certain wavelengths, it is already known how
to build a detector with O(0.1%) energy resolution, such
as INTEGRAL/ SPI [69], XQC [34], and Hitomi [31, 70].
Near future instruments like Micro-X [34], ATHENA X-
IFU [71], and HERD [72, 73] will also have ∼ O(0.1%)
energy resolution.

II. THEORY

In this section, we outline the theoretical insights lead-
ing to dark matter velocity spectroscopy [1]. The discus-
sion is tailored for a wide field of view instrument like
Micro-X. In this work, we are concerned with sterile neu-
trino, νs, decay to an active neutrino, νa, and a photon,
γ: νs → νa + γ. This implies that the photon energy
E = ms/2. We concentrate on the detection of photons
in this work.

A. Derivation

We now derive the main analytic expressions needed
for velocity spectroscopy. For notational convenience, we
define the position vector r = r(s,Ω), where s is the
distance along the line of sight, and Ω is the solid an-
gle. For instruments with an energy resolution δE/E �
O(0.1%), the differential flux of photons originating from
dark matter decay in the Milky Way halo is given by [34]:

d2F
dΩ dE

=
Γ

4πms

dN

dE

∫ smax

0

ds ρ(r) . (1)

Here F denotes the flux in cm−2 s−1, Ω denotes the solid
angle in sr, E denotes the energy of the photon in keV,
and Γ denotes the decay rate (in s−1) of the dark matter
particle of mass ms (in keV). The dark matter density
(in keV cm−3) profile is denoted by ρ(r), and the pho-
ton spectrum (in keV−1) is denoted by dN(E)/dE. The
line of sight distance, s, varies from 0 to smax, where the

maximum value of the line of sight distance, smax, ap-
proximately corresponds to the virial radius of the Milky
Way halo.

Observation by a telescope with ∼ O(0.1%) energy res-
olution modifies Eqn. 1 in two important and distinct
ways. First, the photon line is broadened due to the
velocity dispersion of the dark matter particles in the
Milky Way halo. Second, the photon energy experiences
Doppler shift.

FIG. 1. The projected column density of Halo 374 [35], the
most spherical halo in the suite of simulations used here.
The color scale is given in units of the surface brightness ob-
served at the distance of the Sun, 8 kpc from the halo center.
The diagram illustrates the basic principle of velocity spec-
troscopy: X-ray photons due to sterile neutrino dark matter
decay are collected from within the field of view (shaded tri-
angle) at the Sun’s position. The net blue- or redshift of
observed photons is determined by the line of sight relative
to the Sun’s velocity. In this simple model, the energy shift
δE/E = (v�/c) sin ` cos b (see Sec. II A).

We take into account the broadening of the line by
convolving dN(E)/dE by a Gaussian of width σE =
(E/c)σvLOS [1]. Here σvLOS(r) is the line of sight veloc-
ity dispersion of dark matter. The Gaussian form arises
since we consider a Maxwellian dark matter velocity dis-
tribution. The line shape will slightly change if we con-
sider dark matter velocity distribution favored by recent
hydrodynamical simulations [74–79], but we ignore this
small difference in this work.

The broadened line spectrum can be written as

dÑ(E, r)

dE
=

∫
dE′

dN(E)

dE
G(E − E′, σE′(r)) , (2)

where the convolution function is a Gaussian, as men-
tioned above. The width of the Gaussian, σE(r), is cal-
culated following Ref. [1].

Since the solar velocity v� � c, we can use the non-
relativistic formula for Doppler shift: δE/E = −vLOS/c.
Following Ref. [1], we define vLOS = (〈vχ〉 − v�) · r̂LOS.
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We assume 〈vχ〉 ≈ 0, and v� = 220 km s−1. We ig-
nore smaller peculiar velocities, ∼ O(10 km s−1), in this
expression [1]. In the coordinate system where the x-
axis is towards the Galactic Center, the direction of the
Galactic rotation is in the y direction, and the z-axis
is normal to the Galactic plane, we have v� = v� ŷ.
In this reference frame, v� · r̂LOS = v�y/|rLOS|. In
terms of the Galactic longitude, `, and Galactic lati-
tude, b, we have y = rLOS sin ` cos b. From this, we have
vLOS = v� sin ` cos b.

Taking these two effects into account, we can rewrite
Eqn. 1 as

d2F
dΩ dE

=
Γ

4πms

∫ smax

0

ds ρ(r)

× dÑ [E(1− vLOS(r)/c), r]

dE
. (3)

An important difference between the narrow field of view
and wide field of view instruments is encapsulated in the
term E(1− vLOS(r)/c). For Hitomi, with a field of view
of 9 arcmin2, the maximum value of the line intensity ap-
proximately occurs at the center of the field of view. This
is not true for a wide field of view instrument like Micro-
X (20◦ radius field of view). The maximum value of the
line intensity depends on the density profile as is evident
from Eqn. 3. The line is also wider when compared to
that observed in a narrow field of view instrument.

The shift in the central value of the energy of the
widened line is shown by the argument (E/c)vLOS(r).
Both the width and observed energy of the line are de-
termined by the position r of the emission, indicated by
r in the argument of dÑ/dE.

B. Analytic model

Here we describe the analytic model to which we com-
pare the results of our N-body analysis. For our pur-
poses, we assume that dN/dE is a line. Thus, dÑ/dE is
a Gaussian of width σE in accordance with Eqn. (2).

We begin with the total flux, which is found simply by
integrating the J-factor over the field of view.

F =
Γ

4πms

∫
Ω

∫ smax

0

dΩ ds ρ(r) . (4)

In the limit of a small FoV, the J-factor can be assumed
constant over the FoV. As we consider a large FoV in-
strument here, we retain the full form of this integral in
our calculations.

The observed Doppler shift is given in terms of the
LOS velocity, weighted by the flux:

〈vLOS〉 =
1

F
Γ

4πms

∫
Ω

∫ smax

0

dΩ ds ρ(r) vLOS(r) . (5)

Again, in the limit of a small FoV, 〈vLOS〉 = v� sin ` cos b.
We refer to this hereafter as the “simple sinusoid model”.

Finally, the Doppler-broadened width of the line can
be expressed simply when dÑ/dE is a Gaussian:

〈σ2
vLOS,total〉 =

1

F
Γ

4πms

∫
Ω

∫ smax

0

dΩ ds ρ(r)

× [(vLOS(r)− 〈vLOS〉)2 + σ2
vLOS

(r)] . (6)

Here the first term arises from the slightly different shifts
in the FoV, whereas the second term is due to intrinsic
width. We compute these integrals analytically using a
standard numerical quadrature routine.

III. METHODS

A. Simulations

Numerical simulations take into account many differ-
ent processes which participate in dark matter halo for-
mation. Many signatures of these non linear processes are
not taken into account in an analytical model of the dark
matter halo. It is thus important to validate any new
signature of dark matter by using simulations of galaxy
formation.

We evaluate the potential of dark matter velocity
spectroscopy using collisionless dark-matter-only N-body
simulations. We study a suite of Milky Way analogues
run using the L-GADGET cosmology code (a descen-
dant of GADGET-2 [80]). These are dark-matter-only
zoom-in simulations run by Ref. [35] to study subhalo
abundance. Their high resolution and multiple realiza-
tions makes them suitable for our purposes as well. Each
halo has O(107) high-resolution particles with a particle
mass mp = 4.0× 105M� and total mass Mvir ' 1012M�
(masses in physical units). Refer to [35] for the full de-
scription of the simulation parameters.

A 7 keV sterile neutrino, produced by the Shi-Fuller
mechanism [81], has a non-negligible free-streaming
length and hence introduces a cutoff in the matter power
spectrum at a wave number kWDM ' 10 Mpc−1 h [82].
This gives a corresponding mass scale cutoff of MWDM '
1010 M�, or roughly 10−2 of the Milky Way halo mass.
As we are interested in the main halo itself, we do not
concern ourself with the differences in smaller mass scales
that may arise due to our use of pure CDM simula-
tions as a proxy for sterile neutrino dark matter. It has
been shown that the flux maps for cold versus keV-mass
dark matter haloes differ by a few percent at most [83].
While we focus on ms = 7 keV here, one should view
this study as a test model while noting that the velocity
spectroscopy approach is valid over a wide range of parti-
cle masses. A different production mechanism for sterile
neutrinos can change the free streaming length [84], but
the general idea of velocity spectroscopy is valid for any
production mechanism of dark matter.

When using simulations, the modeled DM decay signal
is not isotropic about the Galactic Center. Therefore, we
must also explicitly set the observer’s position and orien-
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tation when performing a synthetic observation. For the
majority of the work, we are agnostic to the distribution
of the dark matter prior to an observation. When set-
ting up each synthetic observation, we simply generate
a new random orientation on the sphere using a uniform
sampling algorithm (see e.g. Ref. [85]) and then apply
that rotation to the particle data. The exceptions are the
sky maps and the study of the effects of halo triaxility
(Section IV), for which observer positions were predeter-
mined.

Among the 46 halo realizations, we focus on one
halo, Halo 374, (Figure 1) in detail. This is the most
spherically-symmetric halo, with principal axis ratios
b/a = 0.86 and c/a = 0.73. We choose this halo to
facilitate the comparison of our results with a spherically
symmetric generalized NFW profile of the halo. Dark-
matter-only simulations produce triaxial halos, but re-
cent hydrodynamical simulations have shown that the
inclusion of baryons tend to sphericalize a halo [86–89].

Although hydrodynamical models are investigated by
many groups, it is not yet known if all the baryonic pro-
cesses are self consistently taken into account in these
simulations. To take into account these uncertainties, we
will also show our results for halos which are less spheri-
cal compared to Halo 374. The statistical significance of
the result depends on the triaxiality of the halo.

B. Velocity spectroscopy using simulations

In order to generalize the analytical methods presented
in Sec. II to a simulation containing N-body particles,
we simply convert the integration to a sum over the N-
body particles. This is similar in spirit to the “sightline”
method employed by [83] and the velocity distribution
function sampling of [90]. We construct the full spectral
intensity seen by the detector directly from the N-body
particles, incorporating Doppler shift and velocity dis-
persion in a natural way.

The total flux can be found by integrating the differen-
tial flux in Eqn. 1 over the energy and solid angle. Imple-
menting this in an N-body simulation implies a summa-
tion over all of the particles, p, within the field of view, Ω,
and weighting by the inverse square of the scalar distance
to the observer, r−2

p :

F =
Γ

4πms

∑
p∈Ω

mp

r2
p

. (7)

The differential flux in energy can also be calculated
in a similar way:

dF
dE

=
Γ

4πms

∑
p∈Ω

mp

r2
p

dN [E(1− vp/c)]
dE

, (8)

where vp is the velocity of particle p projected along the
line of sight to the observer. By considering the LOS
velocity of each particle independently, we automatically

capture the spectral convolution introduced by the bulk
velocity dispersion.

We focus here on the special case where dN/dE is a
line due to sterile neutrino decay. The parameters of the
sterile neutrino are those favored by the 3.5 keV line [18].
In this case, computing the observed spectrum is then as
simple as building a flux-weighted histogram of the line-
of-sight velocities for all particles in the sampling cone. In
practice we find dF/dE to be very nearly Gaussian. We
compare the line width and shift computed analytically
and directly from simulations in Fig. 2 for six different
fields of view at b = 25◦. The analytical computation
is shown by dashed line, whereas the solid line shows
the lines computed directly from the simulations. Good
agreement is seen between these two different computa-
tions for this halo.

FIG. 2. We plot the decay line spectrum dF/dE as a function
of fractional shift in the energy δE/E for six different point-
ings `, with b = 25◦. This compares the empirical histograms
(solid) computed from the N-body simulation against the an-
alytic Gaussian model (dashed) computed from an NFW pro-
file with an analytic velocity dispersion model. The Gaussian
line profile agrees closely with the empirical spectrum. The
data for all six pointings are normalized relative to one an-
other, and the x-axis is multiplied by 1000 for clarity.

C. Synthetic observation by Micro-X

The instrument that we focus on in this work is Micro-
X [34]. It is a direct successor to the XQC sounding
rocket experiment [32, 33, 91]. We follow the parame-
ters of the instrument near 3.5 keV as mentioned in [34]:
20◦ radius field of view, effective area 1 cm2 , 96%
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detector efficiency, 300 s exposure time, and 3 eV en-
ergy resolution (FWHM). For convenience we combine
these instrumental parameters into the exposure factor
OMX = 288 cm2 s.

To minimize contamination by the Galactic plane, we
focus on fields of view which are centered at b = 25◦ for
various different Galactic longitudes, `. This choice is a
compromise between the decreasing signal strength away
from the Galactic Center, and the more rapidly decreas-
ing background away from the Galactic plane. A typical
sterile neutrino decay flux at 3.5 keV from the Milky Way
halo at b = 25◦ is F ∼ 0.1 photons cm−2 str−1 s−1 for a
signal count Ns ∼ 3− 12 photons, depending on `.

We model the background Nb using the cosmic X-ray
background model of [92]. The use of an alternative
model [93] for the cosmic X-ray background increases the
background rate by ∼ 20%, but does not alter our con-
clusions significantly.

In order to understand the impact of point sources
in our fields of view, we use the MAXI/ SSC cata-
log [94]. The catalog gives the time averaged flux of X-
ray sources in the energy range 0.7 - 7 keV separated
into two energy bands: soft (0.7 - 1.85 keV) and hard
(1.85 - 7 keV). We assume that the time averaged X-ray
flux dN/dE = NX E

α (in units of keV−1 cm−2 s−1),
so that the flux measured by MAXI/ SSC in the soft

and hard band is given by
∫ 1.85 keV

0.7 keV
E(dN/dE) dE and∫ 7 keV

1.85 keV
E(dN/dE) dE respectively. We can estimate the

normalisation and the spectral index of the flux for each
source using the measurements in these two bands. The
values of the normalisations and the spectral indices for
the sources in our fields of view is given in Table I. Due
to the large field of view, the cosmic X-ray background
produces the larger contribution, and the contribution
of the point sources is small (. 20%). We are only in-
terested in the flux in a small energy range around 3.5
keV, and the exact value of the spectral index does not
play a significant role. There are a few other sources in
the MAXI/ SSC catalog which fall in our fields of view.
For these sources, Ref. [94] did not mention the flux in
either the soft or the hard energy band, and thus we
were unable to infer the normalization and spectral in-
dex using our method outlined above. We expect that
these sources will have a negligible contribution to the
background counts.

Since we have only assumed a time averaged spectrum,
the background can be higher if a source is in a flaring
state, but that can be tackled only with a real observa-
tion. The photon energy range depends on the pointing
of Micro-X. We find that the range 3.5 keV ± 10.5 eV
is wide enough to cover the signal for all the pointings
considered in this work. This range contains all of the ex-
pected signal and captures sufficient background counts
for signal and background to be differentiated effectively.
The background spectrum is constant to within 1% over
this small range, so we fit a flat spectrum in our analy-
sis. A typical background count in this energy window is
Nb ∼ 3 photons per pointing.

Our synthetic observation itself consists of a Monte
Carlo sampling of photons from the N-body particles
and the background model. For each particle p ∈ Ω
in the sampling cone, we sample np ∼ Poisson(λp)
photons, where the expected photon count per parti-

cle λp =
ΓOMXmp
4πmsr2p

. Each signal photon is given en-

ergy Ei ∼ N [E(1 − vp/c), σinstr] to model the energy
resolution of the instrument. In addition, we sample
nb ∼ Poisson(λb) background photons, where the rate λb
is determined by the background model [92], and endow
each with energy Ei ∼ Uniform(3.5 keV ± 10.5 eV).

We then attempt to reconstruct the sterile neutrino
decay line from the synthetic photons {Ei}. A major
challenge in this work is differentiating between small
numbers of signal v/s background photons in order to
determine the line energy. To this end, we use an ex-
tended maximum likelihood analysis for each pointing `.
This is an unbinned analysis described by [95] which al-
lows us to estimate the signal parameters E and σE as
well as the signal and background counts Ns and Nb si-
multaneously. This technique has been used by Ref. [34]
as well, as it gives good fits to unbinned data for small
number counts.

TABLE I. The normalisation and the spectral index of the
various sources which fall inside the fields of view chosen in
this paper. The sources are taken from the MAXI/ SSC cat-
alog [94].

Source NX (in keV−1 cm−2 s−1) α

1ES 1959+650 0.04 - 2.11

Abell 2319 0.04 -1.92

3C 390.3 0.007 -1.22

Swift J1753.5-0127 0.2 1.97

GX 9+9 0.59 -1.18

Abell 2256 0.016 -1.49

Her X-1 0.016 -0.95

Mrk 501 0.058 -1.91

Abell 2199 0.025 -1.33

Abell 2147 0.025 -2.06

SN 1006 0.044 -2.26

EX Hya 0.034 -1.62

Centaurus Cluster 0.073 -1.87

Abell 1060 0.019 -1.55

MAXI J0918-121 0.015 -1.73

Abell 754 0.021 -1.48

Abell 644 0.015 -1.55
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Our likelihood function is

L(E, σE , Ns, Nb; {Ei}) =

e−(Ns+Nb)

N !

N∏
i=1

 Nse
−(Ei−E)2

2(σ2
E

+σ2
instr

)√
2π(σ2

E + σ2
instr)

+
Nb
σb

 . (9)

Fixed parameters are the total number of observed pho-
tons N , the energy range over which the likelihood is fit
σb = 21 eV, and the Gaussian equivalent instrumental
energy resolution σinstr = 1.3 eV. The use of σinstr in our
fit models the uncertainty in the observed photon ener-
gies Ei and serves to regularize the problem. We give an
example of one such synthetic observation and extended
likelihood fit in Figure 3.

FIG. 3. An example of a synthetic Micro-X observation. The
histogram gives the observed photons, though we emphasize
that this is only to guide the eye; the likelihood analysis itself
is unbinned. The dashed black curves show the model fit,
with the horizontal error bars giving the position of the line
centroid and 1σ uncertainty. This uncertainty is computed
via the extended likelihood analysis described by Ref. [95].
The vertical red dashed lines give the line energy as predicted
by the analytic model.

Our figure of merit for a detection of a Doppler-shifted
line is the probability that the data exclude zero shift-
ing. In other words, we consider the energy shift of the
line centroid away from δE/E = 0 in units of σcent, the
uncertainty in the line energy.

Ref. [95] gives a prescription for obtaining the covari-

ance matrix between the four fitted parameters, which
we use to compute σcent. This naturally incorporates
the Poisson errors due to Ns and Nb, so that σcent ∼(
σ2
E+σ2

instr

Ns

)1/2

as expected. We obtain a global signifi-

cance by summing the significances (the number of σcent

by which δE/E = 0 is excluded) for each pointing in
quadrature.

IV. RESULTS

Our velocity spectroscopy analysis on N-body data re-
veals three main insights.

FIG. 4. Velocity spectroscopy on the Milky Way analogue
Halo 374. This shows the position of the observed line cen-
troid due to sterile neutrino decay as a function of Galactic
longitude `, with latitude b = 25◦. Here we compare results
as computed from the N-body simulation (see Section III B)
for the instrumental parameters of Micro-X with our analytic
model (Section II) as well as a simple sinusoidal model, show-
ing excellent agreement between the three. Note that the
error bars represent σcent, the 1σ uncertainty in the energy of
the line centroid. This uncertainty is dominated by the Pois-
son statistics; we see that for hypothetical exposures with 10x
and 100x the photon counts, the error bars shrink consider-
ably. This also illustrates that the analytic NFW model (Sec-
tion II B), the small-FOV sinusoidal model, and the N-body
data are indistinguishable until a 100x exposuire is consid-
ered. For the purposes of this plot and the sky maps (figures

7 and 8), we estimate σcent = (σ2
E+σ2

instr)
1/2C(Nb/Ns)N

−1/2
s ,

where C(R) =
√

1 + 4R is a factor given by the optimal
Cramer-Rao bound.

The first is that our analytic model matches the N-
body calculation extremely well (χ2

red = 1.8× 10−3). We
summarize this result in Figure 4. Furthermore, the sim-
ple sinusoid model given by δE/E = (v�/c) sin ` cos b
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FIG. 5. PDFs of the detection significance for Doppler shift-
ing of the dark matter decay line, given in units of σ. Vertical
dashed lines and shaded regions give the 95% confidence in-
terval. We see that for the fiducial Micro-X parameters (red),
95% of observations allow us to exclude δE/E = 0 globally by
3σ or greater. If we model a hypothetical observing mission
with 10x the exposure time (gray), we find that the detection
significance increases drastically, giving an 8.8σ detection in
95% of observations. These PDFs were sampled from 105

synthetic Micro-X observations. Observations were randomly
distributed between all haloes in the simulation suite, with
the relative orientation of the Sun to the halo randomized as
well.

(corresponding to the limit in which the field of view ra-
dius goes to zero) also matches the analytic model for
Micro-X to within a few percent over the entire range
of ` (χ2

red = 5.7 × 10−3). This line-of-sight integral is
thus a sufficient approximation to a large field of view
instrument for the given exposure. Note that such small
χ2

red values are due to the large error bars from small Ns.
Since χ2

red ∝ Ns, these two models are only differentiable
by observations ∼ 100 times longer. This suggests that
for further studies, this sinusoid model is more than suf-
ficient and may be used to quickly explore the parameter
space of haloes (e.g. with a Markov chain Monte Carlo)
with minimal loss of precision.

The second main result is that combining the observed
line energies from the six pointings modeled here (` =
±25◦,±65◦,±105◦ with b = 25◦) can exclude δE/E = 0
globally at ≥ 3σ. A constant line shift over various longi-
tudes imply a detector artifact, and hence the significance
of excluding a baryonic origin of the line is even higher. In
105 synthetic observations as described in Section III C,
we find that 95% allow a 3σ detection of Doppler shift-
ing. Repeating this experiment for a mission with 10x
the exposure, we find that 95% of observations give a

> 8σ exclusion of δE/E = 0. See Figure 5 for the full
results of this test.

We also find that the effect of subhaloes on our obser-
vations are small, with only ∼ 1% of pointings seeing over
10% of the flux contributed by a single subhalo (Figure
6). This supports intuition in that the perigee of sub-
haloes to the galactic center in our simulations is much
larger than r�: Only 1% of subhaloes can be found within
21 kpc of the GC, so the smooth component of the main
halo is expected to dominate the signal.

The pointings ` centered around ±75◦ exclude δE/E =
0 with the highest significance, at ∼ 1.5σ. This point-
ing optimizes between two competing effects. The first
is the higher J-factor, hence higher photon flux, nearer
the Galactic center, giving a smaller uncertainty in the
energy of a line detected at small `. The second is that
the mean velocity along the line-of-sight relative to the
dark matter increases with ` (up to ` = 90◦), shifting the
observed line further from δE/E = 0. We illustrate this
effect using sky maps in Figure 7. Future observations
should focus on these longitudes in order to achieve the
best potential detection of this Doppler shift.

Finally, we find that halo triaxiality can bias the signif-
icance of a detection to the east or west of the Galactic
center. When observing above the Galactic plane (in
this work, b = 25◦) any ellipticity of the Galactic halo
on the sky can give a higher flux to one side of ` = 0◦

than the other. While the mean prediciton for the line
centroid matches the analytic model for a spherical halo
quite well, observing to one side of the GC allows one to
exclude δE/E = 0 with higher significance due to better
photon counting statistics. This is illustrated in Figure
8.

FIG. 6. The contribution of subhaloes to the total observed
DM decay flux. The bars give the fraction of all Micro-X
pointings containing a subhalo that contributes more than
some fraction of the total flux, i.e., we find that at ` = ±105◦,
about 10% of pointings contain a subhalo bright enough to
contribute over 1% of the total flux for that pointing. The
number of pointings dominated by (10% or 50% of total flux) a
single subhalo is low, at the ∼1% level. This plot is symmetric
in `, so only half of the pointings are plotted here.
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FIG. 7. Sky maps illustrating the principle of velocity spec-
troscopy for our Micro-X observation on Halo 374. Top: The
flux map. Middle: The dipole pattern in the line energy in-
duced by our motion relative to the Milky Way halo. Bottom:
The significance of the detection of Doppler shifting of a dark
matter decay line, indicating the exclusion ofδE/E = 0 by
a Micro-X observation. The maps shown are actually the
convolution of the sky brightness with the 20◦-radius field of
view. Therefore, the observed flux, Doppler shift, and signif-
icance are given by the color at the small X’s. Black circles
indicate the FoV of Micro-X on the sky for the six pointings
considered here.

V. CONCLUSIONS

Numerous times in the past, anomalous astrophysical
signals have been interpreted as the signature of dark
matter. So far, none of these extraordinary claims sur-
vived the scrutiny of extraordinary evidence. All of these
false alarms raise an important question: can we design a
new test to confirm the dark matter origin of an anoma-

lous astrophysical signal?

For the case of a photon line, the answer is yes. Ref. [1]
showed that telescopes with O(0.1%) energy resolution
can utilize the Doppler effect of a sharp signal arising
from dark matter annihilation and decay to perform a
particle physics model-independent test: dark matter ve-
locity spectroscopy.

We look into the issue in this work using synthetic ob-
servations generated from a suite of N-body simulations
[35]. An N-body simulation takes into account many
complex processes which occur during galaxy formation,
and these effects are not completely captured in an an-
alytical description. It is essential to check the validity
of any new signature with numerical simulations. We
find that the phenomenon of dark matter velocity spec-
troscopy is robust while considering various dark matter
only simulations of the Milky Way. Previous work had
applied the technique to a narrow field of view instru-
ment like Hitomi, whereas in this work we concentrate
on a wide field of view instrument like Micro-X. We take
the 3.5 keV line as our test case. We show that if Micro-X
confirms the presence of the 3.5 keV line in our Galaxy,
then it can also use dark matter velocity spectroscopy to
confirm or refute the dark matter origin of the line.

For a Micro-X like instrument, the simple sinusoidal
model for the Doppler shifting signature δE/E =
(v�/c) sin ` cos b is sufficient (see Fig. 4). This agreement
arises due to the small number of photon counts. We
find that Micro-X (total exposure ∼ 103 cm2 str s for all
pointings) can reliably confirm the Doppler shifting ef-
fect on a sterile neutrino decay line at 3σ or better (see
Figs. 5 and 7). The best design for such an observation
consists of pointings centered around Galactic longitude
` ∼ ±75◦ and latitude b = 25◦, as this gives the optimal
balance between the magnitude of the Doppler shift and
the signal to noise ratio.

Typical sterile neutrino dark matter production mech-
anisms predict a large cutoff in the mass function, ∼108

M�. Thus, subhalos contribute little to the flux spec-
trum, and has no appreciable effect to velocity spec-
troscopy for sterile neutrino dark matter (see Fig. 6).
Dark matter halos are predicted to be triaxial. We find
that triaxiality has a large effect on velocity spectroscopy:
the Doppler shift becomes asymmetric, and it results in
a decrease of the signal significance (see Fig. 8).

Since we look at regions away from the Galactic Cen-
ter, the signal rate is not maximum at these places.
The observation strategy for any search should first fo-
cus on searching for a line at regions with higher signal
to noise. The technique of dark matter velocity spec-
troscopy should be then applied at this specific line en-
ergy to confirm or refute the dark matter interpretation
of this photon line.

We are optimistic about future experiments. While
Micro-X is a good model for a first observation of dark
matter velocity spectroscopy in the Milky Way, future
high energy resolution telescopes are sure to provide the
modest increase in photon counts needed for a high-
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FIG. 8. An asymmetric Milky Way halo (Halo 800 with b/a = 0.60 and c/a = 0.42) can skew the significance of the observed
signal to the east or west. Each field of view (black circles in the sky map where b = 25◦) corresponds to a data point in the
right hand plot. The gray shaded region indicates the 1σ uncertainties for the analytic model derived from a spherical NFW
profile fit to this halo.

significance detection. Increasing the Micro-X exposure
by a factor of 10 gives at least an 8σ detection of the
Doppler effect on photons arising from sterile neutrino
decay.

The theoretical and observational concepts laid out in
this work are general. Any sharp photon feature aris-
ing from dark matter annihilation or decay [96, 97] will
get Doppler shifted in the above mentioned way. In ad-
dition to other indirect searches of dark matter (see for
e.g., [98–104]), we expect that this new technique will be
adopted widely. We encourage theorists, experimental-
ists and observers to optimize their tools to take advan-
tage of this new and exciting smoking gun in motion sig-

nature of dark matter.
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