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We show that the linearized higher derivative gravitational field equations are equivalent to an
equilibrium condition on the entanglement entropy of small spherical regions in vacuum. This
extends Jacobson’s recent derivation of the Einstein equation using entanglement to include gen-
eral higher derivative corrections. The corrections are naturally associated with the subleading
divergences in the entanglement entropy, which take the form of a Wald entropy evaluated on the
entangling surface. Variations of this Wald entropy are related to the field equations through an
identity for causal diamonds in maximally symmetric spacetimes, which we derive for arbitrary
higher derivative theories. If the variations are taken holding fixed a geometric functional that we
call the generalized volume, the identity becomes an equivalence between the linearized constraints
and the entanglement equilibrium condition. We note that the fully nonlinear higher curvature
equations cannot be derived from the linearized equations applied to small balls, in contrast to the
situation encountered in Einstein gravity. The generalized volume is a novel result of this work, and
we speculate on its thermodynamic role in the first law of causal diamond mechanics, as well as its

possible application to holographic complexity.

I. INTRODUCTION

Black hole entropy remains one of the best windows
into the nature of quantum gravity available to dwellers
of the infrared. Bekenstein’s original motivation for in-
troducing it was to avoid gross violations of the second
law of thermodynamics by sending matter into the black
hole, decreasing the entropy of the exterior [1, 2]. The
subsequent discovery by Hawking that black holes radi-
ate thermally at a temperature T = /27, with k the
surface gravity, fixed the value of the entropy in terms
of the area to be Sgy = A/4G, and suggested a deep
connection to quantum properties of gravity [3].

The appearance of area in Spy is somewhat mysteri-
ous from a classical perspective; however, an intriguing
explanation emerges by considering the entanglement en-
tropy of quantum fields outside the horizon [4-7]. Entan-
glement entropy is UV divergent, and upon regulation it
takes the form

A
SpE = co—— + {subleading divergences} + Sgnite , (1)
€

with € a regulator and ¢y a constant. Identifying the
coefficient cg/e€?=2 with 1/4G would allow Sy to be at-
tributed to the leading divergence in the entanglement
entropy. The subleading divergences could similarly be
associated with higher curvature gravitational couplings,
which change the expression for the black hole entropy
to the Wald entropy [8].

To motivate these identifications, one must assume
that the quantum gravity theory is UV finite (as occurs
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in string theory), yielding a finite entanglement entropy,
cut off near the Planck length, ¢ ~ ¢p. Implementing
this cutoff would seem to depend on a detailed knowl-
edge of the UV theory, inaccessible from the vantage of
low energy effective field theory. Interestingly, this is-
sue can be resolved within the effective theory by the
renormalization of the gravitational couplings by matter
loop divergences. There is mounting evidence that these
precisely match the entanglement entropy divergences,
making the generalized entropy

Sgen = Soa + S5 2)

independent of € [9-12]. Here S\(,f,)ald is the Wald en-
tropy expressed in terms of the renormalized gravita-

tional couplings and Séf;t is a renormalized entanglement
entropy of matter fields that is related to Sgnite in (1),
although the precise relation depends on the renormal-
ization scheme.! The identification of gravitational cou-
plings with entanglement entropy divergences is therefore
consistent with the renormalization group (RG) flow in
the low energy effective theory, and amounts to assuming
that the bare gravitational couplings vanish [13]. In this

picture, Sgen = Sgg, with S\(}%ld acting as a placeholder
for the UV degrees of freedom that have been integrated
out.

When viewed as entanglement entropy, it is clear that
generalized entropy can be assigned to surfaces other

1 A covariant regulator must be used to ensure that the sublead-
ing divergences appear as a Wald entropy. Also, since power law
divergences are not universal, when they are present the same
renormalization scheme must be used for the entanglement en-
tropy and the gravitational couplings. Additional subtleties for
nonminimally coupled fields, gauge fields, and gravitons are dis-
cussed in Section V D 3.
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FIG. 1. The causal diamond consists of the future and past
domains of dependence of a spatial sphere ¥ in a MSS. X
has a unit normal u*, induced metric hsp, and volume form
7. The boundary 0¥ has a spacelike unit normal n®, defined
to be orthogonal to u”, and volume form p. The conformal
Killing vector {* generates a flow within the causal diamond,
and vanishes on the bifurcation surface 9X.

than black hole horizon cross sections [12, 14-16]. For
example, in holography the generalized entropy of a mini-
mal surface in the bulk is dual via the quantum-corrected
Ryu-Takayanagi formula [17, 18] to the entanglement en-
tropy of a region of the boundary CFT.? Even without as-
suming holographic duality, the generalized entropy pro-
vides a link between the geometry of surfaces and entan-
glement entropy. When supplemented with thermody-
namic information, this link can give rise to dynamical
equations for gravity. The first demonstration of this
was Jacobson’s derivation of the Einstein equation as an
equation of state for local causal horizons possessing an
entropy proportional to their area [19]. Subsequent work
using entropic arguments [20, 21] and holographic en-
tanglement entropy [22-24] confirmed that entanglement
thermodynamics is connected to gravitational dynamics.

Recently, Jacobson has advanced a new viewpoint on
the relation between geometry and entanglement that has
been dubbed “entanglement equilibrium” [25]. This pro-
posal considers spherical, spatial subregions in geome-
tries that are a perturbation of a maximally symmetric
spacetime (MSS). Each such subregion ¥ in the maxi-
mally symmetric background defines a causal diamond,
which admits a conformal Killing vector (¢ whose flow
preserves the diamond (see Figure 1). The entanglement
equilibrium hypothesis states that any perturbation of
the matter fields and geometry inside the ball leads to
a decrease in entanglement, i.e., the vacuum is a maxi-
mal entropy state. This hypothesis applies holding the

2 The UV divergences in the CFT entanglement entropy have no
relation to the Planck length in the bulk, but instead are related
to the infinite area of the minimal surface in AdS, courtesy of
the UV/IR correspondence.

volume of ¥ fixed; even so, the introduction of curvature
from the geometry variation can lead to a decrease in the
area of the boundary 0X. This affects the divergent terms
in the entanglement entropy by changing Wald entropy,
which at leading order is simply A/4G. The variation of
the quantum state contributes a piece dSyat, and max-
imality implies the total variation of the entanglement
entropy vanishes at first order,?

58 —% 8Smat =0 3
EE’V— 4G + mat — Y. ()

When applied to small spheres, this maximal entropy
condition was shown to be equivalent to imposing the
Einstein equation at the center of the ball.

Taken as an effective field theory, gravity is expected
to contain higher curvature corrections that arise from
matching to its UV completion. An important test of
the entanglement equilibrium hypothesis is whether it
can consistently accommodate these corrections. It is the
purpose of this paper to demonstrate that a generaliza-
tion to higher curvature theories is possible, and relates
to the subleading divergences appearing in (1).

A. Summary of results and outline

It is not a priori clear what the precise statement of
the entanglement equilibrium condition should be for a
higher curvature theory, and in particular what replaces
the fixed-volume constraint. The formulation we pro-
pose here is advised by the first law of causal diamond
mechanics, a purely geometrical identity that holds in-
dependently of any entanglement considerations. It was
derived for Einstein gravity in the supplemental materi-
als of [25], and one of the main results of this paper is to
extend it to arbitrary, higher derivative theories. As we
show in section II, the first law is related to the off-shell
identity

KR
2—6$Wa1dlw +6H" = / 5C¢ (4)
u by

where « is the surface gravity of ¢ [28], Swaiq is the
Wald entropy of 0¥ given in equation (24) [8, 29], H"
is the matter Hamiltonian for flows along (%, defined in
equation (9), and 6C; = 0 are the linearized constraint

3 The separation of the entanglement entropy into a divergent
Wald piece and a finite matter piece is scheme dependent, and
can change under the RG flow [26]. Also the matter variation
can sometimes produce state-dependent divergences [27], which
appear as a variation of the Wald entropy. Since we only ever
deal with total variations of the generalized entropy, these sub-
tleties do not affect any results. For simplicity, we will refer to
0Swala as coming from the geometry variation, and dSmat from
the matter state variation.



equations of the higher derivative theory. The Wald en-
tropy is varied holding fixed a local geometric functional

1

= (d—2)Eo

/ n (Eadeuahbcud - EO) 5 (5)
b

with 77, u® and hgyp, defined in Figure 1. E®°? is the vari-
ation of the gravitational Lagrangian scalar with respect
to Raped, and Fy is a constant determined by the value

of Babed in 5 MSS via Eabed M55 py (g*cgb? — grdgbe). We
refer to W as the “generalized volume” since it reduces
to the volume for Einstein gravity.

The Wald formalism contains ambiguities identified by
Jacobson, Kang and Myers (JKM) [30] that modify the
Wald entropy and the generalized volume by the terms
Sikm and Wik given in (43) and (44). Using a modified
generalized volume defined by

W' =W + Wikum, (6)

the identity (4) continues to hold with §(Swala +
SJKM)’W, replacing 6Swa1d’W. As discussed in section
TITA, the subleading divergences for the entanglement
entropy involve a particular resolution of the JKM ambi-
guity, while section IT D argues that the first law of causal
diamond mechanics applies for any resolution, as long as
the appropriate generalized volume is held fixed.

Using the resolution of the JKM ambiguity required for
the entanglement entropy calculation, the first law leads
to the following statement of entanglement equilibrium,
applicable to higher curvature theories:

Hypothesis (Entanglement Equilibrium). In a quantum
gravitational theory, the entanglement entropy of a spher-
ical region with fized generalized volume W' is mazimal
m vacuum.

This modifies the original equilibrium condition (3) by
replacing the area variation with

5(Swald + Syxm)| . - (7)

In Section III, this equilibrium condition is shown to be
equivalent to the linearized higher derivative field equa-
tions in the case that the matter fields are conformally in-
variant.* Facts about entanglement entropy divergences
and the reduced density matrix for a sphere in a CFT
are used to relate the total variation of the entanglement
entropy to the left hand side of (4). Once this is done,
it becomes clear that imposing the linearized constraint
equations is equivalent to the entanglement equilibrium
condition.

In [25], this condition was applied in the small ball
limit, in which any geometry looks like a perturbation of

4 There is a proposal for including nonconformal matter that in-
volves varying a local cosmological constant [25, 31, 32]. If valid,
this proposal applies in the higher curvature case as well, since
it deals only with the matter variations.

a MSS. Using Riemann normal coordinates (RNC), the
linearized equations were shown to impose the fully non-
linear equations for the case of Einstein gravity. We will
discuss this argument in Section IV for higher curvature
theories, and show that the nonlinear equations can not
be obtained from the small ball limit, making general
relativity unique in that regard.

In section V, we discuss several implications of this
work. First, we describe how it compares to other ap-
proaches connecting geometry and entanglement. Fol-
lowing that, we provide a possible thermodynamic inter-
pretation of the first law of causal diamond mechanics
derived in section II. We then comment on a conjectural
relation between our generalized volume W and higher
curvature holographic complexity. Finally, we lay out
several future directions for the entanglement equilibrium
program.

Note on conventions: we set i = ¢ = 1, use metric sig-
nature (—,+,+,...), and use d to refer to the spacetime
dimension. We write the spacetime volume form as e,
and occasionally we will denote it €, or €,p, suppressing
all but its first one or two abstract indices.

II. FIRST LAW OF CAUSAL DIAMOND
MECHANICS

Jacobson’s entanglement equilibrium argument [25]
compares the surface area of a small spatial ball ¥ in
a curved spacetime to the one that would be obtained
in a MSS. The comparison is made using balls of equal
volume V', a choice justified by an Iyer-Wald variational
identity [29] for the conformal Killing vector ¢* of the
causal diamond in the maximally symmetric background.
When the Einstein equation holds, this identity implies
the first law of causal diamond mechanics [25, 33]

K

kk
—0H™ = 0A — ——§
¢ 8@ v, )

G

where k is the trace of the extrinsic curvature of 9% em-
bedded in ¥, and the matter conformal Killing energy
H 2” is constructed from the stress tensor T, by

Hé":/znua(bTab. (9)

The purpose of this section is to generalize the variational
identity to higher derivative theories, and to clarify its re-
lation to the equations of motion. This is done by focus-
ing on an off-shell version of the identity, which reduces to
the first law when the linearized constraint equations for
the theory are satisfied. We begin by reviewing the Iyer-
Wald formalism in subsection IT A, which also serves to
establish notation. After describing the geometric setup
in subsection IIB, we show in subsection IIC how the
quantities appearing in the identity can be written as
variations of local geometric functionals of the surface ¥
and its boundary 0%. As one might expect, the area is



upgraded to the Wald entropy Swaiq, and we derive the
generalization of the volume given in equation (5). Sub-
section ITD describes how the variational identity can
instead be viewed as a variation at fixed generalized vol-
ume W, as quoted in equation (4), and describes the
effect that JKM ambiguities have on the setup.

A. Iyer-Wald formalism

We begin by recalling the Iyer-Wald formalism [8, 29].
A general diffeomorphism invariant theory may be de-
fined by its Lagrangian L[¢], a spacetime d-form locally
constructed from the dynamical fields ¢, which include
the metric and matter fields. A variation of this La-
grangian takes the form

5L = E - 56+ do[se], (10)

where E collectively denotes the equations of motion for
the dynamical fields, and 6 is the symplectic potential
(d — 1)-form. Taking an antisymmetric variation of 6
yields the symplectic current (d — 1)-form

w[d16, 620] = 616[020] — 620(61¢] , (11)

whose integral over a Cauchy surface ¥ gives the sym-
plectic form for the phase space description of the theory.
Given an arbitrary vector field (%, evaluating the sym-
plectic form on the Lie derivative £¢¢ gives the variation
of the Hamiltonian H¢ that generates the flow of (¢

§H, = /gu45¢,£<¢]. (12)

Now consider a ball-shaped region ¥, and take (* to be
any future-pointed, timelike vector that vanishes on the
boundary 0¥. Wald’s variational identity then reads

[ wlos. £col = [ o (13)

where the Noether current J¢ is defined by
Je=0[£co] —icL. (14)

Here i denotes contraction of the vector (* on the first
index of the differential form L. The identity (13) holds
when the background geometry satisfies the field equa-
tions £ = 0, and it assumes that (* vanishes on 0.
Next we note that the Noether current can always be
expressed as [34]

Je = dQ¢ + Ck¢, (15)

where Q¢ is the Noether charge (d — 2)-form and C¢
are the constraint field equations, which arise as a con-
sequence of the diffeomorphism gauge symmetry. For
non-scalar matter, these constraints are a combination
of the metric and matter field equations [35, 36], but, as-
suming the matter equations are imposed, we can take

4

C¢ = —2(*“E,",, where E is the variation of the La-
grangian density with respect to the metric. By combin-
ing equations (12), (13) and (15), one finds that

_/angCJraHC:/Z(SCC. (16)

When the linearized constraints hold, 6C¢ = 0, the vari-
ation of the Hamiltonian is a boundary integral of ().
This on-shell identity forms the basis for deriving the first
law of causal diamond mechanics. Unlike the situation
encountered in black hole thermodynamics, dH¢ is not
zero because below we take (* to be a conformal Killing
vector as opposed to a true Killing vector.

B. Geometric setup

Thus far, the only restriction that has been placed on
the vector field (* is that it vanishes on 0%. As such,
the quantities dH and dQ)¢ appearing in the identities
depend rather explicitly on the fixed vector (¢, and there-
fore these quantities are not written in terms of only the
geometric properties of the surfaces ¥ and 9%. A purely
geometric description is desirable if the Hamiltonian and
Noether charge are to be interpreted as thermodynamic
state functions, which ultimately may be used to define
the ensemble of geometries in any proposed quantum de-
scription of the microstates. This situation may be reme-
died by choosing the vector (* and the surface X to have
special properties in the background geometry. In par-
ticular, by choosing (* to be a conformal Killing vector
for a causal diamond in the MSS, and picking 3 to lie on
the surface where the conformal factor vanishes, one finds
that the perturbations § H and §Q)¢ have expressions in
terms of local geometric functionals on the surfaces X
and 0%, respectively.

Given a causal diamond in a MSS, there exists a con-
formal Killing vector {* which generates a flow within
the diamond and vanishes at the bifurcation surface 0%
(see figure 1). The metric satisfies the conformal Killing
equation

1
£egap = 2090y With = —V.(". (17)

and the conformal factor a vanishes on the spatial ball
Y. The gradient of « is hence proportional to the unit
normal to X,

Uy = NV,a with N = ||V,al " (18)

Note the vector u® is future pointing since the conformal
factor a decreases to the future of . In a MSS, the
normalization function N has the curious property that
it is constant over X, and is given by [33]

L d-2
T okk

N (19)



where k is the trace of the extrinsic curvature of 9% em-
bedded in ¥, and x is the surface gravity of the con-
formal Killing horizon, defined momentarily. This con-
stancy ends up being crucial to finding a local geometric
functional for 0 H;. Throughout this work, N and &k will
respectively denote constants equal to the normalization
function and extrinsic curvature trace, both evaluated in
the background spacetime.

Since « vanishes on ¥, (* is instantaneously a Killing
vector. On the other hand, the covariant derivative of «a
is nonzero, so

2
Va(£cgav)|s =  Uadab (20)

The fact that the covariant derivative is nonzero on 3 is
responsible for making 0 H¢ nonvanishing.

A conformal Killing vector with a horizon has a well-
defined surface gravity s [28], and since « vanishes on
0%, we can conclude that

vaCer)Z = KNap , (21)

where ng, = 2ug,ny) is the binormal for the surface 9%,
and n® is the outward pointing spacelike unit normal to
0%. Since 9% is a bifurcation surface of a conformal
Killing horizon, x is constant everywhere on it. We pro-
vide an example of these constructions in appendix A
where we discuss the conformal Killing vector for a causal
diamond in flat space.

C. Local geometric expressions

In this subsection we evaluate the Iyer-Wald identity
(16) for an arbitrary higher derivative theory of gravity
and for the geometric setup described above. The final
on-shell result is given in (37), which is the first law of
causal diamond mechanics for higher derivative gravity.

Throughout the computation we assume that the mat-
ter fields are minimally coupled, so that the Lagrangian
splits into a metric and matter piece L = L9 + L™, and
we take L9 to be an arbitrary, diffeomorphism-invariant
function of the metric, Riemann tensor, and its covari-
ant derivatives. The symplectic potential and variation
of the Hamiltonian then exhibit a similar separation,
6 = 69 + 0™ and dH; = 6Hg + 6H[", and so we can
write equation (16) as

—/5@+MQ+M?:/&Q (22)
ox %

Below, we explicitly compute the two terms 5H<g and
/. oy 0Q¢ for the present geometric context.

a. Wald entropy. By virtue of equation (21) and the
fact that ¢* vanishes on 9%, one can show that the in-
tegrated Noether charge is simply related to the Wald

entropy [8, 29]

—/ Q¢ = Eted e 1V La
o% a5

K
— P S 23
5 SWald (23)

where the Wald entropy is defined as

SWald = —27T/ ,uE“denabncd . (24)
oy

Eabed ig the variation of the Lagrangian scalar with re-

spect to the Riemann tensor R,p.q taken as an indepen-
dent field, given in (B2), and p is the volume form on
0%, so that €, = —ngp A p there. The equality (23) con-
tinues to hold at first order in perturbations, which can
be shown following the same arguments as given in [29],
hence,

K
0Q¢ = ——dSwald - 25
s 096 5, OSWald (25)

The minus sign is opposite the convention in [29] since
the unit normal n® is outward pointing for the causal
diamond.

b. Generalized volume. The gravitational part of
dH, is related to the symplectic current w(dg, £¢g| via
(12). The symplectic form has been computed on an
arbitrary background for any higher curvature gravita-
tional theory whose Lagrangian is a function of the Rie-
mann tensor, but not its covariant derivatives [37]. Here,
we take advantage of the maximal symmetry of the back-
ground to compute the symplectic form and Hamiltonian
for the causal diamond in any higher order theory, includ-
ing those with derivatives of the Riemann tensor.

Recall that the symplectic current w is defined in terms
of the symplectic potential § through (11). For a La-
grangian that depends on the Riemann tensor and its
covariant derivatives, the symplectic potential 89 is given
in Lemma 3.1 of [29]

09 = 2E°IV 16 gpe + S8 gap
m—1

+ Z ﬂabcdal...aiév(al ..

i=1

Vai)PicLbcd ) (26)

where E¥? = ¢, E%*<d and the tensors S* and Tiadeal'“a‘
are locally constructed from the metric, its curvature,
and covariant derivatives of the curvature. Due to the
antisymmetry of E*°? in ¢ and d, the symplectic current
takes the form

w9 = 261 E*U 382gpe — 2E°°611% 029 cc + 015 02gas
m—1

+ Z 51/—1—;abcda1...ai§2v(al .
=1

Vai)Rabcd — (1 <~ 2)

(27)



Next we specialize to the geometric setup described in
section IIB. We may thus employ the fact that we are
perturbing around a maximally symmetric background.
This means the background curvature tensor takes the
form

R
Raped = m(gacgbd — GadJbe) (28)

with a constant Ricci scalar R, so that V.Rgpeq = 0,

and also £<Rabcd’2 = 0. Since the tensors Eebcd  Gab

and Ti“bc‘i“l"'ai are all constructed from the metric and

curvature, they will also have vanishing Lie derivative
along (* when evaluated on X.

Replacing d2gqp in equation (27) with £¢g4, and using
(20), we obtain

wg[597 £Cg”z =
2

N [2gbcuad E*** + E*Y(uabge — goat®6gec)] - (29)

We would like to write this as a variation of some scalar
quantity. To do so, we split off the background value of
Ebed by writing

Fabcd _ Eabcd - E (gacgbd _ gadgbc) ) (30)

The second term in this expression is the background
value, and, due to maximal symmetry, the scalar Fj
must be a constant determined by the parameters ap-
pearing in the Lagrangian. By definition, F%*°? is zero
in the background, so any term in (29) that depends on
its variation may be immediately written as a total vari-
ation, since variations of other tensors appearing in the
formula would multiply the background value of F2bcd
which vanishes. Hence, the piece involving §F*°? be-
comes

%gbcudé(F“deea) = %5(F“b6dgbcudea) . (31)
The remaining terms simply involve replacing E%°? in
(29) with Ep(g®¢g®® — g??g®). These terms then take
exactly the same form as the terms that appear for gen-
eral relativity, which we know from the appendix of [25]
combine to give an overall variation of the volume. The
precise form of this variation when restricted to X is

4d-2)

o, (32

where 7 is the induced volume form on ¥. Adding this
to (31) produces

4 i
W[5g7 £Cg]|2 = _Né [n(Eadeuaudhbc - EO)} ) (33)

where we used that ¢, = —u, A n on 3. This leads us to
define a generalized volume functional

1

V= a-om

/ n(E“deuaudhbc - Ey), (34)
bl

and the variation of this quantity is related to the varia-
tion of the gravitational Hamiltonian by

SHY = —AEokk 6W (35)

where we have expressed N in terms of x and k using
(19). We have thus succeeded in writing 6 H? in terms of
a local geometric functional defined on the surface X.

It is worth emphasizing that N being constant over
the ball was crucial to this derivation, since otherwise
it could not be pulled out of the integral over ¥ and
would define a non-diffeomorphism invariant structure
on the surface. Note that the overall normalization of W
is arbitrary, since a different normalization would simply
change the coefficient in front of §W in (35). As one
can readily check, the normalization in (34) was chosen
so that W reduces to the volume in the case of Einstein
gravity. In appendix B we provide explicit expressions
for the generalized volume in f(R) gravity and quadratic
gravity.

Finally, combining (25), (35) and (22), we arrive at the
off-shell variational identity in terms of local geometric
quantities

%wwm — 4BorkkSW + GHI = / 5C. (36)
b))

By imposing the linearized constraints 0Cy = 0, this
becomes the first law of causal diamond mechanics for
higher derivative gravity

— SHI = 2= §Swaia — 4Eork6W . (37)
2T

This reproduces (8) for Einstein gravity with Lagrangian
L = e¢R/167@, for which Ey = 1/327G.

D. Variation at fixed W

We now show that the first two terms in (36) can be
written in terms of the variation of the Wald entropy at
fixed W, defined as

0SWald
ow

.SwWald|yy = 6.SWald — oW (38)

Here we must specify what is meant by %. We will
take this partial derivative to refer to the changes that
occur in both quantities when the size of the ball is de-
formed, but the metric and dynamical fields are held
fixed. Take a vector v® that is everywhere tangent to
Y that defines an infinitesimal change in the shape of
3. The first order change this produces in Swaq and
W can be computed by holding ¥ fixed, but varying
the Noether current and Noether charge as 6J; = £, J¢
and 0Q¢ = £,Q¢. Since the background field equations
are satisfied and (* vanishes on 3%, we have there that
Jos Q¢ =[5, JZ, without reference to the matter part of
the Noether current. Recall that W is related to the



variation of the gravitational Hamiltonian, which can be
expressed in terms of (5Jg through (12) and (13). Then
using the relations (23) and (35) and the fact that the
Lie derivative commutes with the exterior derivative, we

may compute
2
e f o)) £0Q¢

O0SWald
- —8rEok. (39
ow *4E(1mk Js £oJ¢

Combining this result with equations (37) and (38) we ar-
rive at the off-shell variational identity for higher deriva-
tive gravity quoted in the introduction

K m
%55Wald’W +0H" = /2504“ (40)

Finally, we comment on how JKM ambiguities [30] affect
this identity. The particular ambiguity we are concerned
with comes from the fact that the symplectic potential
0 in equation (10) is defined only up to addition of an
exact form dY[d¢] that is linear in the field variations
and their derivatives. This has the effect of changing the
Noether current and Noether charge by

Je = Je + dY[i’gﬂﬁ] , (41)
Qe = Q¢ +Y[Leg]. (42)

This modifies both the entropy and the generalized vol-
ume by surface terms on 0% given by

2
Sykm = —% Y[£eq], (43)
o
1
Wikm = T 1Bork oy Y[£cq]. (44)

However, it is clear that this combined change in J; and
Q¢ leaves the left hand side of (40) unchanged, since the
Y-dependent terms cancel out. In particular,

3Swatd |y, = 0(Swald + S3kn) |y, 0 (45)

showing that any resolution of the JKM ambiguity gives
the same first law, provided that the Wald entropy and
generalized volume are modified by the terms (43) and
(44). This should be expected, because the right hand
side of (40) depends only on the field equations, which
are unaffected by JKM ambiguities.

III. ENTANGLEMENT EQUILIBRIUM

The original entanglement equilibrium argument for
Einstein gravity stated that the total variation away from
the vacuum of the entanglement of a region at fixed vol-
ume is zero. This statement is encapsulated in equa-
tion (3), which shows both an area variation due to the
change in geometry, and a matter piece from varying the
quantum state. The area variation at fixed volume can
equivalently be written

0A

§A|, =0A— W‘W (46)

and the arguments of section II D relate this combination
to the terms appearing in the first law of causal diamond
mechanics (8). Since dH™ in (8) is related to 0Smat in
(3) for conformally invariant matter, the first law may
be interpreted entirely in terms of entanglement entropy
variations.

This section discusses the extension of the argument
to higher derivative theories of gravity. Subsection 11T A
explains how subleading divergences in the entanglement
entropy are related to a Wald entropy, modified by a par-
ticular resolution of the JKM ambiguity. Paralleling the
Einstein gravity derivation, we seek to relate variations of
the subleading divergences to the higher derivative first
law of causal diamond mechanics (37). Subsection III B
shows that this can be done as long as the generalized
volume W’ [related to W by a boundary JKM term as in
(6)] is held fixed. Then, using the relation of the first law
to the off-shell identity (40), we discuss how the entan-
glement equilibrium condition is equivalent to imposing
the linearized constraint equations.

A. Subleading entanglement entropy divergences

The structure of divergences in entanglement entropy
is reviewed in [11] and the appendix of [12]. It is well-
known that the leading divergence depends on the area
of the entangling surface. More surprising, however, is
the fact that this divergence precisely matches the mat-
ter field divergences that renormalize Newton’s constant.
This ostensible coincidence arises because the two diver-
gences have a common origin in the gravitational effective
action I.g, which includes both gravitational and matter
pieces. Its relation to entanglement entropy comes from
the replica trick, which defines the entropy as [38, 39]

Sew = (ndp — 1) Legr(n)| (47)

n=1"

where the effective action I.g(n) is evaluated on a man-
ifold with a conical singularity at the entangling surface
whose excess angle is 2m(n — 1).

As long as a covariant regulator is used to define the
theory, the effective action will consist of terms that are
local, diffeomorphism invariant integrals over the mani-
fold, as well as nonlocal contributions. All UV matter
divergences must appear in the local piece of the effec-
tive action, and each combines with terms in the classical
gravitational part of the action, renormalizing the grav-
itational coupling constants. Furthermore, each such lo-
cal term contributes to the entanglement entropy in (47)
only at the conical singularity, giving a local integral over
the entangling surface [10, 40, 41].

When the entangling surface is the bifurcation sur-
face of a stationary horizon, this local integral is sim-
ply the Wald entropy [34, 42]. On nonstationary entan-
gling surfaces, the computation can be done using the
squashed cone techniques of [43], which yield terms in-
volving extrinsic curvatures that modify the Wald en-
tropy. In holography, the squashed cone method plays



a key role in the proof of the Ryu-Takayanagi formula
[17, 44], and its higher curvature generalization [45, 46].
The entropy functionals obtained in these works seem
to also apply outside of holography, giving the extrinsic
curvature terms in the entanglement entropy for general
theories [12, 43].5

The extrinsic curvature modifications to the Wald en-
tropy in fact take the form of a JKM Noether charge am-
biguity [30, 50, 51]. To see this, note the vector ¢* used
to define the Noether charge vanishes at the entangling
surface and its covariant derivative is antisymmetric and
proportional to the binormal as in equation (21). This
means it acts like a boost on the normal bundle at the
entangling surface. General covariance requires that any
extrinsic curvature contributions can be written as a sum
of boost-invariant products,

Sikm = / 1z Z Bt . ¢ (48)
%

n>1

where the superscript (n) denotes the boost weight of
that tensor, so that at the surface: £<C(") =nC™. It
is necessary that the terms consist of two pieces, each
of which has nonzero boost weight, so that they can be
written as

1
SikMm :/ MZ;B(_”) L0 (49)
b

n>1

This is of the form )of a Noether charge ambiguity from
equation (42), with® 7

yiss] =pu > %B<*“>5c<n> . (50)

n>1

The upshot of this discussion is that all terms in the
entanglement entropy that are local on the entangling
surface, including all divergences, are given by a Wald
entropy modified by specific JKM terms. The couplings
for the Wald entropy are determined by matching to the
UV completion, or, in the absence of the UV description,
these are simply parameters characterizing the low en-
ergy effective theory. In induced gravity scenarios, the
divergences are determined by the matter content of the
theory, and the matching to gravitational couplings has
been borne out in explicit examples [52-54].

5 For terms involving four or more powers of extrinsic curva-
ture, there are additional subtleties associated with the so called
“splitting problem” [47-49].

6 This formula defines Y at the entangling surface, and allows for
some arbitrariness in defining it off the surface. It is not clear
that Y can always be defined as a covariant functional of the
form Y[d¢p, Vado,...] without reference to additional structures,
such as the normal vectors to the entangling surface. It would
be interesting to understand better if and when Y lifts to such a
spacetime covariant form off the surface.

7 We thank Aron Wall for this explanation of JKM ambiguities.

B. Equilibrium condition as gravitational
constraints

We can now relate the variational identity (40) to en-
tanglement entropy. The reduced density matrix for the
ball in vacuum takes the form

ps = e~ fma )7, (51)

where Hp,oq is the modular Hamiltonian and Z is the
partition function, ensuring that py is normalized. Since
the matter is conformally invariant, the modular Hamil-
tonian takes a simple form in terms of the matter Hamil-
tonian H™ defined in (9) [55, 56]

27
Hyoq = ;Hg” (52)
Next we apply the first law of entanglement entropy [57,
58], which states that the first order perturbation to the
entanglement entropy is given by the change in modular

Hamiltonian expectation value
0SEE = 0(Hmod) - (53)

Note that this equation holds for a fixed geometry and
entangling surface, and hence coincides with what was
referred to as 0Smat in section I. When varying the ge-
ometry, the divergent part of the entanglement entropy
changes due to a change in the Wald entropy and JKM
terms of the entangling surface. The total variation of
the entanglement entropy is therefore

0SEE = 0(Swald + Syrm) + 0(Hmod) - (54)

At this point, we must give a prescription for defining the
surface X in the perturbed geometry. Motivated by the
first law of causal diamond mechanics, we require that 3
has the same generalized volume W' as in vacuum, where
W' differs from the quantity W by a JKM term, as in
equation (6). This provides a diffeomorphism-invariant
criterion for defining the size of the ball. It does not fully
fix all properties of the surface, but it is enough to derive
the equilibrium condition for the entropy. As argued in
section I D, the first term in equation (54) can be written
instead as d.Swald |W when the variation is taken holding
W' fixed. Thus, from equations (40), (52) and (54), we
arrive at our main result, the equilibrium condition

K
%JSEE|W, = /E 6C; (55)

valid for minimally coupled, conformally invariant matter
fields.

The linearized constraint equations 0C¢ = 0 may
therefore be interpreted as an equilibrium condition on
entanglement entropy for the vacuum. Since all first vari-
ations of the entropy vanish when the linearized gravi-
tational constraints are satisfied, the vacuum is an ex-
tremum of entropy for regions with fixed generalized vol-
ume W', which is necessary for it to be an equilibrium



state. Alternatively, postulating that entanglement en-
tropy is maximal in vacuum for all balls and in all frames
would allow one to conclude that the linearized higher
derivative equations hold everywhere.

IV. FIELD EQUATIONS FROM THE
EQUILIBRIUM CONDITION

The entanglement equilibrium hypothesis provides a
clear connection between the linearized gravitational con-
straints and the maximality of entanglement entropy at
fixed W’ in the vacuum for conformally invariant mat-
ter. In this section, we will consider whether information
about the fully nonlinear field equations can be gleaned
from the equilibrium condition. Following the approach
taken in [25], we employ a limit where the ball is taken
to be much smaller than all relevant scales in the prob-
lem, but much larger than the cutoff scale of the effec-
tive field theory, which is set by the gravitational cou-
pling constants. By expressing the linearized equations
in Riemann normal coordinates, one can infer that the
full nonlinear field equations hold in the case of Einstein
gravity. As we discuss here, such a conclusion can not
be reached for higher curvature theories. The main is-
sue is that higher order terms in the RNC expansion are
needed to capture the effect of higher curvature terms
in the field equations, but these contribute at the same
order as nonlinear corrections to the linearized equations.

We begin by reviewing the argument for FEinstein grav-
ity. Near any given point, the metric looks locally flat,
and has an expansion in terms of Riemann normal coor-
dinates that takes the form

1
gab(x) = Nab — gxcdeacbd(O) + O(x?)) 3 (56)

where (0) means evaluation at the center of the ball. At
distances small compared to the radius of curvature, the
second term in this expression is a small perturbation
to the flat space metric 7,,. Hence, we may apply the
off-shell identity (55), using the first order variation

1
5gab = _gxcdeacbd(O) 5 (57)

and conclude that the linearized constraint 6C¢ holds for
this metric perturbation. When restricted to the surface
3, this constraint in Einstein gravity is [35]

1
Cely, = —u¢® (MGab — T, ) n. (58)

Since the background constraint is assumed to hold, the
perturbed constraint is

1
. a ~b
6CC|Z = —U C (MéGab — 5Tab> 7], (59)

but in Riemann normal coordinates, we have that the
linearized perturbation to the curvature is just 6Gqp =

Gab(0), up to terms suppressed by the ball radius. As-
suming that the ball is small enough so that the stress
tensor may be taken constant over the ball, one concludes
that the vanishing constraint implies the nonlinear field
equation at the center of the ball®

u?C®(Gap(0) — 87G6T ) = 0. (60)

The procedure outlined above applies at all points and all
frames, allowing us to obtain the full tensorial Einstein
equation.

Since we have only been dealing with the linearized
constraint, one could question whether it gives a good
approximation to the field equations at all points within
the small ball. This requires estimating the size of the
nonlinear corrections to this field equation. When in-
tegrated over the ball, the corrections to the curvature
in RNC are of order ¢?/L? where /£ is the radius of the
ball and L is the radius of curvature. Since we took the
ball size to be much smaller than the radius of curvature,
these terms are already suppressed relative to the linear
order terms in the field equation.

The situation in higher derivative theories of gravity
is much different. It is no longer the case that the lin-
earized equations evaluated in RNC imply the full non-
linear field equations in a small ball. To see this, consider
an L[gap, Rpcae] higher curvature theory.” The equations
of motion read

1

— 2V, V Ecdb — 5T‘“’. (61)

ecd

1
_ 5gablc + Eaecde

In appendix C we show that linearizing these equations
around a Minkowski background leads to

6G? PO G,
6nC 20040 Eyigher = §5T" , (62)
where we split B¢ = pabed 4 Eﬁf’gclfer into its Einstein

piece, which gives rise to the Einstein tensor, and a piece
coming from higher derivative terms. As noted before,
the variation of the Einstein tensor evaluated in RNC
gives the nonlinear Einstein tensor, up to corrections that
are suppressed by the ratio of the ball size to the radius
of curvature. However, in a higher curvature theory of
gravity, the equations of motion (61) contain terms that
are nonlinear in the curvature. Linearization around a

8 In this equation, 6Ty should be thought of as a quantum expec-
tation value of the stress tensor. Presumably, for sub-Planckian
energy densities and in the small ball limit, this first order varia-
tion approximates the true energy density. However, there exist
states for which the change in stress-energy is zero at first or-
der in perturbations away from the vacuum, most notable for
coherent states [59]. Analyzing how these states can be incorpo-
rated into the entanglement equilibrium story deserves further
attention.

9 Note that an analogous argument should hold for general higher
derivative theories, which also involve covariant derivatives of the
Riemann tensor.



MSS background of these terms would produce, schemat-
ically, 6(R") = nR" 'SR, where R denotes evaluation
in the MSS background. In Minkowski space, all such
terms would vanish. This is not true in a general MSS,
but evaluating the curvature tensors in the background
still leads to a significant loss of information about the
tensor structure of the equation. We conclude that the
linearized equations cannot reproduce the full nonlinear
field equations for higher curvature gravity, and it is only
the linearity of the Einstein equation in the curvature
that allows the nonlinear equations to be obtained for
general relativity.

When linearizing around flat space, the higher curva-
ture corrections to the Einstein equation are entirely cap-
tured by the second term in (62), which features four
derivatives acting on the metric, since Eﬁf’g}‘fer is con-
structed from curvatures that already contain two deriva-
tives of the metric. Therefore, one is insensitive to higher
curvature corrections unless at least O(z*) corrections
[60] are added to the Riemann normal coordinates ex-
pansion (57)

2

59557) = azlacx! <45

Racngbefg - 210vcvdRaebf) .
(63)
Being quadratic in the Riemann tensor, this term con-
tributes at the same order as the nonlinear corrections to
the linearized field equations. Hence, linearization based
on the RNC expansion up to z* terms is not fully self-
consistent. This affirms the claim that for higher curva-
ture theories, the nonlinear equations at a point cannot
be derived by only imposing the linearized equations.

V. DISCUSSION

Maximal entanglement of the vacuum state was pro-
posed in [25] as a new principle in quantum gravity. It
hinges on the assumption that divergences in the entan-
glement entropy are cut off at short distances, so it is
ultimately a statement about the UV complete quantum
gravity theory. However, the principle can be phrased
in terms of the generalized entropy, which is intrinsically
UV finite and well-defined within the low energy effec-
tive theory. Therefore, if true, maximal vacuum entan-
glement provides a low energy constraint on any putative
UV completion of a gravitational effective theory.

Higher curvature terms arise generically in any such ef-
fective field theory. Thus, it is important to understand
how the entanglement equilibrium argument is modified
by them. As explained in section II, the precise char-
acterization of the entanglement equilibrium hypothesis
relies on a classical variational identity for causal dia-
monds in maximally symmetric spacetimes. This iden-
tity leads to equation (40), which relates variations of
the Wald entropy and matter energy density of the ball
to the linearized constraints. The variations are taken
holding fixed a new geometric functional W, defined in
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(34), which we call the “generalized volume.”

We connected this identity to entanglement equilib-
rium in section III, invoking the fact that subleading en-
tanglement entropy divergences are given by a Wald en-
tropy, modified by specific JKM terms, which also modify
W by the boundary term (44). With the additional as-
sumption that matter is conformally invariant, we arrived
at our main result (55), showing that the equilibrium con-
dition (5SEE’W, = 0 applied to small balls is equivalent
to imposing the linearized constraints 6C¢ = 0.

In section IV, we reviewed the argument that in the
special case of Einstein gravity, imposing the linearized
equations within small enough balls is equivalent to re-
quiring that the fully nonlinear equations hold within
the ball [25]. Thus by considering spheres centered at
each point and in all Lorentz frames, one could con-
clude that the full Einstein equations hold everywhere.'’
Such an argument cannot be made for a theory that in-
volves higher curvature terms. One finds that higher or-
der terms in the RNC expansion are needed to detect the
higher curvature pieces of the field equations, but these
terms enter at the same order as the nonlinear corrections
to the linearized equations. This signals a breakdown of
the perturbative expansion unless the curvature is small.

The fact that we obtain only linearized equations for
the higher curvature theory is consistent with the effec-
tive field theory standpoint. One could take the view-
point that higher curvature corrections are suppressed
by powers of a UV scale, and the effective field theory is
valid only when the curvature is small compared to this
scale. This suppression would suggest that the linearized
equations largely capture the effects of the higher curva-
ture corrections in the regime where effective field theory
is reliable.

A. Comparison to other “geometry from
entanglement” approaches

Several proposals have been put forward to understand
gravitational dynamics in terms of thermodynamics and
entanglement. Here we will compare the entanglement
equilibrium program considered in this paper to two
other approaches: the equation of state for local causal
horizons, and gravitational dynamics from holographic
entanglement entropy (see [61] for a related discussion).

10 There is a subtlety associated with whether the solutions within
each small ball can be consistently glued together to give a solu-
tion over all of spacetime. One must solve for the gauge trans-
formation relating the Riemann normal coordinates at different
nearby points, and errors in the linearized approximation could
accumulate as one moves from point to point. The question of
whether the ball size can be made small enough so that the total
accumulated error goes to zero deserves further attention.



1. Causal horizon equation of state

By assigning an entropy proportional to the area of lo-
cal causal horizons, Jacobson showed that the Einstein
equation arises as an equation of state [19]. This ap-
proach employs a physical process first law for the local
causal horizon, defining a heat §@Q as the flux of local
boost energy across the horizon. By assigning an en-
tropy S to the horizon proportional to its area, one finds
that the Clausius relation §QQ = T'6.S applied to all such
horizons is equivalent to the Einstein equation.

The entanglement equilibrium approach differs in that
it employs an equilibrium state first law [equation (37)],
instead of a physical process one [62]. It therefore repre-
sents a different perspective that focuses on the steady-
state behavior, as opposed to dynamics involved with
evolution along the causal horizon. It is consistent there-
fore that we obtain constraint equations in the entan-
glement equilibrium setup, since one would not expect
evolution equations to arise as an equilibrium condi-
tion.'"! That we can infer dynamical equations from
the constraints is related to the fact that the dynam-
ics of diffeomorphism-invariant theories is entirely deter-
mined by the constraints evaluated in all possible Lorentz
frames.

Another difference comes from the focus on spacelike
balls as opposed to local causal horizons. Dealing with
a compact spatial region has the advantage of providing
an IR finite entanglement entropy, whereas the entangle-
ment associated with local causal horizons can depend on
fields far away from the point of interest. This allows us
to give a clear physical interpretation for the surface en-
tropy functional as entanglement entropy, whereas such
an interpretation is less precise in the equation of state
approaches.

Finally, we note that both approaches attempt to ob-
tain fully nonlinear equations by considering ultralocal
regions of spacetime. In both cases the derivation of the
field equations for Einstein gravity is fairly robust, how-
ever higher curvature corrections present some problems.
Attempts have been made in the local causal horizon ap-
proach that involve modifying the entropy density func-
tional for the horizon [63-71], but they meet certain chal-
lenges. These include a need for a physical interpretation
of the chosen entropy density functional, and dependence
of the entropy on arbitrary features of the local Killing
vector in the vicinity of the horizon [71, 72]. While the
entanglement equilibrium argument avoids these prob-
lems, it fails to get beyond linearized higher curvature
equations, even after considering the small ball limit.
The nonlinear equations in this case appear to involve
information beyond first order perturbations, and hence
may not be accessible based purely on an equilibrium
argument.

11 We thank Ted Jacobson for clarifying this point.
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2. Holographic entanglement entropy

A different approach comes from holography and the
Ryu-Takayanagi formula [17]. By demanding that areas
of minimal surfaces in the bulk match the entanglement
entropies of spherical regions in the boundary CFT, one
can show that the linearized gravitational equations must
hold [22-24]. The argument employs an equilibrium state
first law for the bulk geometry, utilizing the Killing sym-
metry associated with Rindler wedges in the bulk.

The holographic approach is quite similar to the entan-
glement equilibrium argument since both use equilibrium
state first laws. One difference is that the holographic ar-
gument must utilize minimal surfaces in the bulk, which
extend all the way to the boundary of AdS. This pre-
cludes using a small ball limit as can be done with the
entanglement equilibrium derivation, and is the underly-
ing reason that entanglement equilibrium can derive fully
nonlinear field equations in the case of Einstein grav-
ity, whereas the holographic approach has thus far only
obtained linearized equations. Some progress has been
made to go beyond linear order in the holographic ap-
proach by considering higher order perturbations in the
bulk [73-75]. Higher order perturbations will prove use-
ful in the entanglement equilibrium program as well, and
has the potential to extend the higher curvature deriva-
tion to fully nonlinear equations. Due to the similarity
between the holographic and entanglement equlibrium
approaches, progress in one will complement and inform
the other.

B. Thermodynamic interpretation of the first law
of causal diamond mechanics

Apart from the entanglement equilibrium interpreta-
tion, the first law of causal diamond mechanics could
also directly be interpreted as a thermodynamic relation.
Note that the identity (8) for Einstein gravity bears a
striking resemblance to the fundamental relation in ther-
modynamics

dU = TdS — pdV, (64)

where U(S,V) is the internal energy, which is a func-
tion of the entropy S and volume V. The first law (8)
turns into the thermodynamic relation (64), if one makes
the following identifications for the temperature 7" and
pressure p

_ kh _ ek
" 2rkge’ P=%G-

Here we have restored fundamental constants, so that the
quantities on the RHS have the standard units of temper-
ature and pressure. The expression for the temperature
is the well-known Unruh temperature [76]. The formula
for the pressure lacks a microscopic understanding at the
moment, although we emphasize the expression follows
from consistency of the first law.

(65)



The thermodynamic interpretation motivates the
name “first law” assigned to (8), and arguably it jus-
tifies the terminology “generalized volume” used for W
in this paper, since it enters into the first law for higher
curvature gravity (37) in the place of the volume. The
only difference with the fundamental relation in thermo-
dynamics is the minus sign in front of the energy varia-
tion. This different sign also enters into the first law for
de Sitter horizons [77]. In the latter case the sign appears
because empty de Sitter spacetime has maximal entropy,
and adding matter only decreases the horizon entropy.
Causal diamonds are rather similar in that respect.

C. Generalized volume and holographic complexity

The emergence of a generalized notion of volume in this
analysis is interesting in its own right. We showed that
when perturbing around a maximally symmetric back-
ground, the variation of the generalized volume is pro-
portional to the variation of the gravitational part of the
Hamiltonian. The fact that the Hamiltonian could be
written in terms of a local, geometric functional of the
surface was a nontrivial consequence of the background
geometry being maximally symmetric and (* being a con-
formal Killing vector whose conformal factor vanishes on
3. The local geometric nature of W makes it a useful,
diffeomorphism invariant quantity with which to charac-
terize the region under consideration, and thus should be
a good state function in the thermodynamic description
of an ensemble of quantum geometry microstates. One
might hope that such a microscopic description would
also justify the fixed-W’ constraint in the entanglement
equilibrium derivation, which was only motivated macro-
scopically by the first law of causal diamond mechanics.

Volume has recently been identified as an important
quantity in holography, where it is conjectured to be re-
lated to complexity [78, 79], or fidelity susceptibility [80].
The complexity=volume conjecture states that the com-
plexity of some boundary state on a time slice §2 is pro-
portional to the volume of the extremal codimension-one
bulk hypersurface B which meets the asymptotic bound-
ary on the corresponding time slice.'?

While volume is the natural functional to consider for
Einstein gravity, [81] noted that this should be general-
ized for higher curvature theories. The functional pro-
posed in that work resembles our generalized volume W,
but suffers from an arbitrary dependence on the choice of
foliation of the codimension-one hypersurface on which it
is evaluated. We therefore suggest that W, as defined in

12 A similar expression has also been proposed for the complexity
of subregions of the boundary time slice. In that case, B is the
bulk hypersurface bounded by the corresponding subregion on
the asymptotic boundary and the Ryu-Takayanagi surface [17]
in the bulk [81, 82|, or, more generally, the Hubeny-Rangamani-
Takayanagi surface [83] if the spacetime is time-dependent [84].

12

(34), may provide a suitable generalization of volume in
the context of higher curvature holographic complexity.

Observe however that our derivation of W using the
Iyer-Wald formalism was carried out in the particular
case of spherical regions whose causal diamond is pre-
served by a conformal Killing vector. On more general
grounds, one could speculate that the holographic com-
plexity functional in higher derivative gravities should in-
volve contractions of E*°? with the geometric quantities
characterizing B, namely the induced metric hy, and the
normal vector u®. The most general functional involving
at most one factor of £*? can be written as

W(B) = / 0 (6B hyetug + BED gy +7) |
B

(66)
for some constants a;, 8 and vy which should be such that
W(B) = V(B) for Einstein gravity. It would be interest-
ing to explore the validity of this proposal in particular
holographic setups, e.g., along the lines of [84].

D. Future work

We conclude by laying out future directions for the
entanglement equilibrium program.

1. Higher order perturbations

In this work we restricted attention only to first or-
der perturbations of the entanglement entropy and the
geometry. Working to higher order in perturbation the-
ory could yield several interesting results. One such
possibility would be proving that the vacuum entangle-
ment entropy is maximal, as opposed to merely extremal.
The second order change in entanglement entropy is no
longer just the change in modular Hamiltonian expecta-
tion value. The difference is given by the relative entropy,
so a proof of maximality will likely invoke the positivity
of relative entropy. On the geometrical side, a second or-
der variational identity would need to be derived, along
the lines of [85]. One would expect that graviton con-
tributions would appear at this order, and it would be
interesting to examine how they play into the entangle-
ment equilibrium story. Also, by considering small balls
and using the higher order terms in the Riemann normal
coordinate expansion (63), in addition to higher order
perturbations, it is possible that one could derive the
fully nonlinear field equations of any higher curvature
theory. Finally, coherent states pose a puzzle for the
entanglement equilibrium hypothesis, since they change
the energy within the ball without changing the entan-
glement [59]. However, their effect on the energy density
only appears at second order in perturbations, so car-
rying the entanglement equilibrium argument to higher
order could shed light on this puzzle.



2. Nonconformal matter

The arguments deriving the entanglement equilibrium
condition in section III B were restricted to matter that
is conformally invariant. For nonconformal matter, there
are corrections to the modular Hamiltonian that spoil the
relation between §.S,.¢ and the matter Hamiltonian H 2”
Nevertheless, in the small ball limit these corrections take
on a simple form, and one possible solution for extend-
ing the entanglement equilibrium argument introduces a
local cosmological constant to absorb the effects of the
modular Hamiltonian corrections [25, 31, 32]. Allowing
variations of the local cosmological constant would result
in a modified first law [33], and may have connections to
the black hole chemistry program [86, 87]. It is also pos-
sible that some other resolution exists to this apparent
conflict, perhaps involving the RG properties of the mat-
ter field theory when taking the small ball limit.

8. Nonminimal couplings and gauge fields

We restricted attention to minimally coupled matter
throughout this work. Allowing for nonminimal coupling
can lead to new, state-dependent divergences in the en-
tanglement entropy [27]. As before, these divergences
will be localized on the entangling surface, taking the
form of a Wald entropy. It therefore seems plausible that
an entanglement equilibrium argument will go through in
this case, reproducing the field equations involving the
nonminimally coupled field. Note the state-dependent
divergences could lead to variations of the couplings in
the higher curvature theory, which may connect to the
entanglement chemistry program, which considers Iyer-
Wald first laws involving variations of the couplings [88].

Gauge fields introduce additional subtleties related to
the existence of edge modes [89-91], and since these af-
fect the renormalization of the gravitational couplings,
they require special attention. Gravitons are even more
problematic due to difficulties in defining the entangling
surface in a diffeomorphism-invariant manner and in find-
ing a covariant regulator [10, 12, 92, 93]. It would be
interesting to analyze how to handle these issues in the
entanglement equilibrium argument.

4. Nonspherical subregions

The entanglement equilibrium condition was shown to
hold for spherical subregions and conformally invariant
matter. One question that arises is whether an analo-
gous equilibrium statement holds for linear perturbations
to the vacuum in an arbitrarily shaped region. Nonspher-
ical regions present a challenge because there is no longer
a simple relation between the modular Hamiltonian and
the matter stress tensor. Furthermore, nonspherical re-
gions do not admit a conformal Killing vector which pre-
serves its causal development. Since many properties of
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the conformal Killing vector were used when deriving the
generalized volume W, it may need to be modified to ap-
ply to nonspherical regions and their perturbations.

Adapting the entanglement equilibrium arguments to
nonspherical regions may involve shifting the focus to
evolution under the modular flow, as opposed to a ge-
ometrical evolution generated by a vector field. Mod-
ular flows are complicated in general, but one may be
able to use general properties of the flow to determine
whether the Einstein equations still imply maximality of
the vacuum entanglement for the region. Understanding
the modular flow may also shed light on the behavior of
the entanglement entropy for nonconformal matter, and
whether some version of the entanglement equilibrium
hypothesis continues to hold.

5. Physical process

As emphasized above, the first law of causal diamond
mechanics is an equilibrium state construction since it
compares the entropy of 0% on two infinitesimally re-
lated geometries [62]. One could ask whether there ex-
ists a physical process version of this story, which deals
with entropy changes and energy fluxes as you evolve
along the null boundary of the causal diamond. For
this, the notion of quantum expansion for the null sur-
face introduced in [12] would be a useful concept, which
is defined by the derivative of the generalized entropy
along the generators of the surface. One possible sub-
tlety in formulating a physical process first law for the
causal diamond is that the (classical) expansion of the
null boundary is nonvanishing, so it would appear that
this setup does not correspond to a dynamical equilib-
rium configuration. Nevertheless, it may be possible to
gain useful information about the dynamics of semiclassi-
cal gravity by considering these nonequilibrium physical
processes. An alternative that avoids this issue is to fo-
cus on quantum extremal surfaces [94] whose quantum
expansion vanishes, and therefore may lend themselves
to an equilibrium physical process first law.
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Appendix A: Conformal Killing vector in flat space

Here we make explicit the geometric quantities intro-
duced in section IIB in the case of a Minkowski back-
ground, whose metric we write in spherical coordinates,
ie., ds® = —dt® + dr? + r2d93_2. Let X be a spatial
ball of radius ¢ in the time slice ¢ = 0 and with center at
r = 0. The conformal Killing vector which preserves the
causal diamond of ¥ is given by [25]

Ry - 2rt
(= (42) 0 - 30,

where we have chosen the normalization in a way such
that ¢2 = —1 at the center of the ball, which then gives
the usual notion of energy for H" (i.e. the correct units).
It is straightforward to check that ((t = £¢,r = 0) =
¢t =0,r=1¢) =0, ie., the tips of the causal diamond
and the maximal sphere 0Y at its waist are fixed points
of ¢, as expected. Similarly, ¢ is null on the boundary
of the diamond. In particular, ((t = £ +r) = F2r({ +
7)/0?-(8; £0,.) . The vectors u and n (respectively normal
to 3 and to both ¥ and 9%) read w = 9y, n = 0, so
that the binormal to 0% is given by nu, = 2V |,rVyt.
It is also easy to check that £¢gap = 2agqs holds, where
a =V,(%/d = —2t/¢*. Hence, we immediately see that
a = 0 on X, which implies that the gradient of « is
proportional to the unit normal u, = —V,t. Indeed, one
finds Voo = —2V,t/¢2] so in this case N = |[V,af 7t =
% /2. Tt is also easy to show that (V,(y)|os = knap holds,
where the surface gravity reads x = 2//.

As shown in [28], given some metric g, with a con-
formal Killing field ¢, it is possible to construct other
metrics gqp conformally related to it, for which (% is a
true Killing field. More explicitly, if £¢gap = 20gap, then
£¢Gap = 0 as long as gqp and ggp are related through
Gab = @ gap, where @ satisfies

£§<I>+2CVCI):0.

(A1)

(A2)

For the vector (Al), this equation has the general solu-
tion

02 2 _ 42
ql):;) where s= L

O(r,t) =

(A3)

r
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Here, 9(s) can be any function. Hence, ¢ in (Al)
is a true Killing vector for all metrics conformally re-
lated to Minkowski’s with a conformal factor given by
(A3). For example, setting ¢(s) = L2, for some
constant L2, one obtains the metric of AdSs x Sg_o
with equal radii, namely: ds? = L?/r?(—dt*> + dr?) +
L2d%_,. Another simple case corresponds to ¥(s) =
L?((s%/(4L%) — 1)~'.  Through the change of vari-
ables [56]: ¢t = Lsinh(r/L)/(coshu + cosh(r/L)), r =
Lsinhu /(coshu + cosh(7/L)), this choice leads to the
R x H?~! metric (where H4~! is the hyperbolic plane):
ds? = —dr? + L*(du?® + sinh® udQ?_,).

Appendix B: Generalized volume in higher order
gravity

The generalized volume W is defined in (34). We restate
the expression here

1

RCER!

/ n (B**uqughye — Eo) ., (Bl)
>

where Ej is a theory-dependent constant defined by the
tensor ¢ in a maximally symmetric solution to the

field equations through FEebcd MSS Eo(gcgbd — gadghe).
Moreover, E*°? is the variation of the Lagrangian scalar
L with respect to the Riemann tensor Rup.q if we were
to treat it as an independent field [29],

oL oL

Eabcd _ o va
! 8va1 Rabcd

- a}%abcd

T (B2)

oL
am) av(al e vam)‘Rabcd ’

+(-1)"Via, -V

where L is then defined through L = e£. In this section
we provide explicit expressions for W in f(R) gravity,
quadratic gravity and Gauss-Bonnet gravity. Observe
that throughout this section we use the bar on R to de-
note evaluation on a MSS. Imposing a MSS to solve the
field equations of a given higher derivative theory gives
rise to a constraint between the theory couplings and the
background curvature R. This reads [37]

EO = iE(R) )

1B (B3)

where £(R) denotes the Lagrangian scalar evaluated on
the background.

a. f(R) gravity. A simple higher curvature gravity
is obtained by replacing R in the Einstein-Hilbert action
by a function of R

1
To obtain the generalized volume we need
abed __ f/(R) ac bd ad bc f/(R)
1) = gang 9707 —9"9")  Fo=po . (BY)



The generalized volume then reads

Wi = ﬁ/g” [(d 1)?% ~1. (®6)

b. Quadratic gravity. A general quadratic theory of
gravity is given by the Lagrangian

1
Lquad: |: 167 G<R 2A)+Q1R2+C¥2R Rab

+ OZSRabcdRade:| . (B7)

Taking the derivative of the Lagrangian with respect to
the Riemann tensor leaves us with

1
abed alc d]b
Equad = (32 e + 061R> [ g ]
_|_ OéQ (Ra[cgd]b + Rb[dgc]a> _|_ 2a3Rabcd , (B8)

and using (28) one finds

1 (65) 20[3 —
By=—— 2, 2% R, B
0 327rG+<a1+ d er(d—l))R (B9)

The generalized volume for quadratic gravity thus reads

Wanad = (d_g)EO/E”{(d b (321G +a1R)

1
+ 5042 (R — R“buaub(d — 2)) — 2a3Rabuaub} . (B10)

An interesting instance of quadratic gravity is Gauss-
Bonnet theory, which is obtained by restricting to a; =

4a2 = a3 = a. The generalized volume then reduces
to

Was =

1 1
(d—2)Eq /Z" {327@ (d=1) - Eo

+(d — 3)a(R + 2Rabuaub)} , (B11)
with Ey = 1/(327G) + aR(d—2)(d—3)/(d(d—1)). Since
the extrinsic curvature of ¥ vanishes in the background,
the structure R+ 2R*®uqus is equal to the intrinsic Ricci
scalar of ¥, in the background and at first order in per-
turbations.

Appendix C: Linearized equations of motion for
higher curvature gravity using RNC

The variational identity (36) states that the vanishing
of the linearized constraint equations dC; is equivalent
to a relation between the variation of the Wald entropy,
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generalized volume, and matter energy density. In [25],
Jacobson used this relation to extract the Einstein equa-
tions, making use of Riemann normal coordinates. Here
we perform a similar calculation for the higher curvature
generalization of the first law of causal diamond mechan-
ics which will produce the linearized equations of mo-
tion. In this appendix we will restrict to theories whose
Lagrangian depends on the metric and the Riemann ten-
sor, L[gap, Rabed), and to linearization around flat space.

The equations of motion for such a general higher cur-
vature theory read

_%gabﬁ + EaeCdeecd _ 2chdEaCdb _ %Tab. (Cl)
Linearizing the equations of motion around flat space
leads to

SR + BECISRY,,, — 20,040 B

- 327an ecd higher
5Gab acdb 1 ab
=16:C 20:0a0 Eyjigher = §6T , (C2)

where we split EB¢d = E“de + Efubgcﬁier into an Einstein
piece, which goes into the Elnbteln tensor, and a piece
coming from higher derivative terms. We used the fact
that many of the expressions in (C2) significantly simplify
when evaluated in the Minkowski background because
the curvatures vanish. For example, one might have ex-
pected additional terms proportional to the variation of
the Christoffel symbols coming from §(V.V4E*®). To
see why these terms are absent, it is convenient to split
this expression into its Einstein part and a part coming
from higher derivative terms. The Einstein piece does
not contribute since F2% is only a function of the met-

ric and therefore its covariant derivative vanishes. The

higher derivative piece will give 8C8d6Eﬁfg}fer as well as
terms such as 5I‘§6VdEﬁ?g‘ﬁ’er and FcevdéEﬁfg‘.i}f’er. How-

ever, the latter two terms are zero because both the
Christoffel symbols and Efedb  vanish when evaluated
in the Minkowski background with the standard coordi-
nates.

We now want to evaluate each term in (22) using Rie-
mann normal coordinates. Taking the stress tensor T
to be constant for small enough balls, the variation of (9)
reduces to

SHI = 2; 2! Kuaupd T + O (072 (C3)
where Q4o denotes the area of the (d—2)-sphere, ¢ is the
radius of our geodesic ball and u, is the future pointing
unit normal. As was found in [25], the Einstein piece of
the symplectic form will combine with the area term of
the entropy to produce the Einstein tensor. Therefore,
we focus on the higher curvature part of § H g . Combining

(12) and (33), we find
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6Hg’highcr = 2pind 4 O (r?’) )

4
=T [ a0 [t e (B (0) + 00 Orn' + S0.0,0ER (0)r

SEEL (0) | (2610,0,0 B, (0)
= —4/{Qd2£d_2uaudnbc( (zg_h 0 N _hlgjh ) + O (€d+2) . (C4)

Here, n' is the normal vector to 9% and the indices a, b run over space-time directions, while the indices 7, j run only
over spatial directions, and 0; is the derivative operator compatible with the flat background metric on X. In the first
line, we simply use the formula for the Taylor expansion of a quantity f in the coordinate system compatible with 0;,

F(@) = £(0) + 0u f(0)2" + %aaab FO)2%2 + 0 () | (C5)

where (0) denotes that a term is evaluated at r = 0. Since we evaluate our expressions on a constant timeslice at
t =0, we have ' = 0 and 2’ = rn’, where r is a radial coordinate inside the geodesic ball and the index 4 runs only
over the spatial coordinates. To evaluate the spherical integral, it is useful to note that spherical integrals over odd
powers of n! vanish and furthermore

/ dQnind = gd_ i(w (C6)
/dQn ninkn! = % (6796 4 57k It 4 LIk (C7)

Next, we evaluate dShigher, the variation of the higher curvature part of the Wald entropy given in (24), in a similar
manner.

e SEE (0) O [me670,0,6 Bl (0) + 20605 Byl (0)]

d—1) 22— 1) +O(e2), ()

6 Shigher = 87207 2uqug

We are now ready to evaluate the first law of causal diamond mechanics (22). Interestingly, the leading order pieces
of the Hamiltonian and Wald entropy exactly cancel against each other. Note that these two terms would have
otherwise dominated over the Einstein piece. Furthermore, the second term in the symplectic form and Wald entropy
also cancel, leaving only a single term from the higher curvature part of the identity. Including the Einstein piece, we
find the first law for higher curvature gravity reads in Riemann normal coordinates

K Qg 5G4(0)
- a d(

o uaua (o — A0 Bl (0) — 0T") 4O (¢14%) — 0, (C9)

higher

proving equivalence to the linearized equations (C2).
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