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We compute the gravitational waveform from a binary system in scalar-tensor gravity at 2PN
relative order. We restrict our calculation to non-spinning binary systems on quasi-circular orbits
and compute the spin-weighted spherical modes of the radiation. The evolution of the phase of the
waveform is computed in the time and frequency domains. The emission of dipolar radiation is
the lowest-order dissipative process in scalar-tensor gravity. However, stringent constraints set by
current astrophysical observations indicate that this effect is subdominant to quadrupolar radiation

for most prospective gravitational-wave sources.

We compute the waveform for systems whose

inspiral is driven by: (a) dipolar radiation (e.g., binary pulsars or spontaneously scalarized systems)
and (b) quadrupolar radiation (e.g., typical sources for space-based and ground-based detectors).
For case (a), we provide compete results at 2PN, whereas for case (b), we must introduce unknown
terms in the 2PN flux; these unknown terms are suppressed by constraints on scalar-tensor gravity.

PACS numbers: 04.25.Nx, 04.50.Kd, 04.30.-w, 95.30.Sf

I. INTRODUCTION

The observation of gravitational-wave (GW) events
GW150914 and GW151226 by Advanced LIGO marks
the dawn of GW astronomy [1, 2]. We expect to ob-
serve several such events per year [3-6] with the up-
coming network of ground-based detectors comprised
of Advanced LIGO [7], Advanced VIRGO [8], KA-
GRA [9], and LIGO-India [10]. These ground-based de-
tectors can observe binary systems containing neutron
stars and/or stellar-mass black holes (with a total mass
M~ 1—100Mg); future space-based detectors like the
proposed eLISA mission [11] will observe binary sys-
tems composed of intermediate-mass and/or supermas-
sive black holes (M ~ 100 — 10"M). Gravitational-
wave observations allow us to not only measure the astro-
physical properties of these systems but can also be used
to test general relativity (GR). Because the coalescence
of a compact binary system produces extreme gravita-
tional fields that vary over short time scales, observations
of such events allow us to probe the highly-dynamical,
strong-field regime of gravity for the first time [6, 12].

The detection and analysis of GWs with ground-based
detectors require banks of very accurate template wave-
forms. The prospects of testing gravity with these detec-
tors hinge on our ability to model waveforms in both GR
and alternative theories of gravity. Given a GW detec-
tion, one can adopt either a theory-independent or theory-
dependent approach to testing GR. A theory-independent
test employs waveforms that deviate from a GR signal in
some generic, parameterized manner (for examples, see
Refs. [5, 13, 14]). One compares an observed GW signal
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against these template waveforms to constrain the devi-
ations from GR. A theory-dependent test instead uses
waveforms predicted in a particular alternative theory of
gravity, comparing them against the detected GW to esti-
mate the underlying physical parameters of that theory.
Each approach has its advantages: theory-independent
tests can constrain a wide range of alternative theories
while theory-dependent tests can directly constrain the
fundamental physics of an alternative theory. Both types
of tests were performed for GW150914 and GW151226 by
the LIGO and Virgo collaborations in Refs. [6, 12]. For
a comprehensive review of proposed theory-independent
and theory-dependent tests, see Refs. [15, 16] and refer-
ences therein.

In this paper, we present waveforms in scalar-tensor
theories of gravity suitable for theory-dependent tests
of GR. In particular, we construct ready-to-use wave-
forms for the inspiral of non-spinning binary systems ac-
curate up to second post-Newtonian (2PN) order, i.e.,
O ((v/c)*) beyond leading order.! We restrict our at-
tention to systems on quasi-circular orbits, as binaries
formed in the field are expected to radiate away any ini-
tial eccentricity at frequencies too low to be observable
by GW detectors.

Scalar-tensor theories are amongst the most natural al-
ternatives to GR. Specifically, we focus on theories where
a single massless scalar ¢ non-minimally couples to the
metric g,,,. Written in the Jordan frame, the action for

I We describe post-Newtonian (PN) corrections of order O(c~2")

as “nPN,” which we also abbreviate with the notation O(2n).



such theories is given by
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(1)

where x = 87G./c® depends on the bare gravitational
coupling constant G,. The action for the matter in the
theory S, is a function of only the metric and matter
degrees of freedom =; the scalar field does not couple to
matter directly, only indirectly through its interactions
with the metric.

The restricted class of scalar-tensor theories described
by Eq. (1) has been studied extensively in the literature
because it is general enough to manifest many different
deviations from GR yet simple enough that its predic-
tions can be worked out completely. At 2PN order, the
Fokker Lagrangian for a system of point particles was
first computed in Ref. [17] using an effective field-theory
approach. The 2PN metric and equations of motion
were computed for bodies composed of perfect fluids in
Ref. [18]. The post-Minkowskian technique of direct in-
tegration of the relaxed Einstein equations (DIRE) was
used in a recent series of papers [19-21] to compute the
equations of motion for a system of compact objects at
2.5PN order, as well as the gravitational waveform and
energy flux at 2PN (relative) order for binaries on generic
orbits. For comparison, the entire waveform for non-
spinning systems in GR is known at 3PN order [22], and
its quadrupolar and octupolar parts are known at 3.5PN
order [23, 24] (see Ref. [25] for a review of existing results
in GR).

In this paper, we specialize the results of Refs. [19-21]
to binary systems on quasi-circular orbits and present
the waveform in a form that can be easily used to test
GR with GWs. This calculation serves as an extension
of Ref. [26], in which the leading-order behavior of the
GW signal produced by binary systems was computed
in Brans-Dicke theory [27-29], where the scalar coupling
w(¢) = wpp is constant. This work extends those earlier
findings to higher PN order in a larger class of scalar-
tensor theories.

The paper is organized as follows. In Sec. II, we re-
view some preliminary information regarding the pro-
duction and detection of GWs in scalar-tensor theories.
Section III presents the dynamics for binary systems on
quasi-circular orbits. In Sec. IV, we compute the hered-
itary contributions to the gravitational waveform from
such systems. We present the binding energy and energy
flux in Sec. V and compute the associated orbital phase
evolution. In Sec. VI, we decompose the waveform into
spin-weighted spherical modes, and in Sec. VII, we ex-
press these modes in Fourier space using the stationary
phase approximation. We provide some concluding re-
marks in Sec. VIII. Appendix A details the conversion of
our notation to that of Refs. [17, 30], which is commonly
found in the literature. Appendix B contains formulae
omitted from the main text for the sake of compactness.

All calculations are done both for systems whose in-
spiral is driven by dipolar radiation and for those driven
by quadrupolar radiation; this distinction is discussed in
detail in Sec. IIB. Note that the complete 2PN (rel-
ative) order results are given for only the former case
(dipolar-radiation driven systems). The results for the
latter case depend on higher-order corrections to the en-
ergy flux that have not yet been computed, but we argue
in Sec. V B that the impact of these missing terms is very
small.

Henceforth, we work in units where G, = ¢ = 1.

II. GRAVITATIONAL WAVES IN
SCALAR-TENSOR GRAVITY

This section contains information concerning the gen-
eration of GWs in scalar-tensor gravity that will prove
useful throughout the rest of the paper despite not di-
rectly contributing to the computation of the waveform.
We begin by discussing the behavior of binary systems,
tracing new phenomena not found in GR to violations of
the strong equivalence principle. We then review the cur-
rent experimental constraints set on these theories and
show that, in most cases, sources for ground- and space-
based GW detectors evolve similarly to as in GR. Finally,
we discuss the response of a detector to a GW in scalar-
tensor gravity and delineate the waveform computed in
the subsequent sections.

A. Binary systems of compact objects

Differences between the dynamics and GW emission of
binary systems in scalar-tensor gravity and those in GR
ultimately stem from the non-minimal coupling between
the metric and scalar field. As a result, the gravitational
“constant” experienced by massive bodies depends on the
value of the background scalar field in which they are sit-
uated. For test bodies, this dependence can be deduced
directly from Eq. (1): the strength of their gravitational
interaction scales as ¢~ !.

The gravitational interaction between compact, self-
gravitating bodies is more complex. Because the binding
energy of a single self-gravitating body depends on the
interactions between all of its constituents, the body’s
mass ma(¢) depends on the local scalar field. This phe-
nomenon is a manifestation of the violation of the strong
equivalence principle, as the self-interaction of a massive
body is dictated by its composition. As is done in the lit-
erature, we adopt an approach proposed by Eardley [31]
to handle the interplay between microphysics and grav-
ity that determines the connection between the body’s
composition and m4(¢). We treat compact objects as
point particles whose mass is given by ma(¢). Rather
than solve for this function outright, we parameterize it



TABLE I. Parameters that govern gravitational wave production in binary systems. Quantities listed with the subscript 0 are

evaluated at the value of the background scalar field ¢g.

Parameter Definition Parameter Definition

Weak-field parameters Binary parameters

G Gyt (44 2w0) /(3 + 2wo)  Newtonian

¢ 1/(4 4 2wo) a 1—C+¢(1—251)(1 —2s2)

A1 (dw/d¢)ogoc?/(1 — ) post-Newtonian

A2 (d®w/d¢?)odd¢? /(1 - C) v —2a7¢(1 — 251)(1 — 2s2)
61 a”2¢(1 = 282)% (A1(1 — 2s1) + 2¢sh)

Strong-field parameters B2 a™2¢(1 = 281)% (A1(1 — 2s2) + 2¢sh)

sA [dInma(¢)/dIn¢lo 2nd post-Newtonian

oy (2 In ma () /d 1n 6o o a™2¢(1 - O)(1 - 281)°

sa [d® Inma(¢)/dIn¢*]o d2 a”2¢(1 = Q)(1 — 252)?
X1 a™3C(1 = 252)* [(Ma — 403 4+ CA) (1 — 2s1) — 6CA1sh + 2¢2sY
X2 a™3¢(1 = 251) [(Ma — 403 4 CA1) (1 — 282) — 6CA185 + 2¢2sh

by its expansion about a background field ¢q

1
ma(¢) =mY) {1+5A\I/+§(s§,+s’A_sA)\p2+... ,

where we’ve defined

m$ =ma(g0), (3)
54 = ((i(ihlle;)¢_¢o ) (4)

2
p=2 ;j’o . (6)

The parameter s 4 is known as the sensitivity of the body.
For test bodies, s4 = 0, while for stationary black holes,
sa=1/2[32]).2

The underlying parameters that govern the orbital dy-
namics and gravitational emission of binary systems up
to 2PN order are given on the left-hand side of Table I.
These parameters are classified as either weak-field or
strong-field: the former class influence behavior in all
gravitational contexts whereas the latter class only enter
in systems with strong gravitational fields, such as those
found in self-gravitating compact objects. The weak- and
strong-field parameters appear in only a small set of com-
binations, denoted as the binary parameters in Table 1.

2 The sensitivity of neutron stars is often estimated to be of the
order ~ 0.2. While true in Brans-Dicke theory [31, 33] and some
slight variations [34], this result does not hold for generic choices
of w(¢). One of the most popular classes of scalar-tensor theo-
ries, those that allow spontaneous [35] and dynamical scalariza-
tion [36, 37|, are a striking counterexample. In these theories,
neutron-star sensitivities can be large and negative; the process
of spontaneous scalarization describes stars whose sensitivity di-
verges, i.e., s4 — —00.

We have adopted the notation introduced in Refs. [19];
the mapping between these parameters and the notation
used in Refs. [17, 30] is given in Appendix A.

Novel behavior in scalar-tensor gravity stems from vi-
olations of the strong equivalence principle, and thus,
is dictated by the strong-field parameters. For exam-
ple, dipolar emission, the most prominent new effect not
found in GR, is tied to (s; — s2)?. Formally, dipolar radi-
ation is generated at one PN order lower than quadrupo-
lar radiation (the dominant dissipative channel in GR);
in keeping with the conventions of Refs. [19-21], we de-
marcate dipolar emission as a —1PN order effect.

B. Generic constraints on scalar-tensor gravity

A hundred years of tests have confirmed that gravity
closely resembles GR [15]. Restricting our attention to
only those theories that satisfy these constraints, we must
study the regime in which new scalar-tensor effects are
small relative to those also found in GR. In this limit, the
structure of the PN expansion is modified; for example, in
the frequency band of interest, the dominant dissipative
process is the emission of Newtonian order quadrupolar
radiation rather than the —1PN dipolar energy flux. We
investigate which systems fall within this regime by first
mapping the current constraints on scalar-tensor theories
to the parameters given in Table I.

The best constraints on weak- and strong-field param-
eters come from a combination of solar-system experi-
ments and binary-pulsar observations. The weak-field
parameters G, (, A1, A2 are tied to the behavior of the
scalar coupling w(¢) near the background value of the
scalar field ¢g. These quantities can be expressed in
terms of the parametrized post-Newtonian (PPN) pa-
rameters yppN and Bppn as well as the 2PN parameter €



TABLE II. Constraints on the weak-field parameters in
Egs. (7)-(10) set by solar-system and binary-pulsar obser-
vations. As discussed in the text, we set ¢ = 1 for simplicity.

Parameter Constraint Reference
yppN — 1 2.3 x107° [38]
Bppn — 1 7.8 x 107° [15, 39]
€ 7x 1072 [17]
G-1 1.2x107°
< 12x107°
A 1.6x 107"
X2 8.8 x 1077
introduced in Ref. [17]
2
G :7, 7
(1 4+ vppN)do @
1 —yppN
e ®)
N :2\/§(BPPN —1)¢o )
VI+aeen
X — (G(FYPPN - 1) + 24(BPPN - 1)2)¢(2) (10)
2 1+ 9ppN ’

where we have used the rescaled parameters \; = A;1/C
and \y = AoC because A\, Ay are not well defined in the
GR limit.

The current constraints on these parameters are given
in Table II. The constant background field ¢q is unde-
tectable with weak-field measurements — at Newtonian
order, a redefinition of the field ¢ — ¢/¢o can be com-
pensated by the rescaling of the bare gravitational con-
stant G, — G./¢o and the redefinition w — ¢ow. For
simplicity, we set ¢ to unity in Table II. Note that
the constraint on € was estimated in Ref. [17] with only
binary-pulsar measurements available at the time; this
constraint could be improved by including more recent
observations.

The current experimental constraints on the strong-
field parameters sga,s’y, s’y are not as restrictive. The
best limits on neutron-star sensitivities come from tim-
ing measurements of pulsar-white-dwarf binaries [40-43];
white dwarfs are expected to have negligible sensitivity,
so the magnitude of dipolar emission is dictated entirely
by the sensitivity of the neutron star. Constraints are
typically given in terms of the scalar charge a4, related
to the sensitivity by

1—2sy
Yy =
AT 3T 20

Amongst known pulsar-white-dwarf binaries used to
constrain scalar-tensor theories, PSR J0348+0432 hosts
the most massive neutron star [43]. The constraints on
the scalar dipole reported in Ref. [43] provide an estimate
for the maximum scalar charge that this neutron star can
have |aa| < 6 x 1073, Extending these data to an abso-
lute bound on the charge of any neutron star requires the

(11)

assumption of a particular choice of w(¢) and equation of
state. Working within one of the most popular classes of
scalar-tensor theories [35] and selecting certain realistic
equations of state, one can produce a global constraint
of |aa| < 1072 [43, 44]. However, it is conceivable that
other theories and/or equations of state allow neutron
stars to acquire large scalar charges of a4 ~ 1 via the
process of spontaneous scalarization [35] while satisfying
all current experimental constraints.

Because the weak-field constraints leave wy ~ 1/(2¢)
unbounded, no absolute bound can be placed on s4. To
our knowledge, no constraints have been placed on s’y
and s} either; for neutron stars, these higher derivatives
can be orders of magnitude larger than s4 (for example,
see Fig. 3 of Ref. [45]).

Excluding the possibility of spontaneous scalarization,
the constraints on weak-field and strong-field parame-
ters ensure that dipole radiation is suppressed in viable
scalar-tensor theories, as can be shown by comparing the
relative size of the —1PN and Newtonian order flux, given
in Refs. [19, 30] and repeated in Eq. (48) below. Despite
entering at higher PN order, the next-to-leading order
term overpowers the leading-order term when

1< <5§%> (GaMrf)??, (12)

where, for simplicity, we have dropped all terms that are
not of order O(¢™1) and introduced the scalar dipole

S_=—a 2 (51— s3). (13)

Given the experimental constraints on ¢ and S_, this
threshold is reached at frequencies f < 100puHz in bi-
nary neutron star or neutron-star stellar-mass-black-hole
systems, and at frequencies f < 5uHz in neutron-star
intermediate-mass-black-hole systems. Following this ar-
gument, ground- and space-based GW detectors would
only observe binary systems whose inspiral is driven by
the next-to-leading order flux.> On the other hand, the
evolution of binary pulsars could be dominated by dipo-
lar emission. Binary systems that undergo dynamical
scalarization may also be exempt from this verdict, as
these systems dynamically generate large scalar charges
that can substantially enhance dipolar emission [36, 37].

Because non-perturbative scalarization phenomena
have not been entirely ruled out, we compute below the
gravitational waveform both for systems in which dipolar

3 Unlike the class of scalar-tensor theories considered here, there
are alternative theories in which binary black holes can emit dipo-
lar radiation (e.g., dilatonic Einstein-Gauss-Bonnet, dynamical
Chern-Simons, etc.). Given the relatively weak constraints on
dipolar radiation in vacuum spacetimes (compared to those from
binary pulsars observations), we note that space-based detectors
or pulsar timing arrays could, in principle, observe binary black
holes driven by dipolar flux. As discussed below, the GW signal
from such systems has a distinct structure from that in GR.



radiation is dominant and for those in which quadrupolar
radiation is dominant. For conciseness, we refer to the
former class of systems as dipole driven (DD) and the
latter class as quadrupole driven (QD).

C. Detector response

We consider the response of a laser interferometer
at spatial coordinates X generated to an incident GW
produced by a distant binary system of size d, where
R = |X| > d. We assume that far from the binary, the
metric and scalar field approach the Minkowski metric
n"" and a constant background value ¢g, respectively, at
a rate ~ R™. Let qAS = ¢/¢o be the normalized scalar
field. We introduce the conformally transformed metric

g,uu = (Jgg,ulu (14)

and the gravitational field*

B = g g (15)

The metric at the detector takes the form
1 _
Guv =Nuv + huu - ihnuu - ‘I’WW + (@) (R 2) ) (16)

where h = 7,,h*" is the trace of h*” and h, =
nuanygho‘ﬁ is lowered using the Minkowski metric.
Gravitational-wave detectors use laser interferometry to
measure the separation between mirrors; we treat these
mirrors as test masses. Assuming that the distance be-
tween mirrors is smaller than the wavelength of the inci-
dent GWs and that the mirrors move slowly, the separa-
tion between the mirrors obeys

€' = — Ry, (17)

where i, j = 1,2, 3 are spatial indices. Working at leading
order in h*” and V¥, the Riemann tensor is calculated
from Eq. (16)

1. 1w fomsn iy
Rowj = —5hify = 50 (NZNJ - 5”) . (18)
where N = X /R and hflzT is the transverse-traceless com-
ponent of the gravitational field defined as

g o 1 ..
hid, = (PWP” - 5P”PW) hPa, (19)

where PP? = §P7 — NP N9 is the transverse projection
operator.

4 Note that in Ref. [25] and the references therein, the metric per-
turbation is defined with an overall minus sign relative to the
definition given here.

From Eq. (18), we see that the GW signal contains a
transverse-traceless mode (as in GR) characterized by the
field h*”. In scalar-tensor gravity, there is an additional
transverse breathing mode produced by W. Extracting
this new GW polarization requires a network of detectors;
see Ref. [15] and references therein for a discussion of the
prospects of detecting GW polarizations absent in GR.
We focus exclusively on h*” for the remainder of this
work.

IIT. DYNAMICS FOR QUASI-CIRCULAR
ORBITS

In this section, we specialize the results of Ref. [19]
for the 2.5PN dynamics of binary systems to the case
of quasi-circular orbits. Before proceeding, we establish
some notation employed throughout this work. We de-
note the total mass of the system by M = mj + mo
and the symmetric and antisymmetric mass ratio by
n =mima/M? and ¢ = (m1 —ma)/M, respectively. We
signify the symmetric and antisymmetric combinations
of parameters given in Table I by

r =g (n4m), (208)
—=3 (11 —72), (20D)

and in addition to S_ above, we also define
Sp=aV2(1—s1 —s9). (21a)

To describe the system’s dynamics, we denote the or-
bital separation by x = rn, the relative velocity by v = x,
and the acceleration by a = v. We construct an or-
thonormal moving frame (n,A) and define the orbital
frequency w such that v = rn 4+ rwA. To avoid confu-
sion, we note that certain variables are used to denote
multiple quantities; for example, w represents both the
frequency and scalar coupling, while ¢, U are used for the
phase and scalar field. The usage of each can be inferred
from context.

Our analysis of binary systems on quasi-circular orbits
begins with the 2.5PN equation of motion, given in the
center-of-mass frame by

GMao
-

GMao .
+=3 n (Aipx + Agpn) + 7V (Bipn + Bapn)]

8n (GMa)?
+ 5 r3

a = n

[m (A1 5pN + A2.5PN)
—v (B1.spn + Ba2.spn)] - (22)

where the expressions for A;, B; can be found in
Egs. (1.4)—(1.5) and (6.12)—(6.13) of Ref. [19]. Tt will
prove useful also to write the equations of motion in the
generic form

a= (¥ —rw?)n+ (rw + 27rw) . (23)



The restriction of the dynamics to quasi-circular orbits
follows the same procedure as in GR. For such orbits,
the only departure from circular motion is induced by
radiation reaction, which enters at 1.5PN order in scalar-
tensor theories rather than the usual 2.5PN order in GR.
Expressed symbolically, we have 7, w = O(3) [instead of
O(5)], while # = O(6) [instead of O(10)].

The first term in Eq. (23) determines the conservative
sector of the dynamics at 1PN and 2PN order. The scalar
product a-n = —rw? + O(6) produces a relation between
the orbital separation and frequency that generalizes Ke-
pler’s law. We introduce the PN parameters (recall that

26-¢ 284 v
= 1 —_— -
T = TPN [ + PN ( 3 3 3 +
4By 88in 4B 2By 7B+n 4By
3 v 9 9 9 3
2% dnxy | 49n 2x4
— L 22T 1)+ 06
Tyt 12 3 TH) T ©)]
- 26-¢ 204 7 2
'7PN—$C|:1+CC< 3 + — 3 +3 3—i—l +
4y  84%n  4ABL 2By 5Bym | 4By
T3 3 T3 T3 T3 7
x4+ 657 2x4
3 D + 3 +1)4+0(6)]|.

Having derived the reduction to quasi-circular orbits
for the conservative dynamics up to 2PN order, we
now turn our attention to the dissipative sector. Al-
though only the leading-order radiation-reaction terms
are needed to compute the 2PN relative order dynamics,
we provide results up to 2.5PN for the sake of complete-
ness. Inserting Eq. (25) into the relation a- A = rw + 27w
gives the following expressions for 7 and w

= —gCnSz 2 - gnéRRx?’ +0(7), (26a)
. AnS2a%?  dndpgatt/?
w = 2N eIVEre +0(7), (26D)
where we have introduced
24 _ACBSE 8(BpSE TS
g 2 g, OSSR YS2 T
5 ~y 3 6
4CB+ 8% 8B ST 2¢yS? (S?
+ — —
~y 3 3 2
4CB_S.S_ 4 S, S
S 7+ _ Cﬂﬂi +S- (27)

For dipole-driven systems, the second term in Eq. (26)
is much smaller than the first. Integrating this equation

we work in units where ¢ = 1)

GM«

)

TPN = (24a)

T = (GMaw)2/3 , (24b)
which differ from their usual definition in GR by an ad-
ditional factor «.

At leading order, one obtains r3w? = Gma + O(2), or
x = vpn(1 + O(2)). From there, solving order by order
yields

1% AR 858y 20y | 1Ay
9 9 9 9
v*n 117 17777 Yo 2px—  204m Oy
6 36 g Tt 3t 3 3
(25a)
882n 1682y 482 88 By 2849 B_yn
~ 3 3 3 3 3
ot Ty ¥ 2x  204m Oy
6 12 3 '3 "3 3 3 3
(25b)

at leading order gives the evolution of the orbital sepa-
ration and frequency

0] (1+0@2), (28a)
P14+ 0@2), (28b)

rop(t) = [8n¢S% (GMa)?(t. —

wpp (t) = [8n¢(S2GMa(t, — )]

where t. is the time of coalescence. In the quadrupole-
driven regime, the first term in Eq. (26) is overpowered
by the second. We delay a precise formulation of this
limit until Sec. V, but note that the evolution of the
inspiraling orbit will take the same form as in GR, given
at leading order by

3 1/4

ren(t) = [2XE 6, o] v o). @
5/3 -3/8

wen() = | X o)) o).

(29b)

The difference in structure between Eqs. (28) and (29)
stems from radiation reaction entering at a different PN
order in the two regimes.



IV. RADIATIVE COORDINATES AND
HEREDITARY CONTRIBUTIONS

Equipped with the leading-order evolution of the in-
spiral, we begin our computation of the 2PN order wave-
form. The waveform was derived for generic orbits in
Ref. [20]; schematically, these results are given by

hZTZT _ ( C) n |:QZJ +P1/2Q13 +PQ13 +P3/2QK[

R
+P32QY \ + P2QY + P*QY_ o (30)

where T'T stands for the transverse-traceless projection
given in Eq. (19), P denotes the PN order of each
term, and A/ and C — N indicate contributions from the
near zone and radiation zone, respectively, as defined in
Ref. [20]. The expressions for P"Q% are presented in
Eq. (7.2) of Ref. [20]. These terms can be categorized as
either instantaneous or hereditary: instantaneous terms
depend only on the state of the system at the current
retarded time, whereas hereditary terms take the form
of integrals extending over the binary’s entire history. In
Eq. (30), P3/2Q¢_,, and P?Q{_,; are hereditary, while
the remaining terms are all instantaneous.

This section details the computation of the hereditary
terms for systems on quasi-circular orbits. First, we re-
express the waveform in a radiative coordinate system,

(PG (), =260-0n1 [

(Png_ N(u))ln —2G(1— ()M /0 -

Because we are only interested in the R~! piece of the
waveform, we expand the logarithms according to

1“(238+5) =1n(%)+0(}%). (32)

We define the radiative coordinates as X = X + £,
with

€9 = 2G(1 - ()Mo In (rﬁ) , (33)
0

where we have introduced an arbitrary constant length

in which the metric perturbation falls off as ~ R~!. We
then compute separately the contributions from so-called
tail and memory terms.

A. Radiative coordinates

We begin by transforming the results of Ref. [20] into
radiative coordinates. This reference employed harmonic
coordinates X = (¢,X), defined by the gauge condition
d,h*" = 0; however, these coordinates are known to give
rise to unwanted logarithms of R in the far-zone expan-
sion. As shown in Ref. [46], it is possible to build another
set of coordinates X = (£, X), called radiative coordi-
nates, in which these logarithms are eliminated and the
metric perturbation A% admits an expansion in powers
of R~'. Here, we will follow the presentation of Ref. [47],
in which the construction of this coordinate system is
explicitly written at quadratic order in the multipolar
post-Minkowskian formalism [48]. Note that our defi-
nition A" in Eq. (14) introduces a sign difference with
respect to Ref. [47].

Both hereditary pieces, P3/2Q¢_,, and P2Q¢_/, con-
tain integrals with a logarithmic kernel, known as tail
terms. The logarithmic terms can be expressed as the
second time derivative of the leading-order, linearized
metric, as shown by Eq. (2.28) of Ref. [47]. Written in
terms of the retarded time u =t — R/¢, these terms are
given by

2

ds
ds@Qj(u—s)ln<

s
1
2R+ s> ' (31a)
d? y
ds —PY2QY (u — s)In <

= ) . (31b)

s
2R+ s

scale rg. The metric perturbation in these new coordi-
nates takes the form

haB — [haﬁ _ 30455 _ 3#’504 + 770‘53,)5’) + fﬂauhaﬂx:x ,

(34)
where we have kept only the relevant terms in Egs. (2.36)
and (2.37) of Ref. [47]. The first three terms describe the
usual effect of a first order gauge transformation on the
harmonic perturbation; their contribution will be elimi-
nated by the TT projection. The last term combines with
the lower boundary term of the integrals in Eq. (31) to
replace R by the new constant r:
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Since the transformation to radiative coordinates affects
only the logarithmic terms, from here on, we drop the
notation X, using instead the ordinary notation X to
signify these new coordinates.

B. Tail contributions

The tail terms in the waveform arise from back-
scattering of the waves on the curvature of spacetime.
In the multipolar post-Minkowskian wave generation for-
malism of Refs. [47, 48], they appear as interactions be-
tween each multipole moment and the mass monopole
of the system. In the DIRE formalism [49, 50] used in
Refs. [20, 21], tail terms arise from wave-zone contribu-
tions to the integrals over the past light-cone of the ob-
server. Recall that these terms take the form of an in-
tegral with a logarithmic kernel over the past history of
the source.

Since we are only interested in the R™' part of the
waveform, we can expand the logarithms as in Eq. (32).
Using Eq. (25) to replace w with r, the tail terms then
take the generic form

+oo ine(t—s
I:/ dﬁiilm(i>
0 rP(t —s) 2r
where n, p are integers and ¢ is the orbital phase of the
binary.

To evaluate Eq. (36), we make use of the fact that
the radiation-reaction timescale is much longer than the
orbital period. It was shown in Ref. [51] that ignoring
radiation reaction, i.e., approximating the binary orbit
as circular (with constant radius and frequency), intro-
duces an error in these integrals of order O(lnc/c’) in
GR. The same argument holds in scalar-tensor gravity,
with the only difference being that the error is of or-
der O(lnc/c?) for dipole-driven systems due to the dif-
ferent scaling of radiation reaction. Under this assump-
tion that the frequency does not evolve with s, we write
ot — s) ~ p(t) — sw(t). One can then compute the re-
sulting integrals by making use of the formula [51]

(36)

oo - 1w
/ dye™Iny = —— | =sgn(\) 4+ i (yg + In |/\|)} ,
0

AL2
(37)
where g is the Euler-Mascheroni constant.

d? — S 1
—Qii(u — — —
dePQ (@ S)1n<2To>+O<R2)’

(35a)

L g — s (=) +o (L~ (35D)
de? s 27 R2)

C. Memory contributions

Memory terms arise in the waveform as integrals of the
product of multipoles without a logarithmic kernel over
the history of the source [47, 52]. They can be separated
into so-called DC terms, which are non-oscillatory and
accumulate over the entire lifetime of the system, and
AC, oscillatory terms that, by contrast, depend only on
the recent history of the source.

The computation of oscillatory memory terms is identi-
cal in GR and in scalar-tensor theories. On quasi-circular
orbits, these terms have the structure

+oo
J:/ ds
0

with integers n, p. Thanks to the oscillatory factor €% in
the integrand, it can again be shown (see, e.g., Ref. [53])
that only the recent past contributes in the integral, so
that one can approximate r(t — s) ~ r(t) and p(t — s) ~
©(t)—sw(t) with a negligible relative error of the same PN
order as radiation reaction. For dipole-driven inspirals,
the result is

B 1 T’(t)g 1/2 eimp(t)
Jop = in (GMa) rP(t) +0@),

eimp(tfs)

s -

(39)

whereas for quadrupole-driven inspirals, one obtains

B 1 T(t)3 1/2 eimp(t)
Jap = in (GMa> rP(t) +00).

(40)

Note that the only difference between these two cases is
the order of the remainders.
The non-oscillatory (DC) memory terms take the form

+oo 1
K:/ ds— .
0 TP (t — s)

Their computations in GR and scalar-tensor theory dif-
fer. Nomn-oscillatory terms are enhanced by the accumu-
lation of the integrand over the long radiation-reaction
timescale, an effect which formally decreases their PN
order. The result depends here on the rate of evolu-
tion of the quasi-circular inspiral under radiation reac-
tion. For dipole-driven systems, these DC memory terms
formally appear at the 1.5PN order in the expression
of the multipole moments, but the integration over the
radiation-reaction timescale (formally of —1.5PN order)
pushes this contribution back to Newtonian order. Using

(41)



the leading-order evolution of the quasi-circular inspiral
given by Eq. (28), one obtains

3r37P(t)
8(p — 3)(nS? (GMa)?

Kpp = +O(-1), (42)

for p > 3.

The contribution from non-oscillatory memory terms
in quadrupole-driven systems is more difficult to com-
pute. Following Eq. (12), any system with non-zero
scalar dipole will have been dominated by dipolar radia-
tion at some point during its lifetime. The transition be-
tween the dipole-driven and quadrupole-driven regimes
needs to be accommodated in the integral in Eq. (41).
Such a calculation goes beyond the scope of this work.

V. BALANCE EQUATION AND PHASE
EVOLUTION

Having computed all of the hereditary terms for quasi-
circular orbits, one can use Egs. (25) to express the wave-

26y 284 2y
3 3 3 12
16550 453

T3 T3 3

1
FEeive = —iMnx {1 +x <—

464 v 7

+3 3 24 3 8 3 8

The total emitted energy flux, including both tensor
and scalar contributions, was given for generic orbits in
Ref. [21] with the structure

F=F_1+Fo+Fosc+Fosc—n+F1+0(3), (46)

where the number in the index indicates the PN order
of each term. The —1PN term comes from dipolar,
scalar radiation and is responsible for the appearance
of radiation-reaction effects at 1.5PN order. Note that
while the flux we consider is given at 1PN (using the
order-counting scheme from GR), it corresponds to 2PN
relative order.

The individual terms in Eq. (46) are given in the
center-of-mass frame in Eq. (6.8) of Ref. [21]. The term
Fo.5,c—n includes a logarithmic hereditary term coming
from the product of the leading-order term and a tail
term (at 1.5PN relative order) in the scalar waveform.
We calculate this tail contribution using the method de-
tailed in Sec. IV B. Then, as before, we use the results of
Sec. III to compute the total energy flux for quasi-circular
orbits F () that will be given in Egs. (48) and (55) below.

1632 16/32
>+ﬁ<_ B 1680

484y 1984

+By+ L0 -

Sx+ |, 197 | 4dx+ 27)]

form entirely in terms of the instantaneous orbital phase
¢ and frequency w of the binary. We now need the evo-
lution of these quantities at 2PN order to finish our cal-
culation of the waveform. This level of accuracy cannot
be achieved using only the dynamics of the binary pre-
sented in Sec. III. In place of the higher-order radiation-
reaction force, we use the total energy flux F and the
balance equation

dE

which can be reformulated using ¢ = w as

de 1 5dE/dz
— =— x .
dz GMa F(x)

(44)

We calculate the energy for systems restricted to quasi-
circular orbits by applying the results of Sec. III to those
of Ref. [19]. The energy measured in an arbitrary frame
is given by Eq. (6.4) of Ref. [19]. After shifting to
the center-of-mass frame with Eqs. (6.9) and (6.10) of
Ref. [19], we reduce this expression to the case of quasi-
circular orbits using Eqs. (25) and (26) and obtain

482 8B By 4By
~y 3 3 3 3
1

i 1992 1lynp 14y o Ay

3 3 3 3

3 12
(45)

Equipped with expressions for the binding energy E(x)
and the total energy flux F(z) both at the 2PN relative
order, we proceed to evaluate the orbital phasing of the
binary using Eq. (44). Different approaches have been
proposed in the literature to integrate the balance equa-
tion, differing by the choice of integration variables (time
or frequency) and by the choice of either numerical in-
tegration or analytical integration of a re-expansion of
Eq. (44) (see, e.g., Ref. [54] for a definition and compar-
ison of these so-called Taylor approximants). Our pur-
pose here is not to compare these different approaches,
but to examine the new contributions in the phasing that
arise in scalar-tensor theories. We adopt a method (cor-
responding to the TaylorT2 approximant) that provides
a result in analytic form: the ratio —(dE/dx)/F(x) is
re-expanded in z, truncated at relative 2PN order, and
then integrated term by term. For this purpose, it will
be convenient to introduce the notation

= . (47)

Care must be taken before re-expanding this ratio



in the PN parameter x: we distinguish between the
dipole-driven case in which the dipolar term F_; [de-
fined in Eq. (46)] dominates the denominator and the
quadrupole-driven case wherein Fy dominates due to the
smallness of scalar-tensor parameters.

A. The dipole-driven regime

We first consider systems whose inspiral is driven by
dipolar radiation. As discussed in Sec. II1 B, this regime
is reached by binaries with large separations (binary
pulsars) or large scalar dipoles (spontaneously scalar-
ized systems). Dynamically scalarized systems begin in
the quadrupole-driven regime but then abruptly become
dipole-driven at some point during their evolution; in
principle, one must account for both stages when mod-
eling their inspiral, but we will not pursue such a treat-
ment here.” Factoring out the leading order dipolar flux
in Eq. (46), we obtain

7483(772:174

FPP(z) = e [1 + fPDy 4 fDDy3/2

+fPP2* + 0(5)], (48)

where explicit expressions for the coefficients fPP are
given in Eq. (B2). The leading order of the flux carries a
factor S2 characteristic of dipolar radiation.

In this case, we simply re-expand the ratio p(z) in x
at 2PN relative order and obtain

p"P () 14 ppPx + pyPa®/?

- 3
- 882 (nat
+ofPa? +0B)],  (49)

where the coefficients pPP are given explicitly in
Eq. (B4). By integrating Eq. (44) term-by-term, the
phasing is then given by

1

DD
_ 7483@7,@3/2 14+ 3xp; - —

p(r) =

3
5173/2 In xp:?D

—-32%pyP + 0(5)] . (50)

where we have dropped an arbitrary additive constant
that can be fixed by specifying the value of the phase at
a given frequency.

B. The quadrupole-driven regime

For quadrupole-driven systems, the flux should be ex-
panded about the Newtonian-order term Fy in Eq. (46)

5 In Ref. [45], the authors argue that PN approximation breaks
down as dynamical scalarization occurs, but that a straightfor-
ward resummation of PN results can provide an accurate wave-
form model valid in this regime.
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rather than the leading-order —1PN term. To accom-
plish this reordering of the PN approximation, we ex-
pand the flux in the PN parameter x and an additional
parameter that describes the smallness of non-GR effects.
There exists some flexibility in the choice of this second
small parameter; the weak-field parameters listed in Ta-
ble T describe the smallness of scalar-tensor corrections
in complementary ways, and these quantities appear in
the waveform in several combinations (e.g., the binary
parameters).

We adopt a prescription that generalizes the approach
of Ref. [26] to more generic scalar-tensor theories and to
higher PN order. In the present quadrupole-driven case,
we split the flux into pieces independent and dependent
on the scalar dipole

]:QD = ]:non—dip + ]:dipu (51)

where we have defined
]:non—dip ESIEgO ]:7 (52)
Fdip =F - ]:non—dip- (53)

We refer to Faip and Fron-dip as the “dipolar part” and
“non-dipolar part” of the flux, respectively. Note that
these labels do not correspond precisely to the multipolar
structure of the source; for example, Fg;p, contains con-
tributions from time derivatives of the scalar monopole
and quadrupole. Instead, Fgip represents the part of the
flux that vanishes when s; = s9

We compute the phasing at first order in the small
quantity Faip/Fnon-dip, employing the approximation

dE/dz (
~ — 1
‘/—"non—dip(x)

_dE/dx
F(z)

fdip(x)
a ‘/—"non—dip(x)> (54)

in Eq. (47). Evaluating the right-hand side of this equa-
tion requires knowledge of Fqip and Fron-aip €ach at 2PN
relative order.

We obtain for the dipolar and non-dipolar parts

32n2&ad n
Fnon—dip(x) :% [1 + .f2 dx + 0(3)} ) (553)
482 (P2t
]:dip(.’IJ) :3G704 |:1 + fzd(E + f3d$3/2
+f{z* +O(5)], (55b)

where the coefficients f2¢ and f¢ can be found in
Egs. (B6) and (B8) of Appendix B. The leading order
dipolar part of the flux (55b) is the same as in Eq. (48).
The leading order non-dipolar part (55a) is simply the
quadrupolar flux in GR with an additional factor of §/a,
where we have defined £ =1+ /2 + (5% /6.

Note that because it enters at Newtonian order (rather
than —1PN), the non-dipolar part of the flux is only
known to 1PN relative order. A complete calculation
of the phasing at 2PN relative order requires the 1.5PN



and 2PN corrections to the non-dipolar flux. In place of
these unknown terms, we use

Foon-dip =Fapny + Fron) (56)

non-dip?
with

(ST) _ ~(ST)1PN
]:non—dip _]:non—dip
321225

e 1S3 4 5T + 05)| . (57)

+

In the above, ]'—2(515) is the PN expanded flux in GR up to
2PN order, with the natural replacement G, — Ga. The
first term in Eq. (57) denotes the known contributions to
the non-dipolar flux that only arise in scalar-tensor theo-
ries, which can be obtained by subtracting the GR terms
from (55a). We introduce the unknown coefficients f5'T
and f$T to represent our ignorance of the new scalar-
tensor contributions at 1.5PN and 2PN order. In the
quadrupole-driven context, experimental constraints on
the weak-field parameters imply that these contributions
should be much smaller than the 2PN GR terms. More-
over, these terms are doubly suppressed in the second
term of Eq. (54) because Fqip is already of the first or-
der in the small scalar-tensor coefficients. We will keep
these unknown coeflicients throughout our calculation for
completeness.

We repeat the computation of the phasing from
Sec. VA but using the approximation (54). We write
p(2) = pnon-dip(x) + paip(x), where we have defined

1 1 dE
non-di =-— BEDWE] 58
Prion-dip(7) GMa Fhon-dip(z) da (582)
1 Faip(z) dE
i = —_—, 58b
Pd p(x) GMa ]:non—dip(x)Q dax ( )
which can be expanded in the form
Pnon-dip (x) :M [1 + pgd:v + p§d$3/2
+p392% + O(5)], (59a)
258%¢ B 4.3/
paip(x) = — 153620782 {1 + pyx + pia®
+pia* +O(5)] . (59b)

The expressions for the coefficients pid, pd are given in

Egs. (B10) and (B12) in Appendix B. Using the decom-
position in Eq. (58), we integrate Eq. (44) and obtain the
phase evolution

(p(:z:) = ‘Pnon—dip(x) + ‘Pdip(x)v (60)
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with
i = 1 5 nd o nd,.3/2
Pron-dip (T) = — m [1 + gpz T+ §p3 T
+5p3922 + 0(5)] . (61a)
2582¢ T4 Tas
. - - => o ’ /2
Pdip () 537627 2n¢2 [1 + 5p2:v—|— 4p3:v

+gpgx2 + 0(5)] , (61b)

where we have ignored an arbitrary additive constant
phase.

VI. SPIN-WEIGHTED SPHERICAL MODES OF
THE WAVEFORM

Combining the results of the previous sections, we
present the gravitational waveform in a convenient form
for use with GW detectors. First, we decompose the
waveform h;ro as given in Eq. (30) into its plus and
cross polarizations. We introduce the spherical coordi-
nates (R,©,®) in the center-of-mass frame and define
the usual orthonormal triad {N,f’, Q} where N = ep,
and P and Q lie along the major and minor axes, re-
spectively, of the projection of the orbital plane onto the
plane of the sky. The plus and cross polarizations of the
waveform are defined as the projections

1 /oo o

hy =3 (Pz'Pj - Qin) h;ro, (62a)
1 /. 4 .

hx =5 (PiQi + Qi ) BT (62b)

We then decompose the waveform into spin-weighted
spherical harmonics according to [55]

¢
h+ — th = Z Z —2S/Zm(®7 (I))hému (63)

0>2 m=—(

where the coefficients hyg,, are the spin-weighted spherical
modes that we wish to compute.

We introduce, as in GR, a convenient new orbital phase
variable that allows us to formally absorb the logarithms
appearing in the polarizations hy, hy:
2(1-¢) 23/2 11

In (4row) +v8 — — (64)

(ZSESO_ o 12 )

where 7 is the length scale associated with the transfor-
mation to radiative coordinates introduced in Sec. IV A.
This definition differs from its GR counterpart® [56] by

6 Note that in the notation of Ref. [25] and references therein,
this redefined phase is denoted by 1. We instead use ¢ to avoid
confusion with our ¢ = (m1 —ma)/M.



only a factor of (1 — ¢)/a. Note that the difference be-

tween ¢ and ¢ is of at least 3PN relative order because

the leading-order term in the phase is formally O(—3) in

dipole-driven systems and O(—5) in quadrupole-driven

systems. Given that we control the phasing of the binary

only at 2PN relative order, we can ignore this correction.
For the mode amplitudes, we adopt the notation

2GM(1 - nx 167 - -
hlm % THEmeilm(ﬁ; (65)

where the appropriate phase factor is scaled out for each
J

12

mode as well as the leading order amplitude of the 22
mode, which differs from its value in GR by only a factor
of 1 —¢.

Because we consider only non-spinning binaries, and
consequently, those on planar orbits, the modes obey the
symmetry relation

hem = (—1)"hj _,,, - (66)
Thus, one needs only the modes with m > 0 to spec-
ify the waveform. Combining the results of the previous
sections, we obtain at 2PN order for the quantities He,,

. AB_4p ABL 2y  55p 107 o 27 2 3. o 1o 1.,
Hyp =1 ol e S B A it e A W i -
22 +I< 3 5 3w m)t" o T T i~ gicst + 3icSs
22 16527 N 16820 452 8BB4 4 198-yn 11389 16810 485 2384
5 3 3 3 7 63 v 3 7
1138, ~%n  5y2  Tdyn v n Yo Apx—  4dynm n 5y 204Tn%  Snpxy  1069n 4y, 2173
63 3 12 21 21 3 3 3 3 1512 3 216 3 1512
(67a)
W1 v by 17
3o ( m¢C i¢ iCln(16) w i iln(16) 4 o AilnS-Sy b
e < o + 200 * 200 * a 2« 2a 3 = 3¢ (67b)
. 3. [15
H3,3:—Zl ﬂ1/)\/5 L+z(28-¢ =284 —y+2n—4)
3n¢  21i¢ 6iCIn(2) 3x 21i 6Giln(3) 8. 3. 8i(nS-S 3.
3/2 [ 276 _ 2 R N2 = 2 9 2 O NO—o+ e 2
i < o « T a ba glnS= = 1pi6S=+ gy T 1%+
(67¢)
Hs o = T (90 — 270 + z (—7208_vn + 2408_1 + 72084m — 240534 — 3651 + 7250 — 193)] (67d)
54+/35
A W\T 2n 8)
Hs, = T+a (280 —28y —y— — =
3= T [ ( Bt =264 — 3 73
s (MG TG 2CI2) T 2l(2) 40 1o BiS S 1. .o -
i ( « + Sar + @ * a  da 3 iens= IOZ< - 3 + 102C + (67e)

A 4
Hyy=—t
YT 99735 [

~ 9ip(2n — 1)z%/?

4,3 - 4\/%
A 1 86—
H472 = —a\/gl' |:3’I7 -1+ (8ﬁ_¢n — % — 8ﬁ+7]+

7 Recall that our definition for h** (14) introduces a sign difference

990 — 330 + = (26408_1)m — 880B_1) — 264053, + 8808 — 13207 + 4407 + 26251> — 63657 + 1779)]

(67f)
(67g)
88, 4y 1972 805 437
It 3+ 5~ e T 10 (67h)
(671)

relative to the results summarized in Ref. [25].
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Hg3=0 (67s)
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Hg o = (5 ntl)e (67t)
297+/65
H&l = O, (6711)

where we omit the common remainder O(5) for all modes.

The hg, modes with m = 0 correspond to non-
oscillatory memory terms. As discussed in Sec. IV C,
even systems presently driven by quadrupolar radiation
will have undergone a dipole-driven phase in the distant
past, which complicates the calculation of these DC mem-
ory terms. Hence, we limit ourselves to the dipole-driven
case and use Eq. (42). Working at Newtonian order, the
only non-zero mode is hsg, which reads

ayy = 4%/6 +0(2). (68)

VII. STATIONARY PHASE APPROXIMATION

In this section, we compute the Fourier transform of
the gravitational waveform using the stationary phase
approximation (SPA). This technique is only applicable
to oscillatory modes; we do not consider the m = 0 modes
here.

We adopt the following convention for the Fourier
transform of a function g:

—+oo

i = [ et (69)
— 00

Note that this convention differs from the standard one,

in which the argument of the exponential has a minus

sign. Our convention ensures that modes proportional
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to e¥™® with positive mode number m and increasing
orbital phase ¢ have power in positive frequencies in the
Fourier domain. Our results can be converted to the more
common convention by taking f — —f.

Combining the terms in Eq. (65), the hg,, modes can
be written as

hgm(t) = Agm(t)eiimw(t), (70)

where Ay, is the (complex) amplitude. Note that we use
¢ to describe the phase rather than ¢ defined in Eq. (64)
— we ignore the 3PN correction ¢ — ¢, which can be
thought of as a small phase correction to the amplitude
at higher order than we work.

The hgp modes for m # 0 are rapidly oscillatory,
slowly chirping signals. Put more precisely, during the
inspiral, the modes satisfy |Agm/Amm| < w and |w| <
w?, which indicates that the SPA is applicable to the
waveform [57]. Applying the Fourier transform (69) to
Eq. (70) gives

WEPA(F) = Ap () em D =im/4 - (71q)
om(f) = mgo(t;m)) - 27rft(fm) , (71b)
_ (m) 2

)

where w = ¢ and tgvm is defined implicitly as the time at

which mw(t(fm)) = 2rf. Note the m-dependence of this
time-to-frequency correspondence; at a given time, the
different harmonics in the signal correspond to gravita-
tional wave emission at different frequencies.

In keeping with the notation common in the literature,
we introduce the new PN tracking parameter v = z*/? =
(GMaw)'/3, tied to the orbital frequency w. It is cus-
tomary to introduce a similar notation for the frequency
fas vy = (tGMaf)'/3. Since v(t;m)) = (2/m)Y3vy,
Eq. (71b) can be rewritten as

. (72)

v=(2/m)/3v;

Wi (1) = (0) = grpart(o))

We compute the functions ¢(v) and t(v) using a similar
method to the phasing as in Eq. (44). From the balance
equation (44) we deduce

p(v) = p(vo) — % Cdvo? dﬁ(/gv, (73a)
H(v) = t(vo) — / " dv —df(/vd)”, (73D)

where vy is related to the orbital frequency at some refer-
ence point in the evolution. Likewise, the factor entering
the Fourier-domain amplitude (71c) is computed using

1 GMa 1 dFE
W 30 Fu)dv’ (74)



We evaluate Eqgs. (73) and (74) using a prescription
akin to that in Sec. V (corresponding now to the Tay-
lorF2 approximant [54]): the expressions are re-expanded
in v, truncated at relative 2PN order, and then integrated
term by term. For the sake of compactness, we write
(v), t(v), and 1/w in terms of the expansion of the di-
mensionless ratio p(z) introduced in Eq. (47), using

1 1 dFE

G F ) a = 2P (%)

A. The dipole-driven regime

For the dipole-driven regime, we insert Eq. (75) into
Eq. (73) using the expansion (49) and integrate, yielding

—1
DD DD, 2 DD, 3 DD, 4
e (v) = 152000 [1+3p —3p5 v’ Inv — 3py Pt

(7o
\lUCL/

14

tPP(v) -1

3
cila 14 = pIQDsz + 2pDD03 + 3pDD 4

T RS2 2
(76b)

where we have dropped the integration constants for now.

Combining these two expressions gives the SPA phase (72)

m

‘I’eDn?(f)Z—W

9
[1 + 2p2DDv2

202P03(1 + 3Inw) — 9pPPw 4] +mpo — 27 fio , (77)

where v is evaluated at v = (2/m)/3v;, and where we restored constants ¢y and ¢ which are the sums of ¢(vo), t(vo)

with the terms from the lower boundary of the integrals. The coefficients p2P

Similarly, the complex amplitude is given by

A (F)

where Hy,,(v) is given by Eq. (67) with the replacement
x = v? and, as before, v is evaluated at v = (2/m)"/3v;.

Note that because Hy,, are complex they can affect the
phase of the waveform. In particular, they can carry an
overall minus sign or factor £¢, which should be included
in the phase of the mode. In addition, higher-order terms
can have a factor +i differing from the one entering at
leading order, which induce corrective phases. However,
those phases turn out to be negligible, entering at higher
PN order than the 2PN relative order we consider.

2G2(1—<)M2m771/2\/2 2 Hyp (v) -
B RCV/2|S_| 5Vm 052

are given in Eq. (B4).

1 1 1 1
FURD + 300 + 2ot (P - 3R] )

gV P2 T Y 2 4

B. The quadrupole-driven regime

We follow the same treatment for the quadrupole-
driven systems as laid out in Sec. VB: we split the
flux into dipolar and non-dipolar parts, and expand p(v)
to first order in the ratio Fgip/Fnon-dip according to
Eq. (54). The first and second terms in Eq. (54) produce
a non-dipolar and dipolar contribution, respectively, to
the phase and amplitude of the SPA waveform.

The non-dipolar contribution to the phasing is con-
structed by inserting Eq. (75) into the integrals in
Eq. (73) and using the expansion (59a). Ignoring the
integration constants for now, we find

non-di 1 5 n 5 n
rondip (1)) = ~ Sovine { + = p2dv2 + 2p do? + 5080 + O(5 )} (79a)
) 5 4 1a 2, 8 na 3 d,4
= 1 o B 204 o5 79b
i 256M§[+p2v+5p3v+p4v+<>, (79b)
and thus, the corresponding contribution to the Fourier-domain phase for the hg,, mode is given by
i 3 20
\I/non—dlp —m |:_ (1 + = ndv2 44 nd 3 +10 nd 4):| . 80
m (f) 256’1}57’]5 9 P2 P3 P4 U:(2/m)1/31}f ( )
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Similarly, we use Eq. (59b) to compute the contribution to the phasing from the dipolar energy flux

. 2582 ( 7 7 7

dP(p) =————>_ |1+ —pdo? + = pdv® + - pdov? + O(5 ol
P ) 5376U7n§2[ MG T Lo ()}’ o
tdip(v) 553( 540 10 453 95 44

) . 10 5 O 81b

Cie ~T53600o8 + 505v* + 5’ + Spivt + 06) (81b)

. 582 ¢ 7 5 35
TP () = | (14— pdo? 4 Zpdp? 4 22 pdgd : i
dP )y =m {35841;77752 ( + v+ P50 + v (20, (81c)

Combining these two pieces and restoring the constants
o and tg, the Fourier-domain phase is then simply

W (1) = We () + W R(f) + mipo — 2mfto. (82)
The coefficients p2d and pd are given in Egs. (B10)
and (B12). When restricted to Brans-Dicke theory,
Eq. (82) reproduces the leading order deviation in the
phase from GR derived in Ref. [26] at order O(1/wpp),
which is equivalent to first order in Fgip/Fnon-dip- FoOr
systems containing a very massive black hole, i.e.,
s1=1/2, s§ =5/ =0 and m; > ma, we recover the
phase up to 2PN relative order derived in Ref. [58].

The computation of the Fourier-domain amplitude
closely follows that of the dipole-driven regime. In place

of y/p(v), one instead uses

non-dip 1 dip(v)
Vo) = Jpremin) 14 3 L0

Finally, one re-expands this expression using Eqs. (59a)
and (59b) and inserts the result in to Eq. (71c).

(83)

VIII. CONCLUSIONS

We have computed the gravitational waveform at 2PN
relative order for a compact binary system on quasi-
circular orbits in scalar-tensor theories with a single
massless scalar. The phase and amplitude are presented
in ready-to-use form for all h;,, modes. We used the
stationary phase approximation to express the waveform
in Fourier space. We performed these calculations for
systems whose inspiral is driven by the emission of dipo-
lar radiation and those driven by quadrupolar flux. Be-
cause of the tight constraints on scalar-tensor gravity,
only very low-frequency systems (e.g., binary pulsars) or
those that host non-perturbative scalarization phenom-
ena (e.g., spontaneous or dynamical scalarization) fall
within this first regime — most prospective GW sources
will be quadrupolar-driven.

We conclude with a brief discussion of the potential
utility of our results for testing GR with GWs. The
early inspiral offers the best prospects for detecting the
emission of dipolar radiation by compact binary systems,
as radiation reaction enters at lower PN order in scalar-
tensor theories than in GR. Thus, the best constraints

would come from observation of neutron star-black hole
binaries with space-based detectors.® Current estimates
on the detectability of scalar-tensor effects have predom-
inantly been made using the leading-order correction to
the GW phase [26, 59-62] (although Ref. [58] used 3.5PN
scalar-tensor waveforms in studying extreme mass ratio
inspirals).

Using Eq. (82), we estimate the upper bound on the
contribution of each PN correction to the phase. We
consider the phase accumulated by a 100 — 1.4Mg sys-
tem during an observation period of one year, spanning
the frequency range f € (0.065Hz, 1Hz), subject to the
experimental constraints discussed in Sec. II B. Relative
to the 7.7 x 106 cycles produced by the Newtonian-order
GR term, the leading-order scalar-tensor correction de-
creases the phase by up to ~ 600 GW cycles.” The 1PN
relative order correction increases the total phase by an-
other ~ 2 cycles, although this piece would be difficult to
detect, as it takes the same form as the leading-order GR
term. The 1.5PN relative order correction adds ~ 3 GW
cycles to the inspiral, and the 2PN order effect is below
the limit of eLISA detectability, only contributing ~ 0.1
cycles over the year. We emphasize that these values
are only an order-of-magnitude estimate of the possible
impact of higher-order scalar-tensor corrections; a more
extensive parameter estimation study is needed to truly
determine the detectability of these effects.
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Appendix A: Translating notation Binary parameters:

1 —+ a1 (AS)
o 12
This appendix contains the conversion between nota- 1+a?’
tion introduced in Table I and that employed by Damour 2001 (o
and Esposito-Farése [17, 30]. Note that these authors de- T =y +aay’ (49)
fined a4 with a relative minus sign compared to Eq. (11) B1a2
and defined G as the bare gravitational constant in the B — By = ;“22, (A10)
Einstein frame. 2(1 + aras)
2
Weak-field parameters: 2 Baai
— = All
62 ﬁll 2(1 +041042)27 ( )
G—G=G,A2(1+a2), (A1) a?
- o (1+ag) 5y — m (A12)
¢— 1—027 (A2) 2
T % Gy — 2 (A13)
apfo (1+ara2)?’
)\1 — T o\ a2 (A?))
(1+ag) A5 L 1a Biag (A14)
——€ = -——
a? (a0ﬁ6 — 3ﬁ(2)) X 4 222 41 + aran)?’
- (1 Ta ) A4 . (A4) 1 B/ 043
2 207
— —— Al5
X2 46111 A1+ aran)? ( )
Strong-field parameters: Our conversions agree with those presented in Table IT of
1 Ref. [19] with one exception: we find Ga = G2 rather
sA—>§—2—A, (A5)  than Ga = Gia.
Qo

Appendix B: Explicit formulas for the Fourier-domain phasing

This appendix gathers explicit formulae for the coefficients entering our results that were too voluminous to be kept
in the main text.
In the dipole-driven case of Section V A, we obtained for the flux

482 2.4
FPP(z) = % 1+ PP + fPPa*? + fPPa? + O(5)] (B1)
«
with the coefficients
14 487 4 48,8 4B, 2 24 12 4 4 4B_1)  AS, B4t
DD _ + + v +P+
— = e e i A Uy O 1 - B2
2 5t 552 3B+ * S vy + ~ 3FY+ 582 ¢ * 582 ¢ 377+ 3[3 v 5y S_v (B2a)
D _ o + ™, (B2b)
o B VR ASE b 2, DS dp AR SR 16808 4
4 28 2882  3S. 3" 15"t 1582 ++ 2 8242 S_2 72
ASEAL  4S.B- 8BE 3684 N 16838+  165.5-By 881 N 27_ 1652 172 25
S22 S_v 3y 57 582 38_7 3y ' 5 1582 ' 2 3"
1247 648, 2143y 328,y 169> 55  782n 16 , 4821
- 2 - 2 - 2 - 2 - 2 el 9Q2 _B*T] _ﬁ"‘n T2
7082¢  582¢ 14082¢ 5S%¢ 5S8%2¢ 6 382 ' 3 72
_328:B_Byn  328%n 168%Bin  56S.8.nm  808%n 568.n  328.8-Bin 166in 4
S_ 72 ~2 8§22 38~ 3y 3y 3S_~v ol 37"
1 g Ty 25, 45 x- 8Sx- 4 dx+ | 8 8nx+ |, 11849
37 g 5+ S2¢  S%¢ 3" + S_ vy S_vy 3+ -t ~ * 3T+ ~ * 2S5
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2 32526 % A4S, B0 SS.B0 880 8S2B A 8By
B T i R (N P I CARE
36[3 Y 1633ﬁ—1/1 88,324 45+[3+1/1 168_B. 1 | 88185 33+”Y1/) 6451
5y 552, 384 T TS84 3 T35, TS JH 5S2C
326 16 20 208 4 Ay b 48
5@37;/} ——ﬂ o + B m/l 3;[_3;771/1 Faxv- x71/1 ;_XH/’ (B2c)

Note that f$ is determined entirely by tail terms of the form of Eq. (36); this is the only hereditary contribution to
the flux.
For the ratio p(x), we obtained

3
DD\ _ DD,3/2 | DD,2
PP (@) = ggrmr 1+ AP+ oBP? 4 p2Pa +0(5)| (B3)
with the coefficients
13 482 8 48, 6- 48 2 24 12y 7 8 4B_1p  ASL Byt
DD _ + + + +P+
S VIR e s s AV 51~ 58~ B4
=0 s T3 T s Ty T3 TssEc s Tl 3PVt s (Bda)
psP = — 21—, (B4b)
pp 7629 12987 165t 48, p- L8 e 181 L 1631@ ﬂ 12ﬂ3 1282 3%
P& = T 1400 T 70087 T 258 T 3S. 9 - T 1582 +t 2 85242
N 485, B_f4 N 1253% N 128387 625,53 N 32Siﬁ_ _dopz 46ﬁ+ N 16538+ 80818 By
S_~? 2 S242 58 _~ 583 v 3y 5y 582y 3S_~
4082 77 16517 44 205 , 1 576 576+ 144~2 653 19252
— - = = =5 _
37 5 T aesr TP T 367 T30 T st T st T ansic T 35087¢ T 2587C

96S. 8- 645, 1928+ﬁ_ 1925, | 3827y 96537 1684y . 1677 71 82
5S3C | 58ZC " 583~4C | 5S824C | T00SZC T 258%C  5SZC | 582¢ 247 387
_ @ g2y @ g,y 10PZn _965.p_fBim 326%n 485¢fin  265.p-m _ 32/33n L 2684
1 +1 ~2 S_v2 2 S22 38~ 3y 3y
1608+ﬁ_6+n 64537 10 4, 16 2n 55 o 4Six— | 8Simx-—
=5 ek A o TP
35 5 S R A +”+52<+52<+72” S+ s,
16 dyy 32 Sy, 118,y 181 168281 48,8, 160
T T T T Tyt s 1BV e 35 g P-P+d
US B2y 24 B 2ASIB By 248 FIy L4660 1652 3_1) 408+531/;
S_y2 2 822 S_ 72 5 582 3S_~v
628 32853 803_ 408, 32 3S 44 1 643_

+ +8+¢ . +3B+1/’ + B- By + +B1Y _ Y . —5—7¢ N ST ﬂ
5S8_~ 5S8° ~ 3y 3S_~ S_ 3 584 (
968y By 19269 1928, 549 168y + ﬁ o+ 105 771/) 1084 Bymp 16 "
583 ¢ 5SZ~C 583 ~¢ 582 3y 35_~ 3 X~

dx—1 45+X+1/)

+ 5 S~ (B4c)

+

In the quadrupole-driven case of Section V B, we obtained for the dipolar part of the flux

482
Faip() = % 1+ S + f2¥2 + fla? + O(5) (B5)
with coefficients given by
14 45,5 40 2 4 4 46_1 A4S By
d + + +P+
= - — —= — — -y == =p_1— — B6
3 ﬁ+ S5 + 5 3 31+ 36 () 5 S (B6a)

fe=2r + 77, (B6b)
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29 48.3. 4 2 4 4% 168.8_p 462 4S8.5-  8B% 368
d_ _ 29 AP g2, 20 Zp2  TPo  ZPOHE-PE ) TP 2O E- PR 2P
L R T L (e (e 2 + S_? * 2 S_v 3y 5y
165, 8-8y+ 86% 1, 2 55 16 , 486%2n  328.B_Byn  328in
35 _~ 3 +57+27 30t gt i+ B - — S_~2 2
5651 5-n  80BZn  568in  328,8-Bin 1683n 4 1, 22, 45X
— — — — Zap—Z — _5 AT
35 4 3y 3y T 354 P R A R X A
8Symx— 4 Ax+ 8 8nx+ , 1S4y 2 451649 88429
S, 3\ + 5 + g+ 5 55 ﬂ Y+ — e as T ﬂ By 57
83_ 88, 32 363_ 85, 3% 48 1645_ 8S 3S
8BB4y +ﬁ+w+ Bw+ +ﬂw+ +B+w+ 66+w+ +B+w+ +w+5w
72 S_~? 5y 3S_~ S v 3y 3S_~ S_
206y | 208 By 4 -y _ASix+y
—x_1) — B
ﬂ mp+ 3 T35, +ax-v S 5 (B6c)
For the non-dipolar part, we obtained
3277251:5 nd
]:non—dip(x) - 5Ga [1 + f2 T+ 0(3)} (B7)
with the coefficient
wd _ 1247 88y 2M43y 4By 297 485SE( 48%BiC N 582B82¢  5S83B8%¢ N 282 B4¢
2 3366 3¢ 672 3¢ 3¢ 672¢ 9¢ 6~2¢ 6~2¢ 3v¢
~2839¢ 35 35ynp  3583(n  10SEBi(n L 86-% 4By ASEB-_(p  5SEB-B4CY
9¢ 126 24¢ 726 3v2¢ 3¢ 3¢ 9¢ 3v2¢
287 8¢
_ A R B8a
e (B8a)
For the non-dipolar ratio pnon-daip(z), we obtain
_ nd 3 2 nd 2
pnon—dip(x) - 6477§$5 1 + Pz T+ P3 / + Py + O( ) (Bg)

with the coefficients

nd TA3 4By 143y 28B4y B1TSIC | 283B+C 5SEAEC 5SIBIC 28184 1l | 1lyp

P2 = 336¢ * ¢ 6T2€ ¢ 672¢ 3 6926 6926 3¢ 4¢€ 8¢
1183¢n | 108383Cn 454 2B~y  283B-_(Y N 583B-B+CY 283 B-C (B10a)
24¢ 372 3 3 3¢ 372 e
47
pad = _ fST _ + (B10b)
N 81 19 57 482
pit = = — T HABL 438y + 4B — My +4Byy — £y + 04 + T — 16820 — 1984m -
4 1 1555009 6482 1247 6482 2672321y 6432
6+77+11m7+7 46 — =1 + B By | 6461 v 6482y

8 1128962 ' 9¢2 63¢2 9¢2 " 1128962 | 9£2

565681y 6485y 227569142 168297 10138492 168%4% 214347 16873 +4L

212 9¢2 150528¢2 9¢2 84¢2 9¢2 504£2 9¢2 9¢2
60479582¢  14S2B2¢  437982B.C 14S8262¢  62358262¢  40S82B264C¢ 623582 52¢
112806¢2  27¢2 151262 27€2 10089262 34262 1008~2¢2
4083 83¢  1987S3B2¢  1247S2B4¢ 208382 B.C  1987S2BIC 2082B3C¢  4235377S34C
C09y262 2244€2 252962 34€2 2244€2 9ne2 67737662
32828%24¢  91S2B47¢  3282624¢C N 257827%¢ N 32826,7%¢C  8824%¢  23522584¢?
2762 18¢€2 2762 108¢2 2762 27¢2 4515842

168182¢2  2984B,¢2  1681B2¢2  2581p(¢?  2581p%2B2¢%  2581Bi¢? 108182 B¢
81¢2 84¢€2 812 36712 6162 36742 3y3¢2
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The result for the dipolar ratio pgip(x) is
2582
pdip(x) = —m [1 + pSx 4 pdad/? 4 pla® + (9(5)} (B11)

with the coefficients
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