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A comprehensive study of the atmospheric neutrino flux in the energy region from sub-GeV up to several TeV using the Super-Kamiokande water Cherenkov detector is presented in this paper. The energy and azimuthal spectra, and variation over time, of the atmospheric $\nu_e + \bar{\nu}_e$ and $\nu_\mu + \bar{\nu}_\mu$ fluxes are measured. The energy spectra are obtained using an iterative unfolding method by combining various event topologies with differing energy responses. The azimuthal spectra depending on energy and zenith angle, and their modulation by geomagnetic effects, are also studied. A predicted east-west asymmetry is observed in both the $\nu_e$ and $\nu_\mu$ samples at 8.0 $\sigma$ and 6.0 $\sigma$ significance, respectively, and an indication that the asymmetry dipole angle changes depending on the zenith angle was seen at the 2.2 $\sigma$ level. The measured energy and azimuthal spectra are consistent with the current flux models within the estimated systematic uncertainties. A study of the long-term correlation between the atmospheric neutrino flux and the solar magnetic activity cycle is performed, and a weak preference for a correlation was seen at the 1.1 $\sigma$ level, using SK I-IV data spanning a 20 year period. For several particularly strong solar activity periods, corresponding to Forbush decrease events, no theoretical prediction is available but a deviation below the typical neutrino event rate is seen at the 2.4 $\sigma$ level. The seasonal modulation of the neutrino flux is also examined, but the change in flux at the SK site is predicted to be negligible, and as expected no evidence for a seasonal correlation is seen.

PACS numbers: 95.55.Vj

I. INTRODUCTION

Atmospheric neutrinos are one of the main experimentally available neutrino sources, observed in a wide energy region from 100 MeV up to the PeV scale [1]. They are generated after the interaction of cosmic rays with the air molecules in Earth’s atmosphere, from the decay of secondary particles such as $\pi$ and $K$ mesons. The form of the energy spectrum is well approximated by a power-law, although it is relatively suppressed below the GeV scale due to the rigidity cutoff effect on the primary cosmic rays, caused by Earth’s magnetic field. The flavor ratio of $\nu_\mu + \bar{\nu}_\mu$ to $\nu_e + \bar{\nu}_e$ below the GeV scale is approximately two, considering the dominance of the $\pi^\pm$ decay chains, but increases towards higher energies. In neutrino detectors, atmospheric neutrinos are observed coming from all directions, as the Earth is mostly transparent for neutrinos below the PeV scale; the flight length from the production point to the detector thus varies from $O(10)$ to $O(10^4)$ km, depending on the zenith angle of the arrival direction. The neutrino flux in the horizontal direction is generally higher than that in the vertical direction, due to the longer path of the parent particles in the atmosphere; however in the sub-GeV region there is an east-west asymmetry due to the azimuthal dependence in the rigidity cutoff energy of the primary cosmic rays. Towards the higher energies, fewer neutrinos are produced as the $\pi$ and $K$ decay lengths become longer than their path lengths in the atmosphere, and the parent particles reach the ground before decaying. Above around 100 TeV, so called “prompt” neutrinos coming from the fast decay of charmed mesons are expected to dominate, due to their much shorter decay length.

Since the first detection of the atmospheric neutrino in underground experiments in the 1960s [2, 3], further measurements brought the discovery of neutrino oscillation in 1998 [4]. The continuing series of independent neutrino oscillation measurements in solar [5, 6], atmospheric [7, 8], reactor [9–12], and accelerator [13–16] sources are consistent with three neutrino mixing as described by the 3×3 PMNS matrix [17, 18], which is generally accepted as the standard framework of neutrino oscillation while the CP-violation phase and the mass ordering between the second and third mass states are not yet known.

The study of the atmospheric neutrino is generally based on predictions of the expected flux, coming from Monte Carlo simulations. In this paper we will discuss three such simulations performed by the HKKM [19, 20], Bartol [21], and FLUKA [22] research groups. The HKKM model defines a primary cosmic ray spectrum based on BESS [23, 24] and AMS [25, 26] measurements. For interactions in the atmosphere, the DPMJET-III [27] hadronic interaction model is used, with some customized tuning for better agreement with the cosmic ray muon data. The JAM nuclear interaction model [28], which has better agreement with the $\pi$ production measurements by the HARP experiment [29], is also introduced below 32 GeV in the more recent HKKM11 model [20], resulting in a relative increase of the neutrino flux below 1 GeV when compared to HKKM07 [19]. The Bartol model adopts a primary proton spectrum that is relatively lower below 50 GeV, and the high energy nucleon flux has a flatter energy dependence [30]. TARGET version 2.1 [31] is used for the decay and interaction generator. The FLUKA flux model is so named as it uses the FLUKA Monte Carlo simulation code [32], a widely used hadronic and electro-magnetic interaction model. In all of these simulations, three-dimensional particle tracking is performed for the primary and secondary particles.

The estimated uncertainties on the atmospheric neutrino flux predictions are currently between 5~25% in the 100 MeV→100 GeV range. As the neutrino energy
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increases above 10 GeV, the uncertainties in the π and K fluxes become the dominant error sources [33, 34]. The neutrino flux predictions are consistent within ~20% below 32 GeV [20], with larger differences in the higher energy region [19].

The current generation of neutrino detection experiments have improved their statistics and reduced systematic errors, such that direct measurements can now be made with uncertainties comparable to those on the flux models. In this paper, we discuss several types of direct measurements made by the Super-Kamiokande detector. First we discuss briefly these measurements in a conceptual sense, especially taking into account the fact that the Super-Kamiokande atmospheric data was previously used to make an original measurement of the neutrino oscillation parameters.

In a general sense, the measured event rate $N$ of an atmospheric neutrino detector is expressed by the convolution of atmospheric neutrino flux $\Phi$, neutrino oscillation probability $O$, neutrino cross section $\sigma$, and detector efficiency $\epsilon$:

$$N = \Phi \otimes O \otimes \sigma \otimes \epsilon. \quad (1.1)$$

To measure the oscillation probability $O$, the quantities $\Phi$, $\sigma$, and $\epsilon$ must be determined by other independent measurements in advance. As described above $\Phi$ is calculated by Monte Carlo simulations, $\sigma$ is modeled based on the results of neutrino beam experiments, and $\epsilon$ is determined based on detector calibrations and simulations. Combining these inputs and the measured event rate $N$, the oscillation probability $O$ and thus the oscillation parameters have been previously measured by Super-Kamiokande, such as the mass difference $|\Delta m_{32}^2|$. Conversely, it is possible to measure the atmospheric neutrino flux $\Phi$ if the neutrino oscillation probability $O$ is given. The measurements of the oscillation parameters by the Super-Kamiokande atmospheric data have since been confirmed by several independent experiments, and a consistent and accurate three-flavor oscillation parameterization has emerged, by combining data from each of the independent experiments. Thus, by taking the PDG values of the oscillation parameters [35] as the input, the neutrino flux $\Phi$ can be measured at Super-Kamiokande.

We separate our measurements of the atmospheric neutrino flux into three main categories, as follows.

The first measurement is the energy spectra of the $\nu_e$ and $\nu_\mu$ fluxes. Over the past decade, the simulations have improved their statistics and calculation methods and now provide accurate predictions across a wide energy range from sub-GeV to 10 TeV [20–22]. These predictions are important for studies of the atmospheric neutrino itself, and also as a background model for rare event searches such as proton decay [36, 37] or dark matter [38].

An initial measurement of the energy spectra was made by the Frejus experiment in 1995 [39], before the existence of neutrino oscillation was known. More recently measurements were made above TeV energies by the cubic-kilometer size detector IceCube [40–45]. At these energies the understanding of the atmospheric flux is important with respect to the searches of astronomical neutrinos, a flux of which was recently discovered by the IceCube collaboration [46–48].

A precise measurement of atmospheric neutrino flux below 100 GeV has not yet been published, and the Super-Kamiokande detector is able to make several significant improvements with respect to the Frejus measurement in this region. The larger detector size increases event statistics by around two orders of magnitude, and extends the measurement down to 100 MeV and up to around 10 TeV, which overlaps with the low energy end of the cubic-kilometer detector measurements. The high resolution of the Cherenkov ring imaging technique used in Super-Kamiokande leads to excellent identification of the neutrino flavor and background elimination. Combined with the progress in understanding neutrino cross-sections (see e.g. Section 49 of [35] and references therein) and oscillations by several independent experiments, an accurate measurement of the flux based on the number of observed events in the detector is possible.

The second measurement is the azimuthal distribution of the atmospheric neutrino flux. The geomagnetic field deflects incoming primary cosmic rays, depending on their momentum and nuclear composition; the geomagnetic rigidity is defined as $pc/Ze$, for momentum $p$, atomic number $Z$ and the elementary charge $e$, and is often given in units of GV. For a given arrival location and direction on the Earth’s surface, only cosmic rays with rigidity above a certain threshold will have been able to traverse the geomagnetic field to that point, excluding trajectories that had intersected the Earth; this threshold is known as the geomagnetic rigidity cutoff. The structure of the geomagnetic field causes variations in this cutoff, the primary effect of which is an east-west oriented anisotropy in cosmic rays at the Earth’s surface, originally detected in the 1930s [49] and used to infer that cosmic rays are generally positively charged.

A similar east-west anisotropy is expected in the atmospheric neutrino flux, and in a previous Super-Kamiokande measurement [50] was discovered in the $\nu_e$ sample ($5\sigma$) but seen only with low significance in the $\nu_\mu$ sample ($2\sigma$). Since that measurement the flux simulations have also progressed from simple one-dimensional to three-dimensional calculations, and began to use complex geomagnetic field models instead of dipole approximations. The HKKM and Bartol simulations have further included bending of secondary particles due to the geomagnetic field in the atmosphere. These changes have led to significant modifications in the predictions of the azimuthal anisotropies [51–53]. Measuring in detail the angular distributions, in addition to the previously well-studied zenith distributions, can thus be used as a further test of the flux simulations and their implementations of geomagnetic effects, and also to confirm the discovery of such azimuthal anisotropies.

The third measurement is the modulation of the neu-
trino flux over time. The solar cycle is an oscillatory change in the solar activity, such as the level of plasma emissions, with an average period of approximately 11 years. The cosmic ray flux at Earth is well known to be anti-correlated with the solar activity [54]. This is essentially because the plasma flux (or “solar wind”) from the sun can scatter cosmic rays entering the solar system, and therefore during periods of high solar activity the cosmic ray flux is relatively reduced. Consequently, the atmospheric neutrino flux is predicted to also be anti-correlated with the solar cycle, although this has not previously been measured.

Historically, the solar activity was measured by its correlation with the appearance of sunspots. However, since 1948 the use of neutron monitors (NMs) provides a method to accurately and continuously track the neutron flux at the Earth’s surface resulting from cosmic ray impacts [55], and the NM counts are generally believed to be well-correlated with the primary cosmic ray activity. In this paper we test for the anti-correlation of the atmospheric neutrino flux with the solar cycle, by searching for a correlation between the neutrino flux at SK and the neutron detection rates at various NMs operated by other institutes. This method is able to test on short timescales of $O(1\text{ h})$, as both neutrino and neutron observations take place on Earth, and the propagation of the solar wind within the solar system (with speed of the order 100 km s$^{-1}$) need not be considered. We assume that the effect of the solar wind is uniform in the neighborhood of the Earth, such that we may expect a good correlation between the neutrino flux at the SK site and the neutron flux monitored at the NMs in various locations around the Earth.

Yearly changes in the atmospheric neutrino flux are also expected, due to seasonal temperature variations. In the summer months the atmospheric density is increased at higher altitudes, and relatively more neutrinos are created by secondary particles decaying in-flight. Such changes are predicted [56] to be strongest at the polar regions, with a normalization change of a few percent around the GeV to TeV scale, but to become negligible moving towards the equator where the seasonal variation in air density is less. While the variation of the atmospheric neutrino flux at SK is thus expected to be minimal, we also test for such a correlation in this paper.

This paper continues by explaining the detector and atmospheric neutrino dataset in Section II, the energy spectrum measurement in Section III, the azimuthal spectrum measurement in Section IV, the solar modulation measurement in Section V, and concludes with a summary in Section VI.

II. DETECTOR AND ATMOSPHERIC NEUTRINO DATASET

A. Super-Kamiokande Detector

Super-Kamiokande (SK) is a water Cherenkov detector located in the Mozumi mine of Gifu prefecture, Japan [57], at geographic coordinates $36^\circ 25' 32.6'' N$, $137^\circ 18' 37.1'' E$ and altitude 370 m in the WGS-84 system [58]. About 11,000 20-inch photomultipliers (PMTs) are mounted on the wall of the detector facing inwards, and observe the Cherenkov light emitted by charged particles produced by neutrino interactions in the ultra-pure water. An optically-separated region on the outer side also contains about 1,800 PMTs, which act as a veto for incoming cosmic ray events. The detector has excellent particle identification (PID) capability by using the Cherenkov ring’s pattern and opening angle, separating showering-type events from track-type events, which are denoted as $e$-like or $\mu$-like events respectively.

SK has four experimental phases so far. These are designated as SK-I (1996–2001), SK-II (2002–2005), SK-III (2006–2008), and SK-IV (2008–). The major detector changes that distinguish these periods are as follows. The SK-I period was ended when an implosion accident destroyed about half of the PMTs; the remaining PMTs were rearranged for even coverage during SK-II. For SK-III, full PMT coverage was restored, and with SK-IV came an improved front-end electronics system [59]. SK-IV is an ongoing experiment, and the data sets used in this paper include data until September 2014 for the energy spectrum and azimuthal analyses described in Section III and IV, and until April 2015 for the solar modulation analysis in Section V.

B. Atmospheric Data Types

The atmospheric neutrino data events are separated into three main samples with different event topologies. In the Fully-Contained (FC) sample, the reconstructed neutrino interaction vertex is inside the 22.5 kton fiducial volume, which is the inner region with a boundary 2 m inside the inner wall, and all visible secondary particles are contained inside the inner detector. In the Partially-Contained (PC) sample, the vertex is also inside this fiducial volume, but outgoing particles are allowed to exit the inner detector. PC events typically have longer charged particle tracks, which are therefore mostly muons induced by $\nu_\mu$ charged-current (CC) interactions. In the UPward-going-MUon event sample (UPMU), neutrinos interacting with the surrounding rock create muons which enter the detector from below (down-going muons are ignored, as these are overwhelmingly produced by cosmic rays). The UPMU sample is also a predominantly $\nu_\mu$-induced sample. The efficiency in selecting true neutrino events is estimated for fully-contained events as $>97\%$, and for partially contained events as $>80\%$ (im-
proving to >95% for SK-III and IV) [60]. Non-neutrino background contamination from cosmic ray muons or light-flashing PMTs is less than a few percent for all samples.

In this analysis these three main event samples are further divided as follows, according to their detailed properties identified by the event reconstruction algorithm, such as PID, number of reconstructed Cherenkov rings, reconstructed energy, and presence or absence of electrons from delayed muon decays. These sub-sample definitions are similar to the standard ones used in the SK atmospheric neutrino oscillation analysis [8], although compared to that analysis some sub-samples are combined or discarded in this paper. The detector cannot distinguish neutrinos from antineutrinos by measuring the sign of the produced lepton, as no magnetic field is applied in neutrinos from antineutrinos by measuring the sign of the produced lepton, therefore when we refer to \( \nu_e \) or \( \nu_\mu \) samples this includes also \( \bar{\nu}_e \) and \( \bar{\nu}_\mu \) respectively (some separation techniques in fact exist [61–63] that take advantage of various kinematic differences, but are not used in this paper).

Fully-contained events are divided into \( e \)-like and \( \mu \)-like samples according to the PID of the most energetic Cherenkov ring, corresponding generally to \( \nu_e \) and \( \nu_\mu \) samples respectively. They are further divided according to whether the number of the identified Cherenkov rings is one (single-ring) or more (multi-ring). Events are also classified into “sub-GeV” or “multi-GeV” samples at a threshold of 1.33 GeV in total visible energy, which is the sum of the visible energy among all fitted Cherenkov rings. Single-ring events are of higher purity in neutrino flavor, while multi-ring events tend to have higher neutrino energy. Additional selection criteria to reduce the background of neutral-current (NC) and wrong-flavor CC events are applied; for the sub-GeV single-ring \( e \)-like events, NC produced \( \pi^0 \) backgrounds are reduced by a \( \pi^0 \) finder algorithm [64] which identifies events using a likelihood method, based around the reconstructed invariant mass assuming a \( \pi^0 \rightarrow 2\gamma \) decay event (where the second \( \gamma \) ring was originally missed due to low energy or ring overlap). Sub-GeV multi-ring \( e \)-like events are also not used in these analyses in order to further avoid NC \( \pi^0 \) background. Another likelihood-based cut is applied for multi-GeV multi-ring \( e \)-like events, which is the same method as described in [8] but extended to include SK-IV, to reduce background contamination from hadronic events dominated by \( \gamma \) rings, produced by \( \pi^0 \) created in CC \( \nu_\mu \) and NC induced events.

Partially-contained events are divided into two samples, “PC stopping” and “PC through-going”, based on whether the muon particle stops in the outer detector, or leaves the detector completely. The separation is made according to the charge sum in the outer detector around the muon exiting point, considering the detector geometry [65].

Upward-going-muon events are divided into three samples: “UPMU stopping”, “UPMU non-showering”, and “UPMU showering”. UPMU stopping events have only an entering hit cluster in the outer detector, while the other two samples have both entering and exiting hit clusters. UPMU non-showering and showering events are separated by the estimated deposited energy per unit muon range, with the aim to separate muon events with radiative emission, such as bremsstrahlung, which dominates when the muon’s energy is greater than around 1 TeV [66].

C. Data and Monte Carlo sets

![Graph](image-url)  

**FIG. 1.** (color online) Monte Carlo neutrino true energy distributions for each sub-sample, corresponding to the total expected number of events across the SK I-IV periods accounting for neutrino oscillation. From top, the FC \( e \)-like, FC \( \mu \)-like, PC, and UPMU samples are shown.

Table I summarizes the detector livetimes and numbers of events in the data and Monte Carlo (MC) sets used by this analysis, where the MC is generated corresponding to 500 years of livetime for each SK period. Neutrino interactions are generated from the HKKM07 [19] flux and NEUT [67] neutrino interaction models, and then passed to our detector simulation. The recent updates to NEUT and the detector simulation are described in [68].
The data reduction and event reconstruction processes, which are the standard ones used for the SK atmospheric neutrino analysis [8], are applied to both the data and MC samples.

Monte Carlo correction weights from the HKKM07 model to the HKKM11 [20] model are applied on an event-by-event basis, considering the differences in the energy, azimuthal, and zenith angle distributions. In some cases in Section III, weights will instead be applied depending on the SK period, except for the solar modulation analysis in Section V, where a more accurate per-event solar correction is described and used.

The fractions of the interaction mode for each sub-sample (i.e. $\nu_e$CC, $\nu_\mu$CC, or NC) are estimated from the MC datasets, and are also shown in Table I. We see that all $e$-like and $\mu$-like sub-samples have a high purity of $\nu_e$ and $\nu_\mu$ CC interactions, respectively. The systematic uncertainties on these purity estimations were calculated during this study, and found to be relatively small; less than 4 and 1.5 percentage points for all $e$-like and $\mu$-like sub-samples, respectively. Figure 1 shows the MC true neutrino energy distributions of the sub-samples, showing that each sample has a different energy sensitivity. The $\nu_\mu$ sample extends above 10 GeV, while the $e$-like sample extends up to 100 GeV, indicating that $\mu$-like events in the fiducial volume beyond 10 GeV tend to exit the inner detector and be classified as PC events. The $\nu_e$-like sample has a lower neutrino energy threshold than the $\nu_\mu$-like sample (100 MeV as opposed to 200 MeV), due to the difference in Cherenkov threshold between the electrons/positrons and the muons which are produced in the CC interactions in water. The PC and UPMU samples approximately range from 1 GeV to 10 TeV, and classification into the respective sub-samples is also seen to cover different energy regions.

### III. ENERGY SPECTRUM ANALYSIS

#### A. Event Classification

In order to measure the flux of neutrinos as a function of their energy, we select all events shown in Table I. This gives us a generally high purity selection of data samples, and are also shown in Table I. We see that all $e$-like and $\mu$-like sub-samples have a high purity of $\nu_e$ and $\nu_\mu$ CC interactions, respectively. The systematic uncertainties on these purity estimations were calculated during this study, and found to be relatively small; less than 4 and 1.5 percentage points for all $e$-like and $\mu$-like sub-samples, respectively. Figure 1 shows the MC true neutrino energy distributions of the sub-samples, showing that each sample has a different energy sensitivity. The $\nu_\mu$ sample extends above 10 GeV, while the $e$-like sample extends up to 100 GeV, indicating that $\mu$-like events in the fiducial volume beyond 10 GeV tend to exit the inner detector and be classified as PC events. The $\nu_e$-like sample has a lower neutrino energy threshold than the $\nu_\mu$-like sample (100 MeV as opposed to 200 MeV), due to the difference in Cherenkov threshold between the electrons/positrons and the muons which are produced in the CC interactions in water. The PC and UPMU samples approximately range from 1 GeV to 10 TeV, and classification into the respective sub-samples is also seen to cover different energy regions.
In each sub-sample, the linear sum of the reconstructed momentum of each visible particle (or Cherenkov-ring) is used as an estimator of the neutrino energy, and denoted as the reconstructed energy \(E_{\text{rec}}\). The reconstructed momentum of each particle is itself calculated using the observed charge pattern of the associated ring and the particle’s PID. The energy binning is defined as shown in Table II, in \(\log_{10}E_{\text{rec}}\). These bin widths are determined considering the energy resolution of each sub-sample, which is typically \(\sim 0.2\) in \(\Delta \log_{10}(E_{\nu}/\text{GeV})\) for FC, but \(0.2-0.3\) for PC, \(\sim 0.4\) for UPMU stopping, and \(\sim 0.7\) for other UPMU samples, since the energy deposited outside the detector cannot be observed. Thus, no energy binning is performed for UPMU showering or non-showering events. We refer hereafter to the number of events in each data bin as \(M_j\) for bin index \(j\). Figure 2 shows the values of \(M_j\) for SK I-IV data.

B. Flux Unfolding

To measure the energy spectrum, we employ an unfolding method. This is a class of method in which a true spectrum is deconvolved from an experimentally measured one, based on a knowledge of the experimental reconstruction. This differs from forward-fitting methods, where the experimentally measured spectrum is not deconvolved, but compared directly to model predictions that have been passed through a simulated experimental reconstruction; for example, in the case of measuring the energy spectrum, a simple model could be defined such as a power-law spectrum with normalization and spectral index parameters. The reconstructed energy spectra depending these parameters would then be predicted, and the values of the parameters measured by finding the best-fit to the experimentally measured spectra. The benefit of unfolding methods, on the other hand, is that they allow direct comparisons of the unfolded spectra between experiments, without restricting the measurement to a particular choice of parameterization.

In our case the reconstructed energy spectrum \(M_j\) will be unfolded into a true neutrino energy spectrum, of correct flavor CC interactions only, which we denote \(N_i^{CC}\) (the binning of this unfolded spectra, and the conversion to the actual neutrino flux values, will be explained later in this section). In a general sense, the relationship between the true and reconstructed spectra is expressed by the detector response matrix \(A_{ji}\) as

\[
M_j = \sum_i A_{ji} N_i^{CC} \tag{3.1}
\]

where \(A_{ji}\) can be estimated by the detector MC, and accounts for the inability to reconstruct perfectly the true neutrino energy. We can write the inverse relationship using the unfolding matrix \(U_{ij}\) as

\[
N_i^{CC} = \sum_j U_{ij} M_j. \tag{3.2}
\]

However, taking \(U_{ij}\) as \(A_{ji}^{-1}\) is in principle a poor approach, as the response matrix will not be estimated perfectly (and may not even be invertible). Among the several more advanced algorithms available, we adopt an iterative Bayesian method [70, 71], using the “RooUnfold” library [72] for the practical implementation. The method is known as Bayesian due to its use of Bayes’ theorem in the construction of the unfolding matrix at each iterative step. We chose this library as it is known to be reliable and easy to implement.

The specific details of the iterative unfolding procedure are as follows [70]. The first estimation of the detector response matrix \(A_{ji}\) is made using the SK MC dataset, using correct flavor CC events reconstructed into the final samples. The contributions of background events (wrong flavour or NC events) to each reconstructed bin \(j\) are also recorded, and will be accounted for in the final unfolded spectrum. We also apply the normalization condition \(\sum_i A_{ji} = 1\), which means that at this stage detector inefficiencies are not accounted for in the matrix. Figure 3 shows the estimated response matrix for the SK-IV period, not including the background events.

To construct the unfolding matrix, we first define the notation \(P(j|i)\) as the probability for an event in true energy bin \(i\) to be detected in the reconstructed energy bin \(j\), where these probabilities are exactly equivalent to the values of the response matrix \(A_{ji}\). We also define a set of prior probabilities \(P_0(i)\) for a single event to fall in true energy bin \(i\) as

\[
P_0(i) = \sum_k N_{MC,k}^{CC} \tag{3.3}
\]

where \(N_{MC,k}^{CC}\) is the default events spectrum taken from the MC, and the denominator ensures the probabilities sum to unity. We can then state Bayes’ theorem

\[
P(i|j) = \frac{P(j|i)P_0(i)}{P_0(j)} \tag{3.4}
\]

where

\[
P_0(j) = \sum_i P(j|i)P_0(i). \tag{3.5}
\]

Now that we have the estimated inverse probabilities \(P(i|j)\), we can use our data \(M_j\) to make a first estimation of the true number of events as

\[
\hat{N}_i^{CC} = \sum_j P(i|j)M_j. \tag{3.6}
\]

Considering that this estimation takes inputs from both MC and real data, it generally lies somewhere between the default MC spectrum and the true values. Thus, it is useful to proceed in an iterative way, by using the normalized \(\hat{N}_i^{CC}\) as new set of prior probabilities \(P_0(i)\) to generate new \(P(i|j)\), and in turn iteratively update \(\hat{N}_i^{CC}\). The final iteration is denoted \(\hat{N}_i^{CC}\), and the operation of
TABLE II. Binning definitions for the data bins $M_j$ (by the reconstructed energy $E_{\text{rec}}$) for the 11 sub-samples. There are 34 bins in total, among which 12 bins for $\nu_e$ and 22 bins for $\nu_\mu$ sample are assigned.

<table>
<thead>
<tr>
<th>Sub-sample</th>
<th>NBins</th>
<th>$j$</th>
<th>Bin edges in $\log_{10}(E_{\text{rec}}/\text{GeV})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC e-like</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sub-GeV single-ring (SG 1R-e)</td>
<td>5</td>
<td>1 - 5</td>
<td>-1.0, -0.6, -0.4, -0.2, 0.0, 0.2</td>
</tr>
<tr>
<td>multi-GeV single-ring (MG 1R-e)</td>
<td>4</td>
<td>6 - 9</td>
<td>0.0, 0.4, 0.7, 1.0, 3.0</td>
</tr>
<tr>
<td>multi-GeV multi-ring (MR e)</td>
<td>3</td>
<td>10 - 12</td>
<td>0.0, 0.4, 0.7, 3.0</td>
</tr>
<tr>
<td>FC $\mu$-like</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sub-GeV single-ring (SG 1R-\mu)</td>
<td>5</td>
<td>13 - 17</td>
<td>-0.8, -0.6, -0.4, -0.2, 0.0, 0.2</td>
</tr>
<tr>
<td>multi-GeV single-ring (MG 1R-\mu)</td>
<td>2</td>
<td>18, 19</td>
<td>0.0, 0.4, 2.0</td>
</tr>
<tr>
<td>multi-ring (MR \mu)</td>
<td>4</td>
<td>20 - 23</td>
<td>-1.0, 0.0, 0.4, 0.7, 2.0</td>
</tr>
<tr>
<td>PC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stopping (PC stop)</td>
<td>2</td>
<td>24, 25</td>
<td>-1.0, 0.4, 2.0</td>
</tr>
<tr>
<td>through-going (PC thru)</td>
<td>4</td>
<td>26 - 29</td>
<td>-1.0, 0.0, 0.4, 0.7, 3.0</td>
</tr>
<tr>
<td>UPMU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stopping (UP\mu stop)</td>
<td>3</td>
<td>30 - 32</td>
<td>0.0, 0.4, 0.7, 3.0</td>
</tr>
<tr>
<td>non-showering (UP\mu non-sh)</td>
<td>1</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>showering (UP\mu shower)</td>
<td>1</td>
<td>34</td>
<td>-</td>
</tr>
</tbody>
</table>

FIG. 2. (color online) Number of events for each reconstructed energy bin $j$ for each sample. Colored regions represent $\nu_e$ CC, $\nu_\mu$ CC, $\nu_\tau$ CC and NC contributions from the MC, and red crosses represent the data values, for the entire SK I-IV period. Monte Carlo distributions are normalized by the data livetimes. Only statistical uncertainties are shown in the error bars of the data points.

the above procedure on the data essentially takes the place of the unfolding matrix $U_{ij}$ in Equation (3.2).

This unfolding method is seen to depend on the number of iterations; a low number of iterations may be too close to the statistically smooth prior values and not fully reflect the information input by the data, while a high number of iterations will lead statistical fluctuations in the data to distort the shape of the unfolded spectrum. In general any prior will thus cause some small bias in the unfolded spectrum which cannot be perfectly corrected for, but importantly can be accurately estimated and included as a systematic error; this will be shown in Section III C. In practice, according to tests with our MC data, the iterative Bayesian method is strongly data-driven and produces good results compared to other unfolding methods after only a few iterations. We set the number of iterations based on a study using several sets of toy MC data generated from the HKKM spectra, by modifying the normalization and spectral index, and testing their reproducibility depending on the number of iterations. Five iterations was chosen since the unfolded spectra were generally well reproduced and stable.

We next discuss our choice of binning for $N_{CC}^i$. The energy range of the unfolded atmospheric neutrino flux spectrum is defined for the $\nu_e$ flux as $[-0.8, 2.0]$ in units of $\log_{10}(E_{\nu}/\text{GeV})$, and divided into 11 bins of variable size; for the $\nu_\mu$ flux, the range is $[-0.6, 4.0]$, which is divided into 12 bins. The binning definition is shown later, together with the measurement results, in Table IV.

These energy ranges and bin widths are determined considering the neutrino true energy coverage and resolution of the flux data samples. Smaller bins of width
where $O^{\nu\beta\rightarrow\nu_{\alpha}}(E_{\nu},\theta_{z},\theta_{O})$ is the $\nu_{\beta} \rightarrow \nu_{\alpha}$ oscillation probability from the production point to the detector, calculated with the standard three flavor oscillation model with parameters $\theta_{O}$ as shown in Table III and including the matter effect when propagating inside the Earth. Finally, the predicted flux values at the mean energy of the $i$-th energy bin $E_{i}$ are calculated according to [73], using and the lower and upper edges of the $i$-th energy bin $E_{i}$ and $E_{i+1}$, as

$$ \Phi_{MC}^{\nu_{\alpha}}(E_{i}) = \frac{1}{E_{i+1} - E_{i}} \int_{E_{i}}^{E_{i+1}} \Phi_{MC}^{\nu_{\alpha}}(E_{\nu})dE_{\nu}, \quad (3.9) $$

which are the values appearing in Equation 3.7.

For comparison, the predicted neutrino fluxes without oscillation are also calculated by replacing $O^{\nu\beta\rightarrow\nu_{\alpha}}(E_{\nu},\theta_{z},\theta_{O}) = 0(1)$ for $\alpha \neq \beta$ ($\alpha = \beta$) in Equation (3.8). Figure 4 shows the comparison between the predicted $\nu_{\mu}$ flux with and without oscillation, also showing the upward-going and downward-going flux components separately. It can be seen that the oscillation effect is different between the upward and downward fluxes, since the neutrino path length is not a linear function of the zenith angle and changes rapidly near the horizontal direction.

C. Systematic Uncertainties

The systematic uncertainties on the number of events in each data bin $M_{j}$, which we define to include the uncertainties on the MC prediction, are estimated as follows. Using a systematic error database maintained by the SK collaboration, the effects of errors relating to the event selection and reconstruction in the detector (116 errors), and those relating to neutrino interaction (17 errors) can be calculated. For the detector related errors, the same 29 systematic uncertainty sources described in [8] are considered and estimated for each SK period, giv-
For propagation of both the systematic and statistical uncertainties from $M_j$ to the flux values $N_j^{CC}$ we employ a toy MC method, since while RooUnfold provides an accurate theoretical calculation of the statistical errors [72], simultaneous treatment of the systematic uncertainties within the software is not implemented. In this method, toy data sets are generated by randomly fluctuating MC data according to their systematic and statistical error PDFs, as follows: first systematically-shifted data $M_j^{\text{toy}}(g)$ are generated using a random set of $N_{\text{sys}}$ systematic strengths $g$, where the probability density function (PDF) for each $g_k$ parameter is a Gaussian distribution, and that there is no correlation between the $g_k$ parameters. The final toy data $M_j^{\text{toy}}$ is then generated by a Poisson distribution with the mean values of $M_j(g)$. Two thousand sets of toy data are generated and analyzed with the same analysis method as described in the previous section. The variations among these toy flux measurements are taken as the uncertainties, including both statistical and systematic uncertainties, and the covariances of the unfolded flux among the energy bins are also recorded into the covariance matrix, which will be used for the $\chi^2$ calculation in Section III D. The method is also repeated for statistical errors only, to allow separate calculation of the statistical and systematic components.

A final contribution to the uncertainty in the values $N_j^{CC}$ comes from the regularization error, i.e. the bias that may be caused by inaccuracy in the initial estimation of the response matrix and Bayesian prior. As mentioned in section III B, such a bias should be small, but it may be noticeable in unfolded bins with low statistics. This bias cannot be corrected for exactly, but we may estimate an associated error by unfolding pseudo-data sets with an energy spectrum reasonably far from the MC prediction, and observing the resulting difference. Such pseudo-data sets were produced from the MC data by re-weighting events to define a modified energy spectrum $\Phi_{MC,i}$ as

$$\Phi_{MC,i}' = (1 + \Delta\alpha) \left( \frac{E_i}{1 \text{ GeV}} \right)^{\Delta\gamma} \Phi_{MC,i}$$  

(3.11)

where $\Delta\alpha$ and $\Delta\gamma$ represent the deviation of the normalization and spectral index from each model, and are modified in the ranges of $\pm0.05$ and $\pm20\%$ respectively, and $\Phi_{MC,i}$ is shorthand for the predicted flux values $\Phi_{MC}(E_i)$. In Fig. 5 the comparisons of each input pseudo-data set and its unfolded flux spectra are shown, along with the fractional deviation between the input and unfolded output in each case. The difference becomes largest at the highest energy bin for both $\nu_e$ and $\nu_\mu$ spectra, and the error sizes are $\pm6\%$ and $\pm8\%$ at most in the case of a $\pm0.05$ and $\pm20\%$ change. These differences are taken as the estimated uncertainties due to regularization in the unfolded energy spectrum, and included in the systematic uncertainties.

Figure 6 shows the breakdown of the estimated uncertainties for each error source group. The absolute errors

![FIG. 4. Calculated $\nu_\mu$ flux in Equation (3.8) at the SK site, based on the HKKM11 flux model with and without applying neutrino oscillation. The calculations of only upward-going (cos $\theta_2<0$) and downward-going (cos $\theta_2>0$) are also shown separately with their normalizations scaled by $\times0.1$ and $\times0.01$.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m_{23}^2$</td>
<td>$7.50 \times 10^{-5}$</td>
<td>$(7.30-7.70) \times 10^{-5}$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta m_{23}^2</td>
<td>$</td>
</tr>
<tr>
<td>$\sin^2 \theta_{12}$</td>
<td>0.31</td>
<td>0.296-0.333</td>
</tr>
<tr>
<td>$\sin^2 \theta_{23}$</td>
<td>0.50</td>
<td>0.388-0.612</td>
</tr>
<tr>
<td>$\sin^2 \theta_{13}$</td>
<td>0.024</td>
<td>0.0217-0.0263</td>
</tr>
<tr>
<td>$\delta_{CP}$</td>
<td>0</td>
<td>$-2\pi-0$</td>
</tr>
<tr>
<td>sign of $\Delta m_{23}^2$</td>
<td>$&gt;0$</td>
<td>Both $&gt;0$ and $&lt;0$</td>
</tr>
</tbody>
</table>

TABLE III. Nominal value and 1 $\sigma$ uncertainty (except for CP-violation phase and mass hierarchy) of the oscillation parameters based on [35]. The unit of mass square difference is eV$^2$. The probability density distributions of the error are assumed to be Gaussian distributions while the uniform probability is considered for $\delta_{CP}$ and mass hierarchy. The correlations among these parameters are not taken into account.

For any systematic effects, the fractional shift in each data bin $M_j$ resulting from a $1 \sigma$ shift of the $k$-th systematic error source. The modified expectation of the number of events in each bin, summing over each error, $M_j$, is thus

$$\tilde{M}_j(g) = M_{MC,j} \times \left( 1 + \sum_k^{N_{sys}} f_{jk} g_k \right)$$  

(3.10)

where $M_{MC,j}$ are the nominal MC expectations without any systematic effect, $N_{sys}$ is the number of systematic error sources, and $g = (g_1, \cdots, g_{N_{sys}})$ represents the applied strength of each systematic in units of $\sigma$. The effects of the oscillation parameters are treated separately, being directly calculated by shifting their values in Equation (3.8). The uncertainties of the oscillation parameters are shown in Table III.
for $\nu$ using all SK I-IV data. The energy binning, mean energy, $\nu$ by neutrino interaction uncertainties. The unoscillated uncertainties, which as mentioned above are dominated with the oscillated HKKM11 flux within the estimated $\chi^2$ values are calculated by testing the measured flux against each flux model prediction according to Equation (3.12). The number of degrees-of-freedom (DOF) in each test is also shown.

<table>
<thead>
<tr>
<th>Flux model</th>
<th>$\nu_e$</th>
<th>$\nu_\mu$</th>
<th>$\nu_e$ only</th>
<th>$\nu_\mu$ only</th>
</tr>
</thead>
<tbody>
<tr>
<td>HKKM11 [20]</td>
<td>22.2</td>
<td>5.3</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td>HKKM07 [19]</td>
<td>22.5</td>
<td>6.8</td>
<td>12.1</td>
<td></td>
</tr>
<tr>
<td>Bartol [21]</td>
<td>30.7</td>
<td>6.6</td>
<td>17.0</td>
<td></td>
</tr>
<tr>
<td>FLUKA [22]</td>
<td>25.6</td>
<td>5.4</td>
<td>15.2</td>
<td></td>
</tr>
<tr>
<td>(DOF)</td>
<td>23</td>
<td>11</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>

TABLE V. $\chi^2$ values calculated by testing the measured flux against each flux model prediction according to Equation (3.12). The number of degrees-of-freedom (DOF) in each test is also shown.

where $N$ is the number of the data bins, $\Phi_i$ and $\Phi_{MC,i}$ are the observed flux and the expectation of the chosen flux model at the $i$-th energy bin respectively, and $C_{ij}$ is the covariance matrix of the observed spectrum $\Phi_i$ (which is calculated by observing the correlation of the error fluctuations for $N_{CC}^T$ within the set of toy MCs described in Section III(C)). Figure 9 shows the correlation matrix, where each element $C_{ij}$ is obtained by normalizing the diagonal term of the covariance matrix $C_{ij}$ to one, i.e.

\[
C_{ij} = C_{ij}/(\Delta \Phi_i \Delta \Phi_j),
\]

where $\Delta \Phi_i$ is the error of the observed flux at $i$-th bin shown in Table IV. The value of each element of the correlation matrix is given in Appendix A. Both statistical and systematic uncertainties are taken into account in the $\chi^2$ calculation.

The calculation is performed for these three cases; both $\nu_e$ and $\nu_\mu$ (degrees-of-freedom $N = 23$), $\nu_e$ only ($N = 11$), and $\nu_\mu$ only ($N = 12$), and the obtained $\chi^2$ values for each flux model are shown in Table V. The test including $\nu_e$ and $\nu_\mu$ together takes the systematic correlations between the two flavours into account. In this test the $\chi^2$ values are not strongly inconsistent for any of the flux models, though HKKM11 has the smallest values among these models; the $p$-values are $p=0.51$ for HKKM11, $p=0.32$ for FLUKA and $p=0.13$ for Bartol. As HKKM11 is preferred above HKKM07, we see that the updates to the hadron simulation [20] in the HKKM11 model (which cause changes in the energy region below 1 GeV) seem to bring better agreement. For the individual tests, both $\nu_e$ and $\nu_\mu$ agree well.

We also evaluate each model against the data by fitting an energy spectrum with variable parameters, $\Delta \alpha$ and $\Delta \gamma$, which represent the deviations in normalization and spectral index from each model respectively, in the same way as was defined in Equation (3.11). The $\chi^2$ statistic is defined by Equation (3.12) with $\Phi_{MC,i}$ replaced with $\Phi_{MC,i}^*$, and the best-fit values and 1 $\sigma$ errors of $\Delta \alpha$ and $\Delta \gamma$ parameters are obtained by minimizing the $\chi^2$. Figure 10 shows the result for each flux model case. The normalization and spectral index agrees within the 1 $\sigma$ error for every model, except from the fitted spectral index of FLUKA $\nu_\mu$ which deviates by 2.7 $\sigma$.

We notice that a similar wavy structure is seen for both the $\nu_e$ and $\nu_\mu$ unfolded fluxes. In order to verify the consistency of this structure across each SK period, the
unfolded energy spectrum of each period is compared in Fig. 11. Though there are larger statistical fluctuations (especially in the high energy regions in $\nu_e$ due to the smaller number of observed events), the spectral shape seems consistent across all SK periods within the statistical errors. This shape is however consistent within the range of the estimated systematic effects, in particular the neutrino interaction uncertainties.

The $\nu_e$ and $\nu_\mu$ fluxes are also separated into upward-going and downward-going datasets, using their reconstructed direction, and measured in Fig. 12. This is in order to check any possible bias in the flux calculation due to the differences of the datasets; for example, neutrino oscillation has a stronger effect in the upward-going data above GeV energies, and also the UPMU data is an upward-going sample only. As seen in the figure, no obvious difference exists between the fluxes measured using these two datasets.

Although we thoroughly validated the accuracy of the unfolding procedure using the HKKM-like pseudo-data and included the estimated regularization bias as a systematic uncertainty, there has still been some concern about the ability of the unfolding procedure to accurately reproduce more complicated spectral shapes, such as the wavy shape that was eventually obtained, and in particular whether or not such a shape would be more strongly affected by the number of iterations. We therefore perform a further post hoc check using the same validation method as before, but using our actual unfolded spectra from the data as the pseudo-data truth input. Fig. 13 shows the unfolded spectrum as a function of number of iterations, from one up to ten, on top of the previously-estimated regularization error. It is seen that at around five iterations, which we had adopted based on the pseudo-data test, the unfolded spectra are stable. Furthermore, the spectra are reproduced approximately within the estimated regularization uncertainties. Therefore, we conclude that the shapes of our unfolded spectra are not due to an unexpected additional bias from the unfolding procedure.

In Fig. 14 this flux measurement is shown with the results from other experiments. Our measured data provide significantly improved precision below 100 GeV. The minimum of the observed energy range is extended below 1 GeV, and at higher energies overlaps with $\nu_\mu$ measurements by AMANDA-II, IceCube, and ANTARES, which should allow a better constraint on the flux normalization at the energies beyond 100 GeV. The measured fluxes are consistent with these measurements in the overlap energy region greater than 100 GeV. There is some discrepancy with the Frejus measurement below 1 GeV, however due to the difference in geomagnetic cutoff at the Frejus site,
FIG. 7. (color online) Measured flux spectra, using all SK I-IV data, for $\nu_e$ (blue points) and $\nu_\mu$ (red points) as a function of the logarithm of the neutrino energy. Error bars correspond to the uncertainties, including all statistical and systematic errors. The $\nu_e$ (blue line) and $\nu_\mu$ (red line) flux curves show the HKKM11 [20] model with (solid) and without (dashed) neutrino oscillation. In the lower part of the figure, the data / HKKM11 ratio is shown.

FIG. 8. (color online) Measured energy spectra compared to the flux model predictions (dotted lines) from the HKKM11 [20] (black), HKKM07 [19] (light green), Bartol [21], and FLUKA [22] models. The vertical axis represents the flux ratio from the data (or each model) to HKKM11. Error bars include both statistical and systematic uncertainties.
FIG. 9. (color online) Error correlation matrix, $\hat{C}_{ij}$, of the observed spectrum bins. Used for the $\chi^2$ calculation. The matrix contains both $\nu_e$ and $\nu_\mu$, with $\nu_e$ ranging from the 1st to the 11th bin, and $\nu_\mu$ from the 12th to the 23rd bin. Strong correlations are seen between $\nu_e$ and $\nu_\mu$ as many systematics apply to both flavors in similar ways.

FIG. 10. (color online) Best-fit and 1 $\sigma$ error of $\Delta\alpha$ and $\Delta\gamma$ parameters for each flux model by $\chi^2$ calculation, representing the deviation in normalization and spectral index from the flux prediction, respectively.

FIG. 12. (color online) Ratio of the measured flux to the HKKM11 model, separated into upward-going (blue) and downward-going (red) data. Error bars show the statistical uncertainty only.

FIG. 11. (color online) Ratio of the measured flux to the HKKM11 model for each SK period, SK-I (green), SK-II (blue), SK-III (cyan), SK-IV (magenta). Error bars show the statistical uncertainty only.

FIG. 13. (color online) Validation of the unfolding procedure, showing the unfolded spectra at each iteration (dashed lines with different colors) compared to the truth input (solid line with dots), which in this case is set identically to our spectrum unfolded from the data. The number of iterations was set to five in this paper (red dashed line with asterisks). The vertical axis on the left side shows the ratio of the unfolded flux to the HKKM11 flux, and on the right side the residuals compared to the input spectrum. The shaded area shows the size of the previously-estimated regularization error.

The low energy flux is expected to be a few tens of percent higher at that location [74].
FIG. 14. (color online) The measured energy spectra of the atmospheric $\nu_e$ and $\nu_\mu$ fluxes by SK, shown with measurements by other experiments, Frejus [39], AMANDA-II [40, 41], IceCube [42–45], and ANTARES [75]. The phrase “forward folding” used by IceCube and AMANDA-II is synonymous with forward-fitting. The HKKM11 flux model predictions for the Kamioka site are also shown in solid (with oscillation) and dashed (without oscillation) lines. The error bars on the SK measurement include all statistical and systematic uncertainties.
IV. AZIMUTHAL SPECTRUM ANALYSIS

A. Data Sample

The azimuthal analysis uses only the fully-contained (FC) sample described in Section II B, and selects sub-GeV and multi-GeV $\epsilon$-like and $\mu$-like events with a single reconstructed Cherenkov ring. For the sub-GeV $\epsilon$-like events, the NC $\pi^0$-like events identified by the $\pi^0$ finder algorithm are removed. These samples have comparatively high statistics among the SK data samples, as seen in Table I in Section II C, and cover a wide energy range from 100 MeV to $\sim$10 GeV, which includes the range where the east-west asymmetry is expected to be visible. The single-ring events have the highest accuracy for vertex and directional reconstruction, and the neutrino flavor accuracy in this sample is estimated as 93.6% for $\nu_e$ and 98.5% for $\bar{\nu}_e$, CC and NC inclusive.

The azimuthal angle $\phi$ is defined by a particle’s forward-going direction, clockwise from true south at the SK detector position (i.e. $\phi = 0^\circ$ for south-going, $\phi = 90^\circ$ for west-going, $\phi = 180^\circ$ for north-going, and $\phi = 270^\circ$ for east-going). The zenith angle $\theta$ is given in terms of $\cos\theta$, where $-1$ represents an upward-going particle. Each neutrino event is binned using the reconstructed properties of the produced lepton, including azimuthal angle $\phi_{\text{rec}}$ (binned in 12 evenly-sized bins), zenith angle $\theta_{\text{rec}}$ (binned in 5 evenly-sized bins in $\cos\theta_{\text{rec}}$), and energy $E_{\text{rec}}$. The reconstructed energy $E_{\text{rec}}$ was described in Section III A, and is binned as 4 energy bins starting at 0.1 (0.2 for $\mu$-like), 0.4, 1.33, and 3.0 GeV, where the last bin is unbounded from above. This binning was chosen following the MC prediction, in order to show the zenith and energy regions in which the predicted east-west effects have various different strengths, while keeping statistics high in each bin.

All data from the SK periods I-IV are summed together, for a total of 13,079 $\epsilon$-like and 12,725 $\mu$-like events. The MC events, as described in Section II C, are binned in the same way using their reconstructed variables, with weights for the data livetimes, solar activity, and neutrino oscillation. In this section we consider, unless otherwise stated, the MC generated according to the HKKM11 flux model, which is the only model that publishes comprehensive azimuthal distributions. The HKKM11 model uses the IGRF-10 geomagnetic field model [76].

B. Analysis Method

Unlike the energy spectrum analysis, a forward-fitting method is used instead of an unfolding procedure. This is because the azimuthal distributions are unique to the SK site and will not be directly compared with the results of other experiments, and as such we can compare our data distributions with the MC predictions, without needing to reconstruct the true flux distributions. The azimuthal distributions are plotted first using events in each energy bin while summing over all zenith angle bins, then for each zenith bin while summing over all energy bins. To quantify the east-west dipole asymmetry in each plot, we define the parameter

$$A = \frac{n_{\text{east}} - n_{\text{west}}}{n_{\text{east}} + n_{\text{west}}}$$  \hspace{1cm} (4.1)

where $n_{\text{west}}$ represents the total number of events with azimuth angle between 0–180 degrees, i.e. west going events, and $n_{\text{east}}$ represents east going events with azimuth angle of 180–360 degrees.

To calculate the significance of a nonzero east-west effect, we test a reduced sample of events in the energy range from 0.4 to 3.0 GeV, and with $|\cos\theta_{\text{rec}}| < 0.6$. These criteria are optimized by MC to select the events giving the largest predicted value of $A/\Delta A$, which is defined as the significance in units of $\sigma$.

By examining the rigidity cutoff at SK as a function of both $\phi$ and $\theta$, shown in Fig. 15, we can see that while the simple dipole effect is clearly visible near the horizontal, in general the structure of the rigidity contours is more complicated. This is due to the difference between geomagnetic and geophysical north, and irregular contributions from the non-dipole components of the geomagnetic field [78]. In order to test if this predicted structure is visible at SK within the limited statistics available, we define the parameter $B$ by fitting the function

$$k_1 \sin(\phi + B) + k_2$$  \hspace{1cm} (4.2)

to the azimuthal distribution of the data in each zenith bin, where $k_1$, $k_2$ are free parameters. This parameter es-
sentially measures any phase shift in the azimuthal alignment of the asymmetry dipole, depending on zenith angle.

To test the significance of the existence of such zenith-dependent effects, we perform a $\chi^2$ test of the measured $B$ parameters across the zenith bins, first against a constant (zenith-independent) $B$ parameter, then secondly against the nominal MC shape. For the first test, the normalization of the constant $B$ parameter is fitted to the data, for both $\nu_e$ and $\nu_\mu$ events separately, then the $\chi^2$ statistic is taken and denoted as $\chi^2_{\text{flat}}$. For the second test, the normalization of the MC distributions for the $\nu_e$ and $\nu_\mu$ events is again fitted, and furthermore the amplitude of the effect (relative difference of $B$ in each zenith bin from the average in all bins) is freely scaled for $\nu_e$ and $\nu_\mu$ events, which allows for a stronger or weaker zenith dependency of the dipole alignment than predicted by MC. The result of the MC shape fit is denoted $\chi^2_{\text{MC}}$. We then define

$$\Delta \chi^2 \equiv \chi^2_{\text{flat}} - \chi^2_{\text{MC}} \quad (4.3)$$

which by Wilks’ theorem [79] should be distributed as a $\chi^2_{k=2}$ (where $k$ denotes the number of degrees of freedom), since the two hypotheses have a difference in parameter space dimension of 2. The significance of rejecting a constant $B$ parameter in favour of the MC expectation is then defined in units of $\sigma$ by comparing the obtained $p$-value

$$p = \int_{\Delta \chi^2}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-x/2} dx \quad (4.4)$$

with the normal distribution. By toy MC, we expect a $2.0\pm0.9\sigma$ indication of a zenith-dependent $B$ parameter, as shown in Fig. 16.

C. Systematic Uncertainties

Since the shape of SK detector is azimuthally symmetric, any azimuthal asymmetry in the detector’s reconstruction abilities is expected to be small. Nonetheless, the possible existence of reconstruction errors directly dependent on the azimuthal angle is investigated. The dependence of reconstructed momentum on the azimuth angle is checked using the momentum of the Michel electrons coming from the decay of cosmic muons which stopped in the detector, and is found to be uniform to better than 0.6%. While the energy range of Michel electrons is lower than that of our event samples, this value should give a reasonable indication of the maximum energy scale asymmetry and is implemented as a systematic error. Other possible azimuthal biases, such as particle identification or ring counting, are tested by comparing the shape of the likelihood variable distributions between east and west-going single-ring events. The maximum shift in events between classifications is found to be less than 0.1% in each case, and is considered negligible [60]. Non-neutrino background events in the SK data, such as cosmic ray muons and other noise events, are estimated to represent 0.2% of events in the SK-I to SK-IV dataset [60], and any azimuthal asymmetry present in this background is considered negligible.

![FIG. 17. (color online) Energy spectra between east-going and west-going events, showing the MC true energy spectrum of events reconstructed as single-ring sub-GeV $\mu$-like. The area under both curves is normalized to unity.](image)

FIG. 17. (color online) Energy spectra between east-going and west-going events, showing the MC true energy spectrum of events reconstructed as single-ring sub-GeV $\mu$-like. The area under both curves is normalized to unity.

Considering the neutrino flux at SK, the geomagnetic effects are expected to cause changes in the energy spectrum, neutrino path length, and neutrino / antineutrino flux ratio, depending on the azimuth angle. Any systematic error that depends on these factors should thus be considered. To give one clear example of this, we show in Fig. 17 the MC true energy spectra of $\mu$-like sub-GeV events, separated by east and west-going directions, where we see that the east-going flux is relatively skewed towards lower energies. The “NEUT axial mass parame-
ter” systematic is at the ~ 10% level when averaging over all events, but increases sharply for low-energy events in the $O(100)$ MeV range; the east-going flux bins are thus assigned a systematic due to uncertainty in the neutrino cross section up to 3 percentage points higher than the west-going flux bins, due to their high proportions of low energy events.

The effects of all applicable errors from the SK systematic error database (described in Sec. III C) are calculated in the azimuthal binning, including cross section errors (15 errors), reconstruction-related detector errors (53 errors), neutrino oscillation model errors (6 errors), and flux model errors (21 errors). The detector-related errors are numerous as most of them are modeled separately for each SK period; however since the selection of single-ring events is simpler than the multiple samples used in the energy spectrum study, fewer reconstruction-related errors are applicable than in Section III C.

For the parameter $A$ in Equation (4.1), any systematic shift that applies equally to $n_{\text{west}}$ and $n_{\text{east}}$ will cancel out; only systematics that effect the two unequally, i.e. an azimuthally-dependent component, will contribute to the final systematic error. Similarly, when we plot the full azimuthal distributions, we are interested in testing their shape as a function of azimuth, rather than measuring the absolute normalization of the neutrino flux. Thus for each systematic error, we define it’s normalization component as the average effect on all azimuthal bins, and it’s azimuthally-dependent component as the effect on each bin relative to the average effect. The normalization component is discarded, and the azimuthally-dependent components of all systematics are combined in quadrature to calculate the final systematic error in each azimuthal bin.

The systematic errors with the strongest effects on the azimuthal analyses are listed in Table VI. Cross section errors are still dominant, and there are some contributions from relative normalizations, even though these errors are only weakly azimuthally dependent. Some detector errors of SK-IV and SK-I are also noticeable, due to their high live-times compared with other SK periods. The total systematic effects are however small, at the 1% level.

Finally, it is important to note that the dominant factor in mis-reconstructing the neutrino direction does not come from detector inadequacies, but from the fact that in CCQE interactions at lower energies the neutrino direction and the produced lepton direction are poorly correlated. This is not modeled as a systematic error, but the effects are accounted for by the high statistics of the SK MC in the forward-fitting procedure. The correlation for reconstructed single-ring events is plotted by energy in Fig. 18, which shows that for interactions at less than 400 MeV there is only a faint ability to even discriminate the neutrino’s forward direction from its backwards one. Events in the range $400 < E_\nu < 1330$ are generally correlated at least within 90°, which allows a reasonable separation between east and west-going events. Finally, multi-GeV events are very well correlated, within ~ 15°.

### D. Results and Discussion

To understand the origin of the reconstructed distributions from the true flux shape, we first show the az-

![FIG. 18. (color online) Directional correlation between the true neutrino and lepton directions for the single-ring $e$-like events used in the azimuthal analysis, separated by true neutrino energy $E_\nu$ given in MeV. The correlation for $\mu$-like events is not shown, but is generally similar. The area under each curve is normalized to unity.](image-url)
Azimuthal distributions of MC events binned by true neutrino direction in Fig. 19, where we denote the true neutrino azimuthal and zenith angles as $\phi_r$ and $\theta_r$, respectively. The azimuthal distributions binned by the lepton’s reconstructed direction $\phi_{\text{rec}}$ and $\theta_{\text{rec}}$ are shown in Fig. 20, for both data and MC events. Both of the above figures bin events using the reconstructed particle energy $E_{\text{rec}}$. The values of the dipole asymmetry parameter $A$, corresponding to each plot of Fig. 20, are shown in Fig. 21.

Considering first the MC events, we see that at $E_{\text{rec}} < 0.4$ GeV, the dipole asymmetry is high in the true neutrino direction, but not in the reconstructed lepton direction; this is due to the poor correlation between the incoming neutrino and outgoing lepton directions at these energies. The asymmetry in the reconstructed lepton distributions is then expected to peak at around $E_{\text{rec}} \sim 1$ GeV, and also for events at around $\cos \theta_{\text{rec}} \sim 0$. The prediction of the asymmetry strength is somewhat higher than in the previous SK analysis [50], at which time the flux simulation considered geomagnetic effects on the primary cosmic ray particles only; the additional consideration of the bending of secondary cosmic rays in the atmosphere is seen to further enhance the dipole asymmetry prediction [51]. In the $\cos \theta < -0.6$ bins, the distribution of the true neutrino direction also shows a different shape compared to the reconstructed lepton directional distribution. The shape of the true distribution is due to the rigidity cutoff having a suppressive effect in both east and west directions for up-going ($\cos \theta < 0$) neutrinos. However, as this effect is strongest for sub-GeV events within $\sim 10^\circ$ of up-going, it is also washed out after reconstruction using the lepton direction.

Considering next the distributions of the data, there is in general excellent agreement with the MC expectations in the azimuthal plots (Fig. 20). A $\chi^2$ value is calculated based on the weighted-unweighted $\chi^2$ test [80] for the energy (zenith) distributions, and is 87.6 for 96 bins (106.6 for 120 bins) which gives a p-value of 0.69 (0.79). The values of the $A$ parameters associated with these plots (Fig. 21) also agree within statistical error. The HKKM11 simulation thus models the geomagnetic effects well enough to be consistent with the current data.

Azimuthal distributions were also published by the Bartol group in 2003 [21] for a limited energy and zenith range, and by reweighting the MC histograms in Fig. 20 to the Bartol predictions we find $\chi^2_\text{Bartol} - \chi^2_\text{HKKM11} = 1.0$, which is too low to indicate any preference between the models from the azimuthal distributions alone.

The azimuthal distributions of the sub-sample of
FIG. 20. (color online) Azimuthal distributions of the single-ring e-like (top) and μ-like (bottom) events for the SK I-IV data (points) and MC (boxes). The error bars on the data represent the statistical error, while those on the MC represent the systematic error. The binning is the same as in Fig. 19, however events are binned by the reconstructed properties of the lepton. A dotted line is drawn in each plot at the average value of the MC values as a visual guide, and the plots are zero-suppressed to show the data/MC shape comparison in detail.
FIG. 21. (color online) The parameter $A$ depending on the reconstructed energy (left) and zenith angle (right), for $e$-like (top) and $\mu$-like (bottom) events, from the SK I-IV data (points with statistical error) and MC (boxes with systematic error). A grey dotted line is drawn at $A = 0$, the case of no east-west asymmetry, as a visual guide. The highest energy bin in the left plots is unbounded from above.
events selected to optimize the significance of the east-west dipole asymmetry are shown in Fig. 22. The result is an asymmetry parameter of $A_\mu = 0.108 \pm 0.014$ (stat) $\pm 0.004$ (syst) for $\mu$-like, and $A_e = 0.153 \pm 0.015$ (stat) $\pm 0.004$ (syst) for $e$-like events. The dipole effect is thus seen at a significance level of $6.0 \sigma$ ($8.0 \sigma$) for the $\mu$-like ($e$-like) samples, which represents the discovery of the effect in the $\mu$-like sample.

Figure 23 shows the calculated $B$ parameters for data and MC. The data correspond to a $2.2 \sigma$ indication for the existence of a zenith-dependent change in the asymmetry dipole alignment, and the agreement between data and MC provides further confidence in the treatment of geomagnetic effects in the HKKM11 model. While various detailed measurements have been made considering geomagnetic effects on other cosmic ray particles, such as cosmic ray protons [81], this is the first neutrino measurement that indicates agreement with a more complicated model than a simple east-west effect based on the geophysical dipole approximation.

![FIG. 22. (color online) Azimuthal distributions of a sub-selection of $e$-like (left) and $\mu$-like (right) events, from the SK I-IV data (points with statistical error) and MC (boxes with systematic error). The sub-selection is optimized to obtain the highest significance of the final $A$ parameters, by using only events with $0.4 < E_{rec} < 3.0$ [GeV] and $|\cos \theta_{rec}| < 0.6$.](image1)

![FIG. 23. (color online) The parameter $B$ depending on the cosine of the zenith angle, for $e$-like (left) and $\mu$-like (right) events, from the SK I-IV data (points with statistical error) and MC (boxes with systematic error).](image2)

V. SEARCH FOR A CORRELATION BETWEEN THE SOLAR CYCLE AND THE NEUTRINO FLUX

A. Effect Predictions

Data are provided by the HKKM flux group [74] that predict the relative normalization change of the $\nu_e$, $\bar{\nu}_e$, $\nu_\mu$, and $\bar{\nu}_\mu$ fluxes at the SK site depending on the solar cycle. These data use the count rate of a specific Neutron Monitor, the Climax NM [82], as the parameter corresponding to the degree of solar activity. This parameter can be used as the model assumes that, after corrections for the local air pressure at the monitor, all NM counts are linearly inversely correlated with the solar flux modulation. In fact the plasma wind should affect the low-energy primary flux more strongly; then areas with a low rigidity cutoff, which have relatively more
The solar modulation analysis selects the single-ring sub-GeV samples, which have reconstructed energies \( E_{\text{rec}} < 1330 \text{ MeV} \) as described in Section II B. Other samples are not used, since multi-GeV samples show a negligible solar modulation effect, and the sub-GeV multi-ring and PC samples have relative normalization systematic errors between each SK period that are larger than the expected solar modulation effect. This analysis uses an additional six months of data in addition to the data set described in Section II C, up to April 2015, in order to cover more of the current period of high solar activity. This gives 10,892 (10,264.3) events in the \( e^- \)-like single-ring sub-GeV sample, and 10,763 (10,895.3) events in the \( \mu^- \)-like single-ring sub-GeV sample, where numbers in brackets are the MC expectations including oscillations. The purity of the samples, defined as the fraction of correct flavour CC or NC interactions, is estimated by MC as 95.0\% and 98.2\% respectively. Studies were done to optimize the selected energy ranges of these samples, in case higher sensitivity could be obtained by using a sub-selection of the data at lower energy where the solar modulation effect is stronger, but no significant benefits in sensitivity were found.

In addition to being categorised as either \( e^- \)-like or \( \mu^- \)-like, we divide the data into upward-going or downward-going samples based on the fitted lepton direction, resulting in a total of four data sub-samples. For each sample, the SK I-IV periods will be combined while considering their relative normalization errors, as explained later in Section VC. The same categorizations are applied for MC events.

For our neutron data, we cannot use directly data from the Climax NM, which was shut down during the SK II period. We search for monitors \[83\] that have been active and well-maintained throughout the entire SK I-IV period, and find four such NMs – the Thule, McMurdo, Kerguelen, and Newark monitors \[69, 84\]. These stations all have good sensitivity to the changes in the solar cycle. In particular, the Thule and McMurdo monitors in the north and south polar regions are very sensitive to the solar activity.

To obtain an “equivalent Climax NM count” for each of these NMs, we compare the counts of the monitors during the times when they were both operational, as shown in Fig. 25. While the correlation between each monitor is almost linear, we find that a small improvement in the \( \chi^2/\text{DOF} \) can be obtained using a second-order polynomial fit; we therefore use second-order polynomials as the conversion functions between monitors. This non-linearity is mostly due to the outlier events during particularly strong solar activity, where the assumption of uniformity in the neighborhood of the Earth may be less accurate. We then define a “NM parameter” \( C \) as the average of the four NM monitor values after conversion.
to the equivalent Climax NM counts. This parameter is thus directly comparable to the Climax NM count, as used by the HKKM model. The combination of four monitors also reduces the influence of possible systematic shifts in a monitor; the systematic error on \( C \) is estimated by taking the average RMS of the four converted counts, and found to be 15.8 counts hr\(^{-1} \times 0.01 \) at 1 \( \sigma \). The variance of \( C \) over the SK I-IV period is shown in Fig. 26, showing that with recent data included almost two solar maxima are covered by the SK data, although there is some down-time between SK periods.

C. Analysis Method

The effect of the solar modulation on the four reconstructed data samples is calculated using the SK MC, by reweighting events based on their true neutrino properties corresponding to the relative normalization change predicted by the HKKM model (as described in Section V A), and is shown in Fig. 27. It can be seen that the normalization change in the atmospheric neutrino flux is not linear in the NM parameter \( C \), and only has a significant effect at NM count values corresponding to particularly high solar activities. Comparing with Fig. 26, we see that only the data obtained during the solar maxima at the end of SK-I and beginning of SK-II, and some of the recent SK-IV data, will be strongly affected by the solar modulation. Of course, the data in the low-solar-activity periods are also essential, as we are searching for a relative decrease.

The four functions in Fig. 27 give a single prediction of the relative normalization change in more accurate way than simple linear fitting would achieve, however it is possible that in reality the effect is stronger or weaker than the prediction. To test for this possibility, we allow these functions to be scaled by a continuous parameter \( \alpha \), where \( \alpha = 0 \) would represent no correlation between the neutrino flux and the NM count, and \( \alpha = 1 \) represents the default predicted correlation. These relative normalization functions are denoted as \( f_s(C, \alpha) \), for each data sample \( s \). As an example, Fig. 28 shows \( f_s(C, \alpha) \) in the case of the \( e \)-like up-going sample, for various fixed values of \( \alpha \). This set of functions will be fitted simultaneously to the four samples, in order to measure the overall strength of the solar modulation effect in terms of the single parameter \( \alpha \). Higher values \( \alpha > 1 \) or lower values \( \alpha < 0 \) are allowed in the fit, although \( \alpha < 0 \) would represent the unexpected case for which the atmospheric neutrino flux increases during high solar activity.

In terms of systematic errors on the SK data, as the solar modulation effect is a relative normalization shift depending on the solar activity, any systematic error that affects the overall normalization of all SK data, such as neutrino cross section and oscillation parameters, may be ignored. However, we should consider detector reconstruction errors that are dependent on the detector period, because the solar activity is a function of detec-
FIG. 26. (color online) The “NM parameter” $C$ over the SK operational period, where low values of $C$ correspond to high solar activity, showing that almost two solar cycles are covered by the SK data.

FIG. 27. (color online) The relative normalization change on the SK I-IV reconstructed data samples due to the solar modulation effect, calculated using the SK MC and HKKM model prediction. The normalization change is defined relative to the expected event rate corresponding to a NM parameter $C = 4150$.

FIG. 28. (color online) An example of the relative normalization functions $f_s(C, \alpha)$, showing the case where sample $s$ is the $e$-like up-going sample, for various values of $\alpha$. These functions are based on the $e$-like up-going function shown in Fig. 27, but extended below $C = 3500$ down to $C = 3300$ by a polynomial fitting, and above $C = 4150$ by assuming a relative normalization of unity.
We discuss next the fitting method between the neutrino and neutron data. Firstly, each hourly period from Jan. 1996 onwards is associated with an NM count, which is the average NM parameter $C$ during that hour. Neutrino events are then binned by the parameter $C$ at their observation time, in 25 equally sized bins from 3300 to 4550 counts hr$^{-1} \times 0.01$. We define our hypothesis for the expected number of events in each bin $i$ in each of the four samples $s$ as

$$H_{s,i}(\alpha) = t^{\text{obs}}_i \times r_s \times f_{s,i}(\alpha)$$

(5.1)

where $t^{\text{obs}}_i$ represents the total observation time by the SK detector at each value of $C$, $r_s$ is the nominal event rate of that sample, and $f_{s,i}(\alpha)$ is the solar modulation function $f_s(C, \alpha)$ for that sample (an example of which was shown in Fig. 28) evaluated at the central value of $C$ for the bin $i$.

Figure 29 shows the binning as a function of $C$, and compares the expected event rate $H$ of the $e$-like up-going sample in the case of no solar modulation effect to the case of the standard solar modulation effect. The minimum value on the Climax NM parameter in these plots is 3300 counts hr$^{-1} \times 0.01$; while there is a small amount of exposure time below this value, these data will be treated separately as discussed later. We considered the possibility that the small systematic error in the NM parameter could cause events to migrate between bins and affect the final result. Using the size of the systematic, estimated in Section V B, to randomly shift the NM parameter for each hour of observation, such migration was shown to have a negligible impact on the final measurement of $\alpha$.

From Fig. 29 we see that some bins will have low statistics, and the Gaussian approximation for statistical errors will be poor. We thus use a Poisson likelihood-ratio method to compare the $\alpha = 0$ and $\alpha \neq 0$ hypotheses. To take account of the 8 systematic errors as shown in Table VII, we first consider that we can vary the strength of their effects compared to their default strength by writing a vector of error pulls $\epsilon$, referring to the strength of each systematic in units of $\sigma$. We then modify our predictions for the number of events as

$$H'_{s,i}(k_s, \epsilon, \alpha) = H_{s,i}(\alpha) \times S_{s,i}(\epsilon) \times k_s,$$

(5.2)

where $S_{s,i}$ is the systematic modification based on the vector of systematic error pulls, and $k_s$ is a factor allowing a free renormalization of each of the four data samples. While the modification $S_{s,i}$ simply shifts the relative normalization of each SK period, the shape of the modification on the hypotheses $H_{s,i}$ is somewhat complicated, as the relative contribution of each SK period varies depending on each bin $i$. If we denote our data results by $N_{s,i}$, the Poisson log-likelihood including systematic error is defined as

$$\ln L(N|H) = \sum_s \sum_i \ln \left( \frac{H_{s,i}^\prime (N_{s,i}, \epsilon, \alpha) \times S_{s,i}(\epsilon) \times k_s}{N_{s,i}!} \right) + \epsilon^2$$

(5.3)

where the second term is a penalty term introduced for the systematic errors, to avoid unphysically large changes of the relative normalization in each SK period. The final likelihood ratio statistic is then defined as

$$\Lambda = 2 \ln \left( \frac{L_M (N|H')}{L_M (N|H|\alpha = 0))} \right).$$

(5.4)

where the subscript $M$ denotes the maximum likelihood estimator, i.e. the best-fit over all parameters of $H'$. In the denominator however, $\alpha$ is explicitly fixed to be zero. By Wilks’ theorem, as the difference in parameter space is one, the test statistic $\Lambda$ is expected to be distributed as a $\chi^2$ with one degree of freedom. The significance of rejecting the $\alpha = 0$ hypothesis is then given by $\sqrt{\Lambda}$.

Toy datasets are generated for each of the four samples, for both $\alpha = 0$ and $\alpha = 1$ hypotheses, in order to test the sensitivity to observe a long-term solar activity correlation. Each toy was created by generating a random set of systematics $\epsilon$ according to a Gaussian distribution, calculating the associated hypothesis $H'_{s,i}^{\epsilon}$, then generating events in each bin based on a Poisson distribution. One thousand toys are generated and passed through the fitting procedure, and several tests are performed on the results to ensure that the test statistic is distributed as expected and the fitting procedure is unbiased. By taking the significance $\sqrt{\Lambda}$ for each toy, we expect on average a 1.75 $\sigma$ sensitivity to observe a non-zero solar activity correlation.

D. Seasonal Correlation Analysis

The HKKM group has predicted that at the SK site, the winter decrease in the neutrino flux normalization is
The effect is stronger at higher energies, but even at the TeV scale the change is only at the 1% level. As the SK detector has accumulated limited statistics at such energies, there is essentially no sensitivity to measure the predicted changes.

Nonetheless, we perform a simple search for a seasonal effect, as a sanity check of our data and the model predictions. For this test all of the sub-GeV data samples used in the solar correlation analysis are combined into one sample, however as the effect is predicted to exist only at higher energies, we also combine and test all of the multi-GeV samples as defined in Table I in Section II C, including PC and UPMU data. The search is done by plotting the average daily event rate over each month of the year, then performing a $\chi^2$ comparison with the best-fit constant event rate. We also use the unbinned data from this plot and perform a Kuiper test, which is a type of Kolmogorov-Smirnov test that is invariant under cyclic transformations, i.e. is not biased by the fact that we start counting in January and is able to detect a deviation from a constant event rate with equal significance across the year. The comparison function for the Kuiper test is taken as the average event rate over all the data, with exact consideration of the livetime accumulated throughout the year, accounting for the various downtime in each SK period.

Applying the predicted 11-year solar modulation effect to the data when binned by month is calculated to cause less than a 0.3% difference between bins, so is considered negligible in this test; similarly the effects of SK period-dependent systematics are disregarded, as each period contributes roughly equally across the year. Conversely, assuming that no unexpectedly strong seasonal correlation is seen, the effects from the seasonal correlation on the solar correlation study were also calculated to be negligible and disregarded.

### TABLE VII. Contributions from each systematic error source on the uncertainty in the number of observed single-ring $e$-like and $\mu$-like events in the solar modulation analysis, at the 1σ level, separated by detector period. As described in the text, overall normalization errors which affect all SK periods in the same way are not considered. The “Total” row represents the combination of all sources in quadrature.

<table>
<thead>
<tr>
<th>Systematic error source</th>
<th>single-ring sub-GeV $e$-like (%)</th>
<th>single-ring sub-GeV $\mu$-like (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC reduction</td>
<td>SK I 0.20</td>
<td>SK II 0.20</td>
</tr>
<tr>
<td>FC / PC separation</td>
<td>SK III 0.80</td>
<td>SK IV 0.30</td>
</tr>
<tr>
<td>Non-$\nu_e$ background</td>
<td>SK I 0.50</td>
<td>SK II 0.20</td>
</tr>
<tr>
<td>Non-$\nu_\mu$ background</td>
<td>SK III 0.10</td>
<td>SK IV 0.10</td>
</tr>
<tr>
<td>Ring separation</td>
<td>SK I 1.49</td>
<td>SK II 1.47</td>
</tr>
<tr>
<td>Single ring particle ID</td>
<td>SK III 1.88</td>
<td>SK IV 0.51</td>
</tr>
<tr>
<td>Absolute energy calibration</td>
<td>SK I 0.12</td>
<td>SK II 0.18</td>
</tr>
<tr>
<td>Up / down energy calibration</td>
<td>SK III 0.30</td>
<td>SK IV 0.26</td>
</tr>
<tr>
<td>Azimuthal energy calibration</td>
<td>SK I 0.01</td>
<td>SK II 0.01</td>
</tr>
<tr>
<td>$\pi_0$ rejection in $e$-like sample</td>
<td>SK III 0.83</td>
<td>SK IV 1.29</td>
</tr>
<tr>
<td>$\mu\rightarrow e$ decay tagging</td>
<td>SK I &lt;0.01</td>
<td>SK II &lt;0.01</td>
</tr>
<tr>
<td>Fiducial volume cut</td>
<td>SK III 0.01</td>
<td>SK IV 0.01</td>
</tr>
<tr>
<td>Total</td>
<td>SK I 0.28</td>
<td>SK II 2.82</td>
</tr>
</tbody>
</table>

### TABLE VIII. The periods for which the NM parameter $C$ drops below $3300$ counts hr$^{-1} \times 0.01$, corresponding to strong Forbush decrease events. Start and end times are given in UTC.

<table>
<thead>
<tr>
<th>Start time</th>
<th>End time</th>
<th>Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 Jul. 2000, 18:00</td>
<td>17 Jul. 2000, 21:00</td>
<td>50</td>
</tr>
<tr>
<td>11 Apr. 2001, 23:00</td>
<td>13 Apr. 2001, 14:00</td>
<td>38</td>
</tr>
<tr>
<td>29 Oct. 2003, 11:00</td>
<td>01 Nov. 2003, 00:00</td>
<td>61</td>
</tr>
<tr>
<td>01 Nov. 2003, 00:00</td>
<td>04 Nov. 2003, 13:00</td>
<td>67</td>
</tr>
<tr>
<td>19 Jan. 2005, 00:00</td>
<td>19 Jan. 2005, 13:00</td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>229</td>
</tr>
</tbody>
</table>

### E. Extreme Solar Events Analysis

Some sharp downwards peaks can be seen in Fig. 26; the cause of these events are usually large coronal mass ejections, causing relatively short and high-intensity increases in the solar plasma flux [86]. On Earth these are associated with particularly large decreases in the cosmic ray flux and are often termed “Forbush decreases” [87]. While there is some ambiguity in the term, a common definition is any event that causes a decrease greater than 10% in the intensity of cosmic rays on the Earth’s surface.

So far, we have discussed a search for a long-term correlation between the neutrino flux and the solar activity, using events down to a NM parameter $C$ of $3300$ counts hr$^{-1} \times 0.01$. In fact, $C$ sometimes drops significantly below this value, although such observations are rare and spread over a range of values of $C$. These periods are listed in Table VIII, and correspond to Forbush decrease events occuring during solar maxima periods (Forbush decreases occurring during solar minima, on the other hand, did not generally cause $C$ to fall below $3300$ counts hr$^{-1} \times 0.01$).

These time periods were not used in the long-term correlation analysis as the HKKM simulation of the solar
FIG. 30. (color online) The test for a solar modulation correlation using the SK I-IV data (points). The solar correlation hypotheses $H'_{s,i}(\alpha)$, as explained in Sec. V C, are shown for no correlation ($\alpha = 0$, grey) best fit ($\alpha = 0.62$, red) and the default prediction ($\alpha = 1$, grey dotted) for each of the four data samples. For clearer visualization, the $H'_{s,i}$ are actually shown without the systematic pulls $S_{s,i}(\epsilon)$, but equivalent and opposite shifts are instead applied to the data points. The statistical error bars are also drawn on the data instead of the model, using Pearson’s-$\chi^2$ based Poisson errors as defined in [85].

FIG. 31. (color online) The test statistic $\Lambda$ as a function of the solar modulation strength parameter $\alpha$, both of which are defined in the text. The significance levels are drawn assuming the validity of Wilks’ theorem. This statistic represents the combined measurement of all four data samples.

FIG. 32. (color online) The best-fit $\alpha$ parameter obtained by performing the analysis on sub-samples of the data, showing SK periods on the left, and data sub-sample types on the right. The red band shows the combined result using all data. The SK-III data point is absent, due to a lack of any data in the sensitive solar-active region, and thus an inability to perform any fit by itself.

modulation effect only provides a prediction down to a Climax NM count of 3500 counts hr$^{-1} \times 0.01$. While we extended the correlation down to a NM parameter $C = 3300$ counts hr$^{-1} \times 0.01$ by a polynomial fitting, we suspect that extending the correlation further would be an unrealistic model. In particular, a simple correlation between the neutron and neutrino fluxes at various locations on Earth may not hold during such extreme events.

We thus analyse separately these time periods where $C$ falls below 3300 counts hr$^{-1} \times 0.01$. While no theoretical prediction of the fractional neutrino flux decrease is available here, these may be the most sensitive times.
to measure a solar effect on the atmospheric neutrino flux. We define a second search method by making a simple test against the null hypothesis, by counting the number of events observed during all such periods over all four data samples, and comparing with the nominal event rate, taken from the fitted normalization constants \( k_s \times r_s \) of the best-fit hypotheses in the long-term analysis.

**F. Results and Discussions**

The data for the long-term solar cycle correlation search, summing over SK I-IV and dividing into the four sample types (\( e \)-like or \( \mu \)-like, and up-going or down-going) are shown in Fig. 30. The test statistic \( \Lambda \) depending on \( \alpha \) is shown in Fig. 31. The best-fit value of alpha is \( \alpha = 0.62_{-0.58}^{+0.57} \), with errors given at 1 \( \sigma \). Although the sensitivity to measure \( \alpha \) is fairly low, the data in Fig. 30 show no unexpected disagreements with the model; the four plots together have a \( \chi^2 \) statistic of 88.0 for 100 bins. The rejection power of the null hypothesis \( (\alpha = 0) \) is 1.06 \( \sigma \). This is lower than the mean value predicted by toy MC with \( \alpha = 1 \), but still a reasonably likely result according to that MC, with a p-value of \( p = 0.26 \).

We also performed the same analysis on sub-samples of the data, as shown in Fig. 32; we test each SK period I to IV separately, then each data sub-sample individually (while including all SK periods). Data from the SK-III period alone cannot give any result, as it has no observation time above the minimum solar activity required to cause any effect according to the HKKM model. Although SK-II and SK-IV prefer a low value of \( \alpha \), the statistical power is lower and not inconsistent with the overall result. Somewhat interestingly, the \( e \)-like samples prefer no correlation, while the \( \mu \)-like samples prefer more the expected \( \alpha = 1 \) correlation, however the significance is not high enough to draw any strong conclusions.

The search for a seasonal correlation is shown in Fig. 33. The \( \chi^2 \) test statistic, comparing against the best-fit constant functions, is 12.8 for the sub-GeV data and 6.5 for the multi-GeV data. The Kuiper test on the unbinned data gives p-values of 0.76 and 0.62 respectively. As expected, no strong indication is seen for any seasonal correlation at the SK site.

During the coronal mass ejection periods described in Table VIII, the SK detector was operational for a total of 7.21 days. Using the fitted normalization constants \( k_s \times r_s \) from the long-term analysis, we can calculate the number of events expected in the case of no solar modulation effect; we find that 31.80 \( \pm 0.17 \) sub-GeV single-ring events are expected. The actual number of events recorded by the detector was \( N_F = 20 \), which by consulting the Poisson distribution gives \( P(N_F \leq 20) = 0.017 \), corresponding to rejection of the null hypothesis of no solar cycle effect at the 98.3\% (2.38 \( \sigma \)) significance level.

This significance level is higher than the long-term correlation search, and while not high enough to claim direct evidence of a solar activity effect, is nonetheless an indication that it may be possible to measure such effects with higher accuracy in the next generation neutrino detectors.

**VI. SUMMARY**

The energy spectra of the directionally-integrated atmospheric \( \nu_e \) and \( \nu_\mu \) particle plus antiparticle fluxes at Super-Kamiokande were measured using a Bayesian iterative unfolding method. A wide energy range was covered from 100 MeV up to 10 TeV, with higher accuracy than previous measurements. The measured \( \nu_\mu \) energy spectrum is consistent with the IceCube and AMANDA results, which cover the energy range above 100 GeV.

The results were also compared with Monte Carlo predictions, including the HKKM11, FLUKA, and Bartol models, by performing a \( \chi^2 \) test incorporating both the \( \nu_e \) and \( \nu_\mu \) data. The models were found to be consistent with the data. The flux normalizations and spectral inclinations of each model were also tested, and found to be consistent.

The azimuthal spectra of the fluxes were also compared with the Monte Carlo predictions, which is the first detailed check of the azimuthal spectra including a full systematic error analysis. The data and MC agreed well, which provides confidence in the careful treatment of geomagnetic effects in the recent flux simulations. The existence of an east-west dipole asymmetry in the flux was also measured with greatly increased statistics compared to previous measurements. The effect was seen at a significance of 6 \( \sigma \) for \( \nu_\mu \) and 8 \( \sigma \) for \( \nu_e \), which represents discovery of the effect in the \( \nu_\mu \) flux. An indication that the angle of the dipole asymmetry shifts depending on the zenith angle was found at the 2.2 \( \sigma \) level, which
is the first measurement that explores the geomagnetic field effects beyond the simple east-west asymmetry. The expected correlation between the atmospheric neutrino flux and the solar magnetic activity was studied, using the SK sub-GeV data sample and the ground level neutron flux measured at various neutron monitors. The predicted effects on the neutrino flux based on the HKKM model were found to be relatively small in the SK dataset, but by using data spanning 20 years a weak preference for some correlation was seen at the 1.1 $\sigma$ level. We also examined separately several short periods of particularly intense solar activity, for which no theoretical prediction is available, corresponding to 7.1 days of detector uptime. During this period, an indication for a decrease in the neutrino event rate below the normal level was seen at the 2.4 $\sigma$ level.

The seasonal change in the neutrino flux was also examined. While some seasonal correlation is expected due to changes in the atmospheric density profile over the year, the effect is predicted to be negligible at the SK site, and as expected no such correlation was seen.
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**Appendix A: Correlation matrix of the $\nu_e$ and $\nu_\mu$ energy spectrum**
<table>
<thead>
<tr>
<th>$\log_{10}(E_{\nu}[\text{GeV}])$</th>
<th>$\nu_e$</th>
<th>$\nu_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.8 - 0.6</td>
<td>1.000</td>
<td>0.948</td>
</tr>
<tr>
<td>-0.6 - 0.4</td>
<td>0.948</td>
<td>1.000</td>
</tr>
<tr>
<td>-0.4 - 0.2</td>
<td>0.720</td>
<td>0.880</td>
</tr>
<tr>
<td>-0.2 - 0.0</td>
<td>0.512</td>
<td>0.678</td>
</tr>
<tr>
<td>0.0 - 0.2</td>
<td>0.396</td>
<td>0.586</td>
</tr>
<tr>
<td>0.2 - 0.4</td>
<td>0.396</td>
<td>0.557</td>
</tr>
<tr>
<td>0.4 - 0.6</td>
<td>0.267</td>
<td>0.400</td>
</tr>
<tr>
<td>0.6 - 0.8</td>
<td>0.156</td>
<td>0.288</td>
</tr>
<tr>
<td>0.8 - 1.0</td>
<td>0.120</td>
<td>0.240</td>
</tr>
<tr>
<td>1.0 - 1.5</td>
<td>-0.079</td>
<td>-0.034</td>
</tr>
<tr>
<td>1.5 - 2.0</td>
<td>-0.130</td>
<td>-0.124</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.6 - 0.4</td>
<td>0.843</td>
<td>0.885</td>
</tr>
<tr>
<td>-0.4 - 0.2</td>
<td>0.692</td>
<td>0.832</td>
</tr>
<tr>
<td>-0.2 - 0.0</td>
<td>0.520</td>
<td>0.686</td>
</tr>
<tr>
<td>0.0 - 0.2</td>
<td>0.423</td>
<td>0.597</td>
</tr>
<tr>
<td>0.2 - 0.4</td>
<td>0.400</td>
<td>0.544</td>
</tr>
<tr>
<td>0.4 - 0.6</td>
<td>0.291</td>
<td>0.426</td>
</tr>
<tr>
<td>0.6 - 0.8</td>
<td>0.252</td>
<td>0.380</td>
</tr>
<tr>
<td>0.8 - 1.0</td>
<td>0.240</td>
<td>0.360</td>
</tr>
<tr>
<td>1.0 - 1.5</td>
<td>0.181</td>
<td>0.282</td>
</tr>
<tr>
<td>1.5 - 2.0</td>
<td>0.069</td>
<td>0.106</td>
</tr>
<tr>
<td>2.0 - 3.0</td>
<td>0.034</td>
<td>0.051</td>
</tr>
<tr>
<td>3.0 - 4.0</td>
<td>0.027</td>
<td>0.026</td>
</tr>
</tbody>
</table>

TABLE IX. Values of correlation matrix element ($C_{ij}$) in the $\nu_e$ and $\nu_\mu$ energy spectrum measurement. Upper and lower tables correspond to $\nu_e$ and $\nu_\mu$ energy spectrum, respectively.
[68] http://neutronm.bartol.udel.edu/ ()