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A Trans-dimensional Bayesian Approach to Pulsar Timing Noise Analysis

J. A. Ellis∗

Jet Propulsion Laboratory, California Institute of Technology,
4800 Oak Grove Drive, Pasadena, CA 91109, USA†

N. J. Cornish
Department of Physics, Montana State University, Bozeman, MT 59717, USA

The modeling of intrinsic noise in pulsar timing residual data is of crucial importance for Grav-
itational Wave (GW) detection and pulsar timing (astro)physics in general. The noise budget in
pulsars is a collection of several well studied effects including radiometer noise, pulse-phase jitter
noise, dispersion measure (DM) variations, and low frequency spin noise. However, as pulsar timing
data continues to improve, non-stationary and non-powerlaw noise terms are beginning to manifest
which are not well modeled by current noise analysis techniques. In this work we use a trans-
dimensional approach to model these non-stationary and non-powerlaw effects through the use of a
wavelet basis and an interpolation based adaptive spectral modeling. In both cases, the number of
wavelets and the number of control points in the interpolated spectrum are free parameters that are
constrained by the data and then marginalized over in the final inferences, thus fully incorporating
our ignorance of the noise model. We show that these new methods outperform standard techniques
when non-stationary and non-powerlaw noise is present. We also show that these methods return
results consistent with the standard analyses when no such signals are present.

PACS numbers:

I. INTRODUCTION

Pulsar timing has been used as a tool to probe im-
portant aspects of astrophysics and fundamental physics
including the indirect detection of gravitational waves
(GWs) [1], the precise determination of neutron star
masses [2], precise tests of General Relativity and alter-
native theories of gravity [3], constraints on equation-of-
state physics, and several other areas [4]. Furthermore,
the goal of modern PTAs is the direct detection of low-
frequency gravitational waves (GWs) which could usher
in a new era of astronomy and astrophysics [5].

As pulsar timing becomes more precise, increasingly
robust and sophisticated noise modeling will be needed
in order to make (astro)physical inferences from the data.
In the last several years noise modeling has become an
active area of research within the pulsar community [6–
13] and has proven crucial to current timing and GW
detection efforts [14–20]. However, even with current so-
phisticated methods there are still several areas in which
our current noise models are inadequate:

1. We currently have no model for non-white non-
stationary noise features which could result from
a transient instrumental or astrophysical source.

2. We have no robust way of determining the validity
or the goodness of fit of our low-frequency red-noise
modeling.

∗Electronic address: Justin.A.Ellis@jpl.nasa.gov
†Einstein Fellow

In this work we seek to address these two problems by
using a trans-dimensional approach in which a variable
number of wavelets model the non-white, non-stationary
features and a variable number of interpolation con-
trol points determine the spectrum of the stationary red
noise. Inferences on any parameters of interest (i.e. tim-
ing model, GW parameters, etc.) are then marginalized
over all possible models (i.e. marginalized over the num-
ber of wavelets and/or control points) thereby incorpo-
rating our uncertainty in the noise model itself as opposed
to the standard practice of choosing one model and in-
corporating the uncertainty from the parameters within
that model. There is precedent for this type of analysis in
other GW experiments, namely the BayesWave [21] and
BayesLine [22] algorithms used in LIGO/Virgo analyses,
both of which serve as a starting point for this work.

The paper is organized as follows: In Section II we
review current Bayesian data analysis techniques use
in pulsar timing. In Sections III and IV we introduce
the non-stationary and adaptive spectral modeling tech-
niques. In Section V we review the Bayesian algorithms
used to implement our trans-dimensional models. In Sec-
tion VI we test our analysis on simulated data and com-
pare against traditional techniques. Finally we conclude
in Section VII.

II. STANDARD PULSAR TIMING DATA
ANALYSIS

The basic data analysis techniques used in this work
are very similar to that presented in [15, 18]. Here we
will briefly review the formalism and set up the likelihood
function for this work.
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A. Likelihood

Pulsar timing data consists of a set of times-of-arrival
(TOAs) or the radio pulses and a timing model. Our
NTOA timing residuals (difference of measured and mod-
eled TOAs) for a single pulsar δt can be broken into
individual components as follows:

δt = Mε + Fa + U j + s + n. (1)

The term Mε describes inaccuracies in the subtraction
of the timing model, where M is called the timing model
design matrix, and ε is a vector of small timing model pa-
rameter offsets. The term Fa describes all low-frequency
signals, including low-frequency (“red”) noise, with a lim-
ited number of Fourier coefficients a. Our harmonics
are chosen as integer multiples of the harmonic base fre-
quency 1/T , with T the length of our dataset . The
matrix F then has alternating sine and cosine functions.
The term U j describes noise that is fully correlated for
simultaneous observations at different observing frequen-
cies, but fully uncorrelated in time. The matrix U is an
NTOA × Nepoch matrix that maps the Nepoch observa-
tion sessions to the NTOA TOAs. The vector j describes
the white noise per observation session that is fully cor-
related across all observing frequencies. The term s is
simply any other deterministic feature that we choose to
include in our model. The last term, n, describes Gaus-
sian white noise that is assumed to remain in the data,
after correcting for all known systematics. The white
noise is assumed to be an uncorrelated and Gaussian as
is described in [15, 18].

We define the noise-mitigated timing residuals as

r = δt−Mε− Fa− U j− s, (2)

where r is our best approximation of n, given our knowl-
edge of all the noise and signal parameters. The likeli-
hood can now be written

p(δt|ε,a, j, φ) =
exp

(
− 1

2rTN−1r
)√

det(2πN)
, (3)

where N is the covariance matrix of the white noise. We
have collectively denoted all parameters not directly rep-
resented by ε, a, and j as φ. We group the linear signals
as follows:

T =
[
M F U

]
, b =

εa
j

 , (4)

which allows us to elegantly place a Gaussian prior on
the coefficients of these random processes. The prior co-
variance is:

B =

∞ 0 0
0 ϕ 0
0 0 J

 , (5)

resulting in a prior:

p(b|φ) =
exp

(
− 1

2bTB−1b
)√

det(2πB)
, (6)

where ∞ is a diagonal matrix of infinities, which effec-
tively means we have a uniform unconstrained prior on
the timing model parameters ε. As described in [15],
this representation allows us to analytically marginalize
Eq. (3) times Eq. (6) over the waveform coefficients b
resulting in the marginalized likelihood

p(δt|φ) =
exp

(
− 1

2 (δt− s)TC−1(δt− s)
)√

det(2πC)
, (7)

with C = N+TBTT . The Woodbury matrix identity [23]
can be used to evaluate Eq. (7) efficiently. Notice that
this is nearly identical to the likelihood of [15, 18] ex-
cept that now we are including the additional non-linear
deterministic feature s.

The parameters that describe B are the hyperpa-
rameters φ. The hyperparameters of the diagonal ma-
trix J are the per-backend TEMPO2 ECORR parame-
ters. The matrix ϕ represents the spectrum of the low-
frequency noise Denoting frequency bin with (i, j), we
can write:

[ϕ]ij =
1

T
Sn(fi)δij , (8)

where Sn(fi) is the noise power spectral density (PSD)
at frequency fi.

B. Bayesian analysis

Bayesian inference is a method of statistical inference
in which Bayes rule of conditional probabilities is used
to update one’s knowledge as observations are acquired.
Given a modelM, model parameters Θ, and observations
d, we write Bayes rule as:

p(Θ|d,M) =
p(d|Θ,M)p(Θ|M)

p(d|M)
(9)

where p(Θ|d,M) is the posterior probability (probabil-
ity of obtaining the model parameters Θ given the data
d and model M), p(d|Θ,M) is the likelihood function
(probability of obtaining the data d given the model pa-
rameters Θ and model M), p(Θ|M) is the prior proba-
bility of the model parameters Θ given a model M, and
p(d) is the marginal likelihood or the Bayesian evidence,
usually denoted by Z.

The left-hand side of Eq. (9) can be regarded as the
“output” of the Bayesian analysis, and the right-hand
side is the “input” modulo the evidence term. Indeed,
provided we have a generative model of our observations
(meaning we can simulate data, given the model param-
eters), we know the likelihood and prior. However, for
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parameter estimation we would like to know the poste-
rior, and for model selection we need the evidence.

For parameter estimation, the evidence is usually ig-
nored, and one can use p(d|Θ,M)p(Θ|M) directly to
map out the posterior distribution (up to a normalizing
constant) and to estimate confidence intervals. When
Θ is higher-dimensional, Monte-Carlo sampling methods
are typically used to perform this multi-dimensional in-
tegral. We use Markov Chain Monte Carlo methods in
this work to sample the posterior distribution.

Model selection between two models M0 and M1 can
be carried by calculating the “Bayes factor”: the ratio
between the evidence for the two models. Assuming we
have a prior degree of belief of how likely the two model
are (p(M0) and p(M1)), we can write:

O =
p(M1|d)

p(M0|d)
= B10(d)

p(M1)

p(M0)
, (10)

where B10(d) ≡ Z1/Z0 is the Bayes factor, and O is the
odds ratio. The odds ratio can be obtained by calculat-
ing the evidence Z for each model separately (e.g. with
Nested Sampling or thermodynamic integration), or by
calculating the Bayes factor B between two models di-
rectly (e.g. with trans-dimensional markov chain Monte
Carlo methods).

III. NON-STATIONARY NOISE MODEL

To model non-stationary noise events we use a non-
orthogonal representation of Morlet-Gabor wavelets with
a functional form

Ψ(t;A, f0, Q, t0, φ0) = Ae−(t−t0)
2/τ2

cos(2πf0(t−t0)+φ0),
(11)

where τ = Q/(2πf0) is the width of the gaussian enve-
lope, A is the amplitude, t0 and f0 are the central time
and frequency of the wavelet and φ0 is a phase offset.
This representation is simply a matter of choice and could
be replaced by any other basis, such as shapelets [24].
Morlet-Garbor wavelets were chosen as they are sim-
ple and widely used in gravitational wave data analysis.
They also have the smallest possible time frequency vol-
ume. We expect that a wide range of continuous wavelet
representations would yield similar performance. Thus,
to model non-stationary noise events we use a collection
of independent wavelets where the number of wavelets,
Nwave, is a free parameter that must be constrained by
the data. In principle, this analysis is similar to that used
in [25, 26] where shapelets are used to model the pulse
profile; however, in this case the number of wavelets is
free to vary and is marginalized over in the final infer-
ence, where in the shapelet analysis separate runs must
be done in order to find the number of shapelets with the
highest Bayes factor.

As can be seen from Eq. (11), the Morlet-Gabor
wavelet is a function of five parameters, thus this analysis
includes an additional 5Nwave over the standard gaussian

noise model. Our RJMCMC implementation will there-
fore balance the goodness-of-fit for the likelihood with the
model complexity (i.e., prior volume) of the additional
wavelets. Getting the correct balance of the two afore-
mentioned effects is a conceptually and computationally
difficult problem that depends heavily on the choice of
priors on the wavelet parameters and on the number of
wavelets.

A. Wavelet Priors

As we will see, the priors on the wavelet amplitude
are quite important in balancing goodness-of-fit with
the model complexity. While the priors on the other
parameters will likely have some effect on our trans-
dimensional model, for this work we use uniform pri-
ors on log10(f0), Q, t0, and φ0 with ranges log10(f0) ∈
[log10(3/T ), log10(1/4∆t)], with ∆t = 2 weeks−1, Q ∈
[0.5, 40], t0 ∈ [tstart, tstop], where tstart, and tstop are
the start and end times of the residuals time-series, and
φ0 ∈ [0, 2π]. Here we will only focus on choosing a good
amplitude prior that in effect will limit the number of
wavelets used in the RJMCMC. When doing standard
fixed dimension noise analysis it is standard to use a log-
uniform prior on the amplitude of deterministic sources
unless we have some a-priori information; however, in this
trans-dimensional model a log-uniform prior will lead to
many wavelets being used that essentially just explore
the prior and contribute little to the signal being mod-
eled. As is used in the BayesWave algorithm [21], a more
reasonable prior is one that is based on the SNR of the
wavelet

ρ2 = (Ψ|Ψ) = ΨTC−1Ψ, (12)

where Ψ is the wavelet waveform and C is the full covari-
ance matrix from Eq. (7). In practice, computing the
SNR as defined above carries nearly the same computa-
tional cost as that of computing the likelihood. Further-
more, to use the SNR in a prior we will need to compute
it for every wavelet used in the model. Therefore, it is
computationally undesirable to use the full SNR but to
instead use an SNR proxy that is computationally effi-
cient. For this work we choose a simple white noise inner
product

ρ̄2 = ΨTN−1Ψ = A2Ψ̄TN−1Ψ̄, (13)

where N is the diagonal white noise matrix and Ψ̄ is the
amplitude-free waveform. In the simulations presented
later in this paper we have found that this overestimates
the true SNR by a factor of two in many cases; however
this proxy is very fast to compute and scales similarly
with the other wavelet parameters as the true SNR. Using
this SNR proxy, we parameterized the signal in terms of
ρ̄ as

Ψ(t) =
ρ̄

(Ψ̄TN−1Ψ̄)1/2
Ψ̄(t), (14)
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where ρ̄ is now the free parameter. As was done in [21] we
would like to use a parameterized prior on ρ̄ that peaks
at some characteristically detectable value and slowly de-
creases as ρ̄ gets large; however, since we are using an
SNR-proxy the choice of the peak in the distribution is
problem specific and is very difficult to determine with-
out some a-priori knowledge. For this reason we have
chosen a simple uniform prior of ρ̄ ∈ [0, 100] for this
work. Finally we choose a uniform prior on the num-
ber of active wavelets, Nwave ∈ [0, 30]. We have experi-
mented with various exponential priors on Nwave but we
have found that these have little effect and the choice of
wavelet amplitude prior is the dominant factor in con-
structing a parsimonious model. Further consideration
of these prior choices will be addressed in a future work.

IV. ADAPTIVE SPECTRAL MODELING

As mentioned in Section I, current noise analysis meth-
ods rely on specifying a model a-priori and then per-
forming Bayesian model selection to determine the best
model. However, in many cases several different spec-
tral models seem to describe the data equally well. This
uncertainty in the model and the computational com-
plexity of performing several different runs to determine
the Bayesian evidence has led us to develop a modified
version of the BayesLine algorithm [22] to model the red
noise in our residual data. Here we model the power
spectral density (PSD)1 with linear interpolation in the
log-log space of the the PSD and frequency. The param-
eters of the model are the number, Nc, and the location
in the frequency-PSD space {Sn(fi), fi} of each control
point in the linear interpolation. Thus the logarithm of
the PSD at frequency fi is modeled by

log (Sn(fi)) = log(Sn(fi−1))+

log (Sn(fi+1)/Sn(fi−1))

log(fi+1/fi−1)
log(fi/fi−1)

(15)

for i ∈ [0, Nc]. We have chosen to carry this interpolation
out in the log frequency-PSD space in order to facilitate
numerical stability and in order to fit the fewest param-
eters. In the course of this analysis we have tried other
interpolation methods, including cubic splines as are used
in BayesLine [22] in both log and linear frequency-PSD
space. It was found that our pulsar timing residual data
does not have enough frequency evolution to warrant a
more sophisticated interpolation technique. We note that
even though we may not have a free control point at ev-
ery frequency we do in fact include all frequencies in the
analysis differentiating this method from those of [10] in
which various combinations of frequencies were used in
order to determine the so-called “optimal” model.

1 When we refer to the PSD here we are referring only to the red-
noise component and not the white component of the spectrum.

In principle, one could allow the frequencies at which
we place the control points to be free parameters but this
could lead to many ordering and double counting prob-
lems. Instead we place the frequencies on a regularly
spaced grid with ∆f = 1/T in the range [1/T, nf/T ],
where nf is the number of frequencies. In our case we
use nf = 50 unless stated otherwise. We assume uni-
form priors on both the logarithm of the PSD amplitude,
Sn(fi), and on the number of active control points, Nc
The control points at the lowest and highest frequen-
cies are always active, thus the simplest spectrum is pa-
rameterized by two parameters in this setup. Therefore,
this analysis encapsulates both the standard power-law
and free spectrum analyses which are parameterized by 2
and nf parameters, respectively. In practice, during the
RJMCMC, control points can be subtracted and added
with varying amplitudes. This means that the data de-
cide the shape and complexity of the spectrum instead
of prescribing a model a-priori.

V. BAYESIAN TECHNIQUES

A. Reverse Jump MCMC

The main driver of this trans-dimensional noise mod-
eling technique is the RJMCMC algorithm, a variant of
traditional MCMC where the model itself is included the
explored parameter space. Traditionally RJMCMC has
been used as a model selection tool by computing the
Bayes factor of competing models as the ratio of the iter-
ations spent in each model. In our analysis it is used more
as a tool to perform a type of Bayesian model averaging.
In other words, we are more interested in the ability of
the RJMCMC to map out the trans-dimensional distribu-
tion and provide marginalized distributions over the full
model-space than we are interested in choosing a specific
model via the resulting Bayes factors of the RJMCMC.

In the RJMCMC framework we must include a sep-
arate Metropolis Hasting step that proposes the trans-
dimensional move. The parameters Θi of model Mi are
drawn from the proposal distribution q(Θi|Mi). Since
our model is nested (i.e. there are shared parameters be-
tween models), we hold all other parameters fixed while
the new parameters are drawn from the proposal distri-
bution. The criteria for accepting this trans-dimensional
jump is the Hastings ratio

HMi→Mj
=
p(d|Θj ,Mj)p(Θj |Mj)q(Θj |Mi)

p(d|Θi,Mi)p(Θi|Mi)q(Θj |Mi)
|Jij |,

(16)
where the Jacobian |Jij | accounts for any change in di-
mension across models. However, if our jump proposals
yield parameter values directly instead of a set of random
numbers that are then used to determine the new model
parameters, then the Jacobian can be neglected. Choos-
ing a good proposal distribution is notoriously difficult
and is the main drawback in using RJMCMCs. A simple



5

choice for a RJ proposal distribution is a random draw
from prior. If the models are nested and the difference
in dimension between models is relatively low then this
prior draw usually provided adequate mixing.

As such, we only use prior draws for our RJ proposals
in this work, for both the wavelet parameters and inter-
polation control points. Furthermore, we always propose
to either add or subtract one component (i.e., one wavelet
or one control point) and never more. In principle we
could choose to add several wavelets or control points at
one time but it is unlikely to be accepted. To add a new
wavelet, we simply draw all 5 wavelet parameters from
the prior (using either the SNR or the log-uniform prior
for the amplitude). To subtract a wavelet, we randomly
choose between the active wavelets at that iteration. The
technique is very similar for control points. To add a new
control point, we first randomly choose a frequency at
which to place the control point and then draw from the
log-uniform prior to choose the amplitude. To subtract
a control point we randomly choose one from the active
control points. When modeling both wavelets and con-
trol points simultaneously, we always hold one fixed and
jump in the other, that is, we never propose to add or
subtract wavelets and control points simultaneously. Of
course, more complicated and more efficient proposals
could be made for both the wavelet and spectral models
and this will be addressed in the future; however, for this
work we find that these random uniform draws provide
quite adequate mixing.

B. Parallel Tempering

Although uniform trans-dimensional proposals pro-
vide adequate mixing, the trans-dimensional acceptance
rates are quite low (typically < 6% for the wavelet
model). This means that we have to run for many it-
erations in order to adequately explore the full trans-
dimensional model space. In order to ameliorate this
problem we use a parallel tempering method introduced
in [21] that allows different chains to be in different mod-
els, thus jumps between different temperature chains are
also trans-dimensional jumps. These parallel tempering
moves greatly enhance the inter- and intra-model mixing.
Currently we use a geometric temperature spacing that is
tuned to give ∼ 40% acceptance for temperature swaps to
the coldest chain. In future versions of the code we will
incorporate a more sophisticated adaptive temperature
spacing as was introduced in [27].

VI. RESULTS

Here we test our non-stationary and adaptive noise
modeling techniques. In all cases we have used the time
stamps and timing model for PSR B1855+09 from the
NANOGrav 9-year data release [15] and inject white
gaussian noise consistent with the TOA uncertainties us-

ing libstempo2. We use this as the base data set because
it has all of the features of real pulsar timing data includ-
ing a large gap, heteroscedastic TOA uncertainties, a full
relativistic binary timing model, and time varying DM
variations. We then take this base data set and inject
a white noise burst, a realization of a gaussian process
described by some power spectral density, or both, in or-
der to test our modeling techniques. We then compare
the results with those of standard noise analyses. Note
that in all cases we have used a full white noise model
including one EFAC, EQUAD, and ECORR per backend
as described in [15].

A. BayesWavePTA

Here we test our non-stationary noise modeling tech-
niques described in Section III. As mentioned above
we test this technique on a simulated dataset of pulsar
B1855+09 that contains an injected white noise burst
with amplitude of 447 ns and a width of 250 days. A
white noise burst is simply a realization of noise from
a white PSD with a gaussian window that is localized
in time. We have analyzed these data with the non-
stationary model using both a uniform SNR and a uni-
form log-amplitude prior. In both cases we allow up to 30
wavelets with a uniform prior on the number of wavelets.
The results of this analysis are shown in Figures 1 and 2.

In the top panels of Figures 1 and 2 we have the daily-
averaged residuals plotted in blue, the injected waveform
in green, the MAP waveform (chosen from the model
with the highest Bayes factor) in red, and the 90% uncer-
tainty on the waveform (marginalized over all models) in
gray. The bottom left plot we show the utility as a func-
tion of number of wavelets. Here utility is simply the
ratio of the number of iterations spent in a model with
a given number of wavelets to the total number of itera-
tions in the RJMCMC run. In the bottom right, we plot
the histogram of the normalized residuals (normalized by
the TOA uncertainties) when including (blue) and not in-
cluding (red) the MAP wavelet model. The green curve
is a zero-mean unit variance Gaussian distribution.

First, we point out that although this “event” seems
quite large, it is quite comparable to a real event in the
published data of PSR B1855+09 [see e.g. Figure 27 of
15]. Next, we see that for both choices of amplitude prior
we recover the injected waveform very well and recover
the Gaussian nature of the underlying white noise shown
in the bottom right panels. Most important, however, is
the number of wavelets that the data prefer under the
two different amplitude priors and how this effects the
uncertainty in the recovered waveform. In the case where
we have used a uniform prior on the SNR of the wavelet

2 https://github.com/vallis/libstempo
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FIG. 1: Summary of RJMCMC results from the uniform SNR
prior run. In the top panels the daily-averaged residuals are
plotted in blue, the injected waveform in green, the MAP
waveform (chosen from the model with the highest Bayes
factor) in red, and the 90% uncertainty on the waveform
(marginalized over all models) in gray. The bottom left plot
we show the utility as a function of number of wavelets. In the
bottom right, we plot the histogram of the normalized resid-
uals (normalized by the TOA uncertainties) when including
(blue) and not including (red) the MAP wavelet model. The
green curve is a zero-mean unit variance Gaussian distribu-
tion.

we see from the bottom left panel of Figure 1 that the
data prefer 6 wavelets and can support up to 11 wavelets,
albeit with a much lower utility (utility is proportional
to the Bayesian evidence). Furthermore we see from the
wavelet model uncertainty (marginalized over all wavelet
models) in gray in the top panel of the figure that the
wavelet model only contributes to modeling the white
noise burst and not any other features in the data.

Alternatively, for the log-uniform amplitude prior we
see that the data prefer ∼ 18 wavelets but can support
> 30 resulting in very broad spread in the number of
wavelets that are allowed by the data. Furthermore,
we see from the waveform uncertainty at early times in
the reconstructed waveform (gray shaded area of the top
panel of Figure 2) that many wavelets are being placed
far away from the white noise burst. The fact that this
prior allows for many more wavelets that are effectively
sitting below the white noise level can be understood by
the fact that there is quite a large prior volume at low am-
plitudes since a uniform prior in log10A is proportional
to a prior on the amplitude of p(A) ∝ A−1. In con-
trast, the uniform SNR prior is much more similar to a
uniform amplitude prior. Thus, a-priori the log-uniform
prior prefers low amplitude wavelets whereas the uniform
SNR prior prefers high amplitude wavelets.

As mentioned above we want to choose a prior on the
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FIG. 2: Same as Figure 1 but for the log-uniform wavelet
amplitude RJMCMC run.

−6

−3

0

3

6
R

es
id

ua
ls

[µ
s]

2005 2008 2011 2014
−15

−10

−5

0

5

R
es

id
ua

ls
[µ

s]

FIG. 3: Waveform reconstruction using a power-law (top) and
free-spectrum (bottom) parameterization for the red noise
with no additional non-stationary terms. The green is the
injected waveform, the red is the MAP recovered waveform
and the gray is the 90% uncertainty on the waveform.

wavelet amplitude so that we use the minimum number
of wavelets to model the signal. As we have seen from
this example, a uniform SNR prior performs admirably in
this respect whereas a log-uniform amplitude prior fails
this test.

In Figure 3, we perform the analysis without the
wavelet model using standard noise models with a power-
law (top panel) and free-spectrum (bottom panel) red
noise parameterization. In comparison with Figure 1 we
see that while the waveform is accurately recovered in
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FIG. 4: Match between the injected white noise burst wave-
form and waveform reconstructions for the wavelet and stan-
dard noise models. We see that the wavelet models have a
higher match overall, thus indicating better fitting, and the
power-law and free spectral models have similar matches that
are both lower than the wavelet model.

both cases, the uncertainty in this inferred waveform is
much larger than in our trans-dimensional wavelet model.
Most importantly we note that the uncertainty is very
large in the regions where the injected waveform is zero.
This is mostly due to the fact that both the power-law
and free-spectral models are constrained to be a realiza-
tion of a stationary gaussian process. Furthermore we
point out that the large uncertainty and periodic struc-
ture seen in the uncertainty region for the free-spectrum
model is due to covariances between the power spectral
amplitudes and the sky location and parallax terms in
the timing model. This feature is unavoidable in such an
unconstrained model. Note that the gray areas are
the uncertainty regions on the red noise waveform
itself and not the residuals, which are produced
from the MAP red and white noise parameters.
However, investigating the waveform reconstruc-
tion does not fully describe the validity of this
model.

The match is defined as

M =
(s|s̄)√

(s̄|s̄)(s|s)
, (17)

where s is the injected waveform and s̄ is the re-
constructed waveform. Figure 4 shows the match
distribution of the injected waveform with the re-
covered waveform for all four models. Note that
both wavelet models have a higher match than
the standard noise models, indicating better fit-
ting. However, it is important to note that even
though the free-spectral model is unable to decou-
ple timing model and red noise, the combination
does indeed match with the injected waveform in
a nearly identical manner as the power-law model.
Finally, in these simulations we have only included white
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FIG. 5: Top: Marginalized posterior distribution of the di-
mensionless strain amplitude of a stochastic GW background
using the trans-dimensional wavelet model (blue) and stan-
dard power-law red noise model (green). Bottom: probabil-
ity - probability plot for the GW amplitude parameter . On
the x-axis is the probability p contained in a credible inter-
val, and on the y-axis is the fraction of true values that lie
within that interval. The black diagonal line is the ideal dis-
tribution where the credible interval is perfectly consistent
with the fraction of recovered injections. Again, the blue and
green curves represent the wavelet and standard noise models,
respectively, with the shaded area accounting for the uncer-
tainty due to the limited number (500) of injections.

noise and the white noise burst, in such cases where there
is steep red noise and transient behavior, it is likely that
standard methods would perform much worse.

Lastly, we show that this kind of noise analysis could
be crucial for placing tight constraints or making a detec-
tion of a stochastic GW background. In Figure 5 we plot
the marginalized posterior distribution of the dimension-
less GW strain amplitude using the wavelet model above
and the standard power-law red noise model, plotted in
blue and green, respectively. For this simulation we use
the same data that was analyzed above. In both cases we
model the red noise via a power-law and include an addi-
tional noise term with a fixed spectral index (13/3) cor-
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responding to a stochastic GW background of SMBHBs.
For the wavelet model we allow up to 30 wavelets. As
we see from Figure 5, we can constrain the amplitude of
a potential stochastic GW background significantly bet-
ter when we include the additional wavelets in the noise
model. Specifically, the upper 95% upper limits on the
GWB amplitude for the wavelet and non-wavelet model
are 6.7×10−15 and 2.3×10−14, – a factor of 3.5 improve-
ment. As our PTA data becomes more precise over time,
this additional noise term could prove critical in either
detecting or constraining the stochastic GW background.

One may be concerned that the wavelet model might
absorb some of the GW signal and lead to artificially
low bounds. An analysis of a set of 500 injections with
an injected GW background and different white noise
and white noise burst realizations shows this is not the
case. The wavelet model is unbiased, while the stan-
dard model without wavelets is biased toward high val-
ues. For each injection we construct p% credible intervals
and compare this to the fraction of realizations in which
the injected value lies within the p% credible interval. If
the posterior samples are an unbiased estimator of the
true probability then p% of the realizations should find
the injected value within the p% credible interval. We
then perform a two-sample KS-test to test whether the
results match the expected one-to-one relation. We find
that the wavelet model passes the KS-test (with p-value
0.9) while the standard power-law noise model fails (with
p-value ∼ 10−8). These results show that the wavelet
model is indeed statistically unbiased when estimating
the GW background amplitude and that using a less flex-
ible power-law noise parameterization to model transient
signals results in biased GW background amplitude esti-
mates.

We have performed one last test in which we
have simulated a GWB with amplitude 5 × 10−14

and power spectral index 13/3 into a pure white
noise dataset with no white noise burst. In Figure
6 we plot the marginalized 2-d posterior of GWB
amplitude and spectral index for a standard
model with no wavelets (green), wavelet model
marginalized over number of wavelets (blue), and
wavelet model using only samples from the RJM-
CMC that use 0 wavelets. The black lines and
cross are the injected values. We see that the
posteriors are nearly identical in all three cases,
showing that there is no evidence of GW absorp-
tion by the wavelet model. In the bottom plot
we see that the data clearly favor 0 wavelets for
this injection further indicating that this model
is fully robust both in the presence and absence
of transient noise signals.

Finally, though we have tested the transient noise mod-
eling using a white noise burst, this method will recover
the waveform of any unmodelled achromatic (with re-
spect to radio frequency) signal. However, in such cases
where we know the expected waveform of an event, such
as a pulsar glitch which manifests as a ramp function in
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FIG. 6: Results from simulation with injected GWB and no
white noise burst. Top: Marginalized 2-d posterior of GWB
amplitude and spectral index for a standard model with no
wavelets (green), wavelet model marginalized over number of
wavelets (blue), and wavelet model using only samples from
the RJMCMC that use 0 wavelets. The black lines and cross
are the injected values. We see that the posteriors are nearly
identical in all three cases, showing that there is no evidence
of GW absorption by the wavelet model. Bottom: Utility vs.
number of wavelets for this injection. The data clearly favor
0 wavelets.

the residuals, this trans-dimensional method will prove
sub-optimal compared to a modeled waveform search.

B. BayesSpecPTA

Here we will test the adaptive spectral modeling tech-
niques of Section IV on three cases that we call the null,
intermediate, and extreme cases. For each simulation we
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will recover the spectrum using the adaptive technique,
a standard power-law, and free spectral components.

1. Null Case

For the null case, we inject a realization of a gaussian
process that follows a pure power-law distribution with
a power spectral index of 13/3 as one would expect from
a gravitationally wave driven isotropic stochastic back-
ground from a population of SMBHBs in circular orbits.
We have dubbed this the null case since the spectrum is
fully described by two parameters and this is the simplest
model that the adaptive spectral modeling technique can
achieve. In Figure 7 we show the results of our analysis
on this null case. The middle panel shows the posterior
probability density of the recovered spectrum from our
adaptive method. The solid black lines are the 90% credi-
ble intervals and the median value. The dashed line is the
PSD of the injected noise process. The top panel shows
the utility of the various control points as a function of
frequency. Here we define the utility as the ratio of the
number of iterations of the RJMCMC that a given con-
trol point was active to the total number of iterations. In
this case we see that none of the additional control points
was active for a significant number of iterations. The bot-
tom panel again shows the posterior probability density
of of the recovered spectrum using the power-law model.
The gray points and error bars are the median and the

90% confidence interval on each spectral component us-
ing the free spectral technique. From Figure 8 we can
see that in this case the adaptive technique does indeed
favor no additional control points (i.e. the spectrum is
parameterized by two parameters). Furthermore we see
from Figure 7 that the recovered spectrum is very similar
for the adaptive and power-law models. The posterior is
slightly broader in the adaptive case due to the fact that
we allow for more than two spectral components and al-
though the data favors only two, it is clear from Figure
8 that the data does not heavily disfavor more than two
components. Furthermore, the free spectral model is less
constraining in the lowest frequency component and does
not constrain other frequencies significantly.

2. Intermediate Case

For the intermediate case we have injected a realiza-
tion of a gaussian process that follows a broken power-law
distribution. In this case we see in Figure 9 that the spec-
trum is well recovered with the adaptive technique and
that the data strongly prefer an additional control point
at the turnover frequency in the spectrum. Furthermore,
we see from Figure 10 that, overall, the data prefers to de-
scribe the spectrum by three parameters. This is exactly
the behavior that we wish to see in that the most parsi-
monious model to describe a broken power-law contains
three parameters. Meanwhile, the bottom panels of Fig-
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FIG. 7: Results of BayesSpecPTA and the two standard anal-
yses (powerlaw and free spectral coefficients) on the null case.
The top two panels show the recovered spectrum (middle
panel) and the favored control points for the spectral inter-
polation (top panel), respectively. The bottom panel is the
recovered spectrum from the powerlaw analysis (density) and
the free spectral coefficients (error bars). In both density
plots, the dashed line is the injected PSD and the solid black
lines represent the median and 90% confidence region. In the
bottom panel, the gray error bars represent the median and
90% confidence interval on each spectral coefficient.

ure 9 shows that the power-law noise model significantly
overestimates the low frequency noise and the free spec-
tral model loosely models the power around the turnover
in the spectrum. In fact, the powerlaw model does not
even recover the spectrum within its 90% credible inter-
val, thus failing basic Bayesian consistency. This case re-
ally demonstrates the power of the adaptive technique in
which it correctly identifies the most parsimonious model
containing three parameters while still incorporating the
uncertainty associated with more or less components, all
while producing an accurate reconstruction of the power
spectral density.

3. Extreme Case

For the so-called extreme case we have injected a real-
ization of a gaussian process that follows a distribution
with two distinct peaks. In this case we see in Figure
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FIG. 8: Favored number of spectral components from the
BayesSpecPTA analysis of the null case. In this case, where
the injected spectrum is a simple powerlaw, the spectrum is
best described by two parameters as one would expect.
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FIG. 9: Same as Fig. 7 but for the intermediate case.

11 that the spectrum is well recovered with the adaptive
technique and that the high frequency peak is clearly
distinguishable while the low frequency peak is not as
constrained. In this case, as can be seen in both Figures
11 and 12, the model complexity is in strong competition
with the goodness-of-fit in that data nearly equally pre-
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FIG. 10: Favored number of spectral components from the
BayesSpecPTA analysis of the intermediate case. In this case,
where the injected spectrum has a singe turnover the spec-
trum is best described by three parameters as one would ex-
pect, and two parameters (powerlaw) is strongly disfavored
while more than 3 components is allowed.

fer either a shallow power-law (2 parameters) that mod-
els the power at the peaks of the PSD but also the fre-
quencies in between, or the more complex spectrum that
models both the peaks and valleys of the PSD. These
features show the utility of this kind of analysis in that
one does not have to a-priori choose a model for the spec-
trum and try to find the best model from the data but
instead we allow the data to constrain the model while
marginalizing over our uncertainty in that model. For
comparison, from the bottom panel of Figure 11 we see
that, because of the rigidness of the power-law model, it
overestimates the power at low frequencies and underes-
timates the power at the high frequency peak. Further-
more, we see that even the free spectral method does not
significantly constrain the PSD at either peak.

C. Combination of Both Methods

In this section we combine both the wavelet and adap-
tive signal modeling in one large RJMCMC where the
number of wavelets and the number of control points are
both free to vary. In principle, this method should be
near optimal in that we allow the data to decide the com-
plexity of the non-stationary and stationary noise pro-
cesses simultaneously; however, in practice it can be dif-
ficult to distinguish between PSDs with significant high
frequency power and transient signals. Therefore, in
many cases, although we are able to recover the actual
waveform in the data, it is difficult to separate out the
stationary and non-stationary components. Nonetheless,
because neither the wavelet modeling nor adaptive spec-
tral modeling can optimally account for all noise sources
alone, we recommend this combined approach.
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FIG. 11: Same content as Fig. 7 for the extreme case.
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FIG. 12: Favored number of spectral components from the
BayesSpecPTA analysis of the extreme case. In this case,
the injected spectrum has two peaks. The data can either be
described by a power law or a more complicated spectra that
requires ≥ 4 control points.

To test this combined method we once again simulate
a data set with low frequency red noise with a broken
power spectrum (black dashed line in Figure 13) and a
white noise burst. We have used a uniform SNR prior for
the wavelet amplitudes and log-uniform prior for the am-
plitude of the interpolation control points. The results of
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FIG. 13: Summary plots for combined run. In the top panel
we plot the daily averaged residuals in blue, the MAP red
noise and wavelet realization in red and the injected value in
green. The gray region is the 90% confidence region of the
signal. In the middle panel we plot the probability density
of the recovered PSD and the injected PSD in black. The
bottom left panel shows the utility for the number of wavelets
and number of spectral components.

this analysis are shown in Figure 13. In the top panel we
plot the daily averaged residuals (blue) along with the
injected (green) and MAP (red) red noise and transient
noise signal realization and the corresponding 90% credi-
ble region in gray. The middle panel shows the posterior
probability of the recovered PSD along the injected PSD
(dashed black line). The bottom panel shows the utility
(same definition as above) of the number of wavelets and
number of spectral components used in the model.

First, we see that the model recovers the injected wave-
form very well through a combination of ∼ 5 wavelets and
a broken power spectrum. Although this is a different
realization of the same white noise burst used above the
complexity of the wavelet model is directly comparable
to that of Figure 1. Furthermore, we see the spectrum
is recovered fairly well but there is still a large spread in
which many spectral components could be used. This is
due to the covariances between the wavelet model and
the spectral model and is likely unavoidable unless we
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have some a-prior knowledge of the transient and/or the
stationary noise spectrum.

VII. DISCUSSION AND CONCLUSIONS

As the precision of PTAs increases, sophisticated and
robust noise modeling techniques are quickly becoming
one of the most important aspects in the pulsar tim-
ing process. In this paper we have presented a trans-
dimensional noise modeling approach that lets the data
decide the complexity of the model as opposed to tradi-
tional methods of choosing a specific model prior to anal-
ysis. Furthermore, this analysis does not seek to deter-
mine the “best” model but instead captures our inherent
uncertainty in the noise model by marginalizing over a
large range of models. In this first analysis we have mod-
ified the transient signal modeling and adaptive spectral
techniques first developed in the LIGO context [21, 22]
for use in the PTA regime. To model non-stationary tran-
sient noise events we use a sum of Morlet-Gabor wavelets
and to model our stationary red noise PSD we use a set of
control points for linear interpolation on a fixed frequency
grid. In both cases, the number of wavelets and control
points are free to vary and final inferences are made by
marginalizing over the full trans-dimensional model.

Through simulations, we have shown that these meth-
ods perform better than standard methods both when

applied separately and together. Furthermore we have
shown that in the presence of strong non-stationary
noise, the implementation of these trans-dimensional
techniques could result in significantly more constrain-
ing upper limits on a stochastic GW background.

While the application in this work has been on achro-
matic (with to respect to radio frequency) single pulsar
analysis, these methods could also be applied to disper-
sion measure (DM) modeling techniques and other radio-
frequency dependent noise sources. Furthermore, this
type of analysis could also be applied to multi-pulsar GW
analysis both for noise modeling and for GW detection of
unmodeled signals or as a cross check to other modeled
GW searches.
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