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We study the decays of the charmonium resonances J/v¢ and t(3686) to the final states = =%,
¥(1385)F £(1385)* based on a single baryon tag method using data samples of (223.741.4) x 10° .J /1)
and (106.4 + 0.9) x 10° 1(3686) events collected with the BESIII detector at the BEPCII collider.
The decay (3686) — X(1385)T£(1385)F is observed for the first time, and the measurements
of the other processes, including the branching fractions and angular distributions, are in good
agreement with and much more precise than the previously published results. Additionally, the

ratios

B(1(3686) =" E1) B(4(3686)—%(1385)~ £(1385)T)

re _
d B (3686)»3(1385) T 5(1385) 1) . Jetermined.

B(J/y—E-ET)

PACS numbers: 12.38.Qk, 13.25.Gv, 23.20.En
I. INTRODUCTION

The study of ¥ (in the following, ? denotes both
charmonium resonances .J/v¢ and 1(3686)) production in
eTe™ annihilation and the subsequent two-body hadronic
decays of the v, such as baryon—antibaryon decays, pro-
vide a unique opportunity to test Quantum Chromody-
namics (QCD) in the perturbative energy regime and to
study the baryonic properties [1]. These decays are ex-
pected to proceed via the annihilation of c¢ into three
gluons or a virtual photon. This model also leads to the
prediction that the ratio of the branching fractions of 1
decays to a specific final state should follow the so-called
“12% rule” [2]:

B((3686) — hadrons)
B(J/¥ — hadrons)

B(1(3686) — eTe™)
~ 12%,

B(J/Y — etTe)
(1)

where the branching fractions probe the ratio of the wave
functions at their origins for the vector ground state J /1
and its first radial excitation ¢(3686). This rule was first
observed to be violated in the process ¢ — pm, which
is known as the “pm puzzle”, and was subsequently fur-
ther tested in a wide variety of experimental measure-
ments [3]. Recently, a review of the theoretical and exper-
imental results [4] concluded that the current theoretical
explanations are unsatisfactory, especially for the baryon
pair decays of ¥ mesons. Therefore, more experimen-
tal measurements on baryon-antibaryon (BB) pair final
states, e.g. pp, AA, XX, == %(1385)%(1385), in the de-
cays of 1 are desirable. To date, the branching fractions
of the decays ¢ — Z~=T and J/1 — £(1385)FX%(1385)*

B(J/$—X(1385)— £(1385) 1)

B(J/¢y—%(1385)T=(1385)~)

were previously measured with a low precision [5-9], and
the decay (3686) — %(1385)T%(1385)* has not yet
been observed.

By using hadron helicity conservation, the angular dis-
tribution for the process ete™ — 1 — BB can be ex-
pressed as

dN

—— 1 20 2
d(cosH)O( + accos® B, (2)

where 6 is the angle between the baryon and the positron-
beam direction in the eTe™ center-of-mass (CM) sys-
tem and « is a constant. Various theoretical calcula-
tions based on first-order QCD have made predictions
for the value of a. In the prediction of Claudson et
al. [10], the baryon mass is taken into account as a
whole, while the constituent quarks inside the baryon
are considered as massless when computing the decay
amplitude. The prediction by Carimalo [11] takes the
mass effects at the quark level into account. Experimen-
tal efforts are useful to measure « in order to test the
hadron helicity conservation rule and study the validity
of the various theoretical approaches. In the previous ex-
periments, the angular distributions are measured with
a few decays, such as (3686) — pp [12] and J/¢ —
BB (pp, AN, X350 =—=+ %(1385)2(1385)) [8, 13-15].
Among them, the angular distributions for the J/¢ —
E-=%,%(1385)TX(1385)* decays are determined with a
low precision, while for the decays ¥(3686) — =~ =7,
¥(1385)F%(1385)* have not yet been measured.

In this paper, we report the most precise measurements
of the branching fractions and angular distributions for
the decays ¢ — Z~Z%, %(1385)FX(1385)* based on



(223.7 £ 1.4) x 10° J/¢ [17] and (106.4 + 0.9) x 10
1(3686) [18] events collected with the BESIII detector
at BEPCII.

II. BESIII DETECTOR AND MONTE CARLO
SIMULATION

BEPCII is a double-ring eTe™ collider that has
reached a peak luminosity of about 8.5 x 103? cm™2s~!
at a CM energy of 3.773 GeV. The cylindrical core of
the BESIII detector consists of a helium-based main
drift chamber (MDC), a plastic scintillator time-of-flight
(TOF) system, and a CsI(T1) electromagnetic calorime-
ter (EMC), which are all enclosed in a superconducting
solenoidal magnet with a field strength of 1.0 T. The
solenoid is supported by an octagonal flux-return yoke
with resistive plate counter modules interleaved with
steel as muon identifier. The acceptance for charged
particles and photons is 93% over 47 stereo angle, and
the charged-particle momentum resolution at 1 GeV/c
is 0.5%, the photon energy resolution at 1.0 GeV is 2.5%
(5%) in the barrel (end caps). More details about the
apparatus can be found in Ref. [19].

The response of the BESIII detector is modeled with
Monte Carlo (MC) simulations using a framework based
on GEANT4 [20, 21]. The production of ¢ resonances is
simulated with the KKkMC generator [22], while the sub-
sequent decays are processed via EVTGEN [23] accord-
ing to the branching fractions provided by the Parti-
cle Data Group (PDG) [3], and the remaining unmea-
sured decay modes are generated with LUNDCHARM [24].
To determine the detection efficiencies for v — Z- =7,
¥(1385)F%(1385)*, one million MC events are generated
for each mode, corresponding to samples about 20 ~ 50
times larger than expected in data. The events are gen-
erated for each channel with our measured angular distri-
bution parameter, which we will introduce in detail later;
the = and ¥(1385) decays in the signal modes are simu-
lated inclusively according to the corresponding branch-
ing fractions taken from PDG [3].

IIT. EVENT SELECTION

The selection of ¢ — Z"Z=F, 3(1385)F%(1385)*
events via a full reconstruction of both =~ (X(1385)7)
and =T (X(1385)%) baryons suffers from low reconstruc-
tion efficiency. To achieve a higher efficiency, a single
baryon =~ (3(1385)F) tag technique, which does not
include the anti-baryon mode tag, is employed to se-
lect the signal events 1 — Z~Z7(3(1385)TX(1385)%),
where only the =~ (X(1385)F) is reconstructed in its
decay to wTA with the subsequent decay A — pr~.
Thus, we require that the events contain at least

one positively and two negatively charged tracks for
the Z-=7(2(1385)7%(1385)%) channel and two pos-
itively and one negatively charged tracks for the
¥(1385)7%(1385)~ channel. Only tracks that are recon-
structed in the MDC with good helix fits and within the
angular coverage of the MDC (| cosf| < 0.93, where 6
is the polar angle with respect to the et beam direc-
tion) are considered. Information from the specific en-
ergy loss measured in MDC (dE/dx) and from TOF are
combined to form particle identification (PID) confidence
levels for the hypotheses of a pion, kaon, and proton, re-
spectively. Each track is assigned to the particle type
that corresponds to the hypothesis with the highest con-
fidence level. Events with at least two charged pions
(m~7F) and at least one proton (p) are kept for further
analysis.

In order to reconstruct A baryons, a vertex fit is
applied to all pm~ combinations; the ones character-
ized by x? < 500 are selected. The invariant mass
of the pr~ pair is required to be within 6 MeV/c? of
the nominal A mass. Subsequently, candidates for =~
and 3(1385)F baryons are built by combining all re-
constructed A with another 7F. The combination with
the minimum |M s — Mz-/5(1385)%| is selected, where
Mz=-/51385)= is the nominal mass of =~ or X(1385)7
from PDG [3].

The partner of = or ¥(1385)% is extracted from the
mass recoiling against the selected 7T A system,

M = \[(Borr — Epea)? —iRey. (3)

where E =, and p =, are the energy and the momentum
of the selected 7T A system, respectively, and E¢jy is the
ete” CM energy. Figure 1 shows the scatter plots of
M= versus M Q! for the J/1p and 1(3686) data sam-
ples. Clear accumulations of events are found for the sig-
nals of ¥ — Z7ZF (3(1385)FX(1385)%) decays. To de-
termine the signal yields, the mass of 7T A is required to
be in the interval [1.312,1.332] GeV/c? for J/¢p — =2~ =7,
and [1.308,1.338] GeV/c? for ¥(3686) — =~ =", respec-
tively, while we require |M sy — My 385+ < 0.035
GeV/c? for ¢y — ¥(1385)F%(1385)*. For the decay
$(3686) — =~ =T (X(1385)"%(1385)"), a further re-
quirement of [M! — M ;| > 0.005 GeV/c? is applied
to suppress the background 1(3686) — 7w+ 7~ .J /1, where
the M;Cf;",l is the recoil mass of all 7+~ combination,
and M,y is the nominal mass of J/1 according to the
PDG [3].

IV. BACKGROUND STUDY

Data collected at center-of-mass energies of 3.08 GeV
(300 nb™! [17]) and 3.65 GeV (44 pb~! [18]) are used to
estimate the contributions from the continuum processes
efe™ — E7=1,%(1385)FX(1385)*. After applying the
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FIG. 1. Scatter plots of M+, versus M;ffX“ for

same event selection criteria, only a few events survive,
which do not form any obvious peaking structures around
the = or ¥(1835)% signal regions in the corresponding
Af;e;cxﬂ distribution. The scale factor between the data
at 1(3686) peak and that at 3.65 GeV is 3.677, taking
into account the luminosity and CM energy dependence
of the cross section. This implies that the backgrounds
from continuum processes are negligible.

The contamination from other background sources is
studied by using MC simulated samples of generic 1 de-
cays that contain the same number of events as data.
After applying the same event selection criteria, it is
found that the channels J/¢¥ — n. with 7. E-Et,
J/p — 7 AX(1385)" (the branching fraction is pre-
liminarily determined with the data based on an iter-
ative method), and J/¢ — (1385)~%(1385)" are po-
tential peaking backgrounds for J/¢ — Z"=F. Ac-
cording to MC simulations of these backgrounds, their
yields are expected to be negligible after normalization
to the total number of J/¢ events. For the J/i¢p —
¥(1385)TX(1385)* decay, backgrounds are found to be
J/ — nFAS(1385)%, J/¢ — E(1530)"= + c.c. and
J/1 — Z(1530)°=Z° + c.c.. For the 1(3686) — Z~=T de-
cay, dominant backgrounds come from ¥ (3686) — yxcJ,
Xes — Z7ET, and ¥(3686) — X(1385)~£(1385)*, which
are expected to populate smoothly in the ]W;Cff{“ spec-
trum. For the 1(3686) — X (1385)TX(1385)* decay,
the surviving backgrounds mainly come from the process

¥ (3686) — w7 J /.
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(a, ¢) J/v and (b, d) ¥(3686) data. The solid boxes are for the 2~ E" signal
region, and the dashed boxes are for the ¥(1385)T £ (1385)% signal region.

V. RESULTS
A. Branching fraction

The signal yields for ¢ — Z~=%, $(1385)FX(1385)*
are determined by performing an extended maximum
likelihood fit to ]W;‘}CXH spectrum. In the fit, the sig-
nal shape is represented by a simulated MC shape con-
voluted with a Gaussian function taking into account
the mass resolution difference between data and MC.
The background shapes for ¢ — Z~=% and 1(3686) —
»(1385)F%(1385)F are represented by a second-order
polynomial function since the peaking backgrounds are
found to be negligible and the remaining backgrounds
are expected to be distributed smoothly in M1 In
the decay J/v — X(1385)T%(1385)*, the peaking back-
ground is found to be significant and is included in the
fit. The shapes of the peaking backgrounds are repre-
sented by the individual shapes taken from simulation,
and the corresponding number of background events is
fixed accordingly. The remaining backgrounds are de-
scribed by a second-order polynomial function. Figure 2
shows the projection plots of M} for ¢ — Z-=T and
$(1385)TX(1385)F.

The branching fractions are calculated by

Nobs.
Nw . E’

Bly — X] = (4)

where X stands for the ===+ and X (1385)FX(1385)% fi-



nal states, € denotes the detection efliciencies taking into
account the product branching fraction of the tag mode
of 27 (X(1385)F) decay and the values of o measured in
this analysis, Nops. is the number of signal events from
the fit, and Ny, is the total number of J/v¢ or 1 (3686)
events [17, 18]. Table I summarizes the number of ob-
served signal events, the corresponding efficiencies, and
branching fractions for the various decays of this mea-
surement with the statistic uncertainty only.

B. Angular distribution

The values of « for the six decay processes are ex-
tracted by performing a least-squares fit to the cos dis-
tributions in the range of 0.8 to —0.8. The cos distri-
butions are divided into 8 equidistant intervals for the
process ¥(3686) — ¥(1385)FX(1385)* and into 16 inter-
vals for the other four decay modes.

The signal yield in each cos 8 bin is obtained with the
aforementioned fit method. The distributions of the effi-
ciency corrected signal yields together with the curves of
the fit are shown in Fig. 3. The « values obtained from
the fits based on Eq. (2) are summarized in Table I.

VI. SYSTEMATIC UNCERTAINTY
A. Branching fraction

Systematic uncertainties on the branching fractions are
mainly due to efficiency and resolution differences be-
tween data and MC. They are estimated by comparing
the efficiencies of tracking, PID, A and Z~ reconstruc-
tion, and the 7T A mass window requirement of the re-
constructed Z(X(1385)F) between the data and simula-
tion. Additional sources of systematic uncertainties are
the fit range, the background shape, the angular distri-
butions, and the mass shift in M;;CX“. In addition, the
uncertainties of the decay branching fractions of inter-
mediate states and uncertainties of the total number of
1) events are also accounted for in the systematic uncer-
tainty. All of the systematic uncertainties are discussed
in detail below.

1. The uncertainties due to the tracking and PID ef-
ficiencies of the 7 originating from X(1385) decays
are investigated with the control sample J/v —
pprTw~. It is found that the efficiency difference
between data and MC is 1.0% per pion for track
reconstruction and PID, respectively, taking into
account the relative low momentum. These differ-
ences are taken as systematic uncertainties.

2. The uncertainty of the A reconstruction efficiency
in ¥(1385) decays is estimated using the control

6

sample 1) — Z~ZT. A detailed description of this
method can be found in [25]. The differences of A
reconstruction efficiency between data and MC are
found to be 3.0% and 1.0% in the J/+ and ¢ (3686)
decay respectively, which are taken into account as
systematic uncertainties.

. The = reconstruction efficiency, which includes the

tracking and PID efficiencies for the pion from the =
decay and the A reconstruction efficiency, is studied
with the control samples 1) — Z~Z% reconstructed
via single and double tag methods. The selection
criteria of the charged tracks, and the reconstruc-
tion of A and = candidates are exactly the same as
those described in Sec. III. The Z~ reconstruction
efficiency is defined as the ratio of the number of
events from the double tag 2~ =% to that from the
single tag. The difference in the = reconstruction
efficiency between data and MC samples is taken
as the systematic uncertainty.

. For ¢ — ¥(1385)~%(1385)", a strict requirement

for the mass window of 7T A with 1 o level is ap-
plied to suppress backgrounds, where the width o
of the charged ¥(1385) mass is 35 ~ 40 MeV [3].
We vary the nominal requirements by + 10 MeV /c?
and take the difference between the data and the
MC as the systematic uncertainty due to mass win-
dow of 7T A. For the = channels, the systematic un-
certainty due to mass window of 7T A is estimated
to be negligible.

. In the fits of the M;?FCX“ spectrum, the uncertainty

due to the fit range is estimated by changing the
fit range by + 10 MeV/c?. The differences of the
signal yields are taken as the systematic uncertain-
ties.

. The uncertainty related to the shape of non-

peaking backgrounds, which is described by a
second-order polynomial function in the fit, is esti-
mated by repeating the fit with a first or a third-
order polynomial. The largest difference in the
signal yield with respect to the nominal yields is
taken as the systematic uncertainty. In the decay
J/1 — $(1385)F5(1385)*, the uncertainty related
to the peaking background is estimated by varying
the normalized number of background events by 1o.
The signal yield changes are taken as the system-
atic uncertainty related to the peaking background.
The total uncertainty related to the background are
obtained by adding the individual contributions in
quadrature.

. The uncertainty in the detection efficiency due to

the modeling of the angular distribution of the
baryon pairs, represented by the parameter «, is
estimated by varying the measured « values by 1o.
The relative change in the detection efficiency is
taken as a systematic uncertainty.
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FIG. 2. Recoil mass spectra of 7~ A and 7T A. (a) J/¢p = Z~ 21, (b) J/¢p — £(1385)"£(1385) T, (c) J/v — 2(1385) " £(1385)
(d) ¥(3686) — Z" =7, (e) ¥(3686) — X(1385) X(1385)™ and (f) 1(3686) — 3(1385)"%(1385) . Dots with error bars indicate
the data, the solid lines show the fit results, the dashed lines are for the combinatorial background, and the hatched histograms
are for the peaking backgrounds.

TABLE 1. The number of the observed events Nobs., efficiencies ¢, a values, and branching fractions B for ¢ — BETET
¥(1385)F 3(1385)F. Only statistical uncertainties are indicated.

)

Channel Nobs. e(%) o B(x107%)

J/p —= 27 42810.7 £231.0 18.40+0.04 0.58 +£0.04 10.40 £0.06
J/vp — $(1385)” £(1385) T 42594.8 & 466.8 17.38 +0.04 —0.58 +0.05 10.96 £ 0.12
J/p — $(1385)TX(1385)~ 52522.5 + 595.9 18.67 +0.04 —0.49 £0.06 12.58 +0.14
¥ (3686) — =" =T 5336.7 £82.6 18.04+0.04 0.91+0.13 2.7840.05
$(3686) — X(1385)"%(1385)" 1374.5+97.8 15.12+0.04 0.64+0.40 0.85=+0.06
$(3686) — X(1385)T5(1385)" 1469.9 +£94.6 16.45+0.04 0.354+0.37 0.8440.05

8. Due to the imperfection of the simulation of the mo-
mentum spectrum of the pion from = or ¥(1385)

decays, a mass shift (~2 MeV/c?) between data 10. The systematic uncertainties due to the total num-

and MC is observed in the MU spectrum for
the J/1¢ decays (the mass shift in 1/(3686) decay is
negligible), which may affect the signal yields since
they are obtained by fitting with the corresponding
MC shape convoluted with a Gaussian function. To
estimate the corresponding effect, the shift of the
Ml spectrum for the simulated exclusive MC
events is corrected, and then the data is refitted
with the same method as the nominal fit. The re-
sulting changes in signal yields are taken as the
systematic uncertainty.

. The uncertainties in the branching fractions of the
decays of the intermediate states, =, ¥(1385) and
A, are taken from PDG [3] (0.8% for ¢ — =~ =+
and 1.9% for 1 — %(1385)TX(1385)%); they are
considered as systematic uncertainties.

marized in Table II.

ber of J/1 or 1(3686) events are determined with
inclusive hadronic 1 decays; they are 0.6% and
0.8% for J/v and ¥ (3686) [17, 18], respectively.

The various contributions of the systematic uncertain-
ties on the branching fraction measurements are sum-

The total systematic uncertainty

is obtained by summing the individual contributions in
quadrature.

B. Angular distribution

Various systematic uncertainties are considered in the
measurement of a values. These include the uncertainty



TABLE II. Systematic uncertainties on the branching fraction measurements (%).

Source J/y — 1 (3686) —

Mode ETET X(1385)"%(1385)T L(1385)TX(1385)" EET  %(1385) %(1385)T X(1385)T L(1385)”
MDC tracking — 1.0 1.0 — 1.0 1.0
PID — 1.0 1.0 — 1.0 1.0

A reconstruction — 3.0 3.0 — 1.0 1.0

= reconstruction 6.6 — — 4.4 — -
Mass window of mA negligible 2.1 1.1 negligible 2.4 2.4
Fit range 0.2 2.3 1.5 0.2 3.5 1.5
Background shape 1.0 3.6 4.2 1.5 4.5 4.0
Angular distribution 1.0 2.0 1.5 1.2 3.0 2.6
Mass shift in M ;fFCX“ 2.0 1.0 0.5 negligible negligible negligible
Branching fraction 0.8 1.9 1.9 0.8 1.9 1.9
Total number of ¥ 0.6 0.6 0.6 0.8 0.8 0.8
Total 7.1 6.5 6.2 4.9 7.4 6.2

of the signal yield in the different cosé intervals, the un-
certainty of cosf fit procedure, and the uncertainty re-
lated to the detection efficiency correction curve as func-
tion of cos @ bin. They are summarized in Table III and
are discussed in detail below.

1. The signal yields in each cos 6 interval are extracted
from the fit to the corresponding M;:EFCX“ distribu-
tion. The sources of the systematic uncertainty
of the signal yield include the fit range, the back-
ground shape, and the mass shift in the M;C;CX“ dis-
tribution. To estimate the systematic uncertainty
related to the fit range on M;?FCX“, we repeat the
fit to the M;‘;CX“ by changing the fit range by 4+ 10
MeV/c?. Then, the a values are extracted by the
fit with the changed signal yields, and the result-
ing differences to the nominal « values are taken
as the systematic uncertainties. Analogously, the
uncertainties related to the background shape and
the mass shift in M5! distribution are evaluated
with the method described above.

2. The systematic uncertainties related to the fit pro-
cedure of the cosf distributions are estimated by
re-fitting the cos @ distribution with a different bin-
ning and fit range. We divide cos 6 into 8 intervals
for p — Z7=%, J/p — ¥(1385)FX(1385)* and 16
intervals for 1(3686) — Y(1385)FX(1385)*. The
changes of the « values are taken as systematic un-
certainties. We also repeat the fit by changing the
range to [—0.9,0.9] and [—0.7,0.7] in cos #, with the
same bin size and different number of bins as the
nominal fit. The largest difference in o with respect
to the nominal value is taken as the systematic un-
certainty.

3. In the analysis, the o values are obtained by fit-
ting the cos@ distribution corrected for the detec-
tion efficiency. To estimate the systematic uncer-
tainty related to the imperfection of simulation of

detection efficiency, the ratio of detection efficien-
cies between data and MC simulation is obtained
based on the control sample J/¢ — ZE~=F with a
full event reconstruction. Then, the cos@ distribu-
tion corrected by the ratio of detection efficiencies
is refitted. The resulting differences in « are taken
as the systematic uncertainty.

All the systematic uncertainties for the ov measurement
are summarized in Table ITI. The total systematic uncer-
tainty is the quadratic sum of the individual uncertain-
ties, assuming them to be independent.

VII. CONCLUSION AND DISCUSSION

Using (225.3 4 2.8) x 10% J/+) and (106.4 & 0.9) x 106
1(3686) events collected with the BESIIT detector at
BEPCII, the branching fractions and the angular dis-
tributions for 1 — Z~=F and ¥(1385)FX(1385)* are
measured. A comparison of the branching fractions and
a values between our measurements and previous exper-
iments is summarized in Tables IV and V, where the
branching fractions for (3686) — %(1385)F%(1385)*
and the angular distributions for (3686) — Z-=+
and ©(1385)F%(1385)T are measured for the first time.
The branching fractions and angular distributions for
J/Yp — Z7EF, %(1385)FX(1385)F and the branching
fraction for 1/(3686) — Z~ =" are in good agreement and
much more precise compared to previously published re-
sults. The measured « values are also compared with the
predictions in theoretical models [10, 11]. As indicated
in Table V, most of our results disagree significantly with
the theoretical predictions, which implies that the naive
prediction of QCD suffers from the approximation that
higher order corrections are not taken into account. The
theoretical models are expected to be improved in order
to understand the origin of these discrepancies.



TABLE III. Systematic uncertainties on « value measurements (%).

Source J/y — 1(3686) —

Mode ETET B(1385)"L(1385)T L(1385)TX(1385)" E="E=T  %(1385) L(1385)T X(1385)T XL (1385)"
M fitting range 6.6 5.2 7.3 9.1 7.8 6.2
Background shape 5.7 5.2 5.9 7.7 28.0 11.0

Mass shift in M;?fj{“ 4.5 5.8 6.0 negligible negligible negligible
cos # interval 1.5 2.0 4.0 5.6 16.0 15.0

cos @ fit range 5.3 10.5 8.2 6.6 25.0 20.0
Efficiency correction 6.9 5.1 5.5 5.4 6.1 6.7

Total 13.2 15.1 15.4 15.7 42.0 28.8

To test the “12% rule”, the branching fraction ra-
tios B((3686) ==~ 21)  B((3686)—3(1385) £(1385)") nd
B(J/y—E-2T) > ~ B(J/$—%(1385)- S(1385)T)

B(1(3686)—%(1385)* £(1385) )
B(J oS (1585) 5 (1as5)-)~ are calculated to be (26.73 £

0.50 +2.30)%, (7.76 = 0.55 £ 0.68)% and (6.68 4+ 0.40 &
0.50)%, respectively, taking into account common sys-
tematic uncertainties. The ratios are not in agreement
with 12%, especially for the Z~ =% mode.

VIII. ACKNOWLEDGEMENT

The BESIII collaboration thanks the staff of BEPCII
and the THEP computing center for their strong sup-
port.  This work is supported in part by National
Key Basic Research Program of China under Con-
tract No. 2015CB856700; National Natural Science
Foundation of China (NSFC) under Contracts Nos.
11125525, 11235011, 11305180, 11322544, 11335008,
11375205, 11425524, 11475207, 11505034; the Chinese
Academy of Sciences (CAS) Large-Scale Scientific Facil-
ity Program; the CAS Center for Excellence in Parti-
cle Physics (CCEPP); the Collaborative Innovation Cen-
ter for Particles and Interactions (CICPI); Joint Large-
Scale Scientific Facility Funds of the NSFC and CAS
under Contracts Nos. 11179007, U1232107, U1232201,
U1332201; CAS under Contracts Nos. KJCX2-YW-
N29, KJCX2-YW-N45; 100 Talents Program of CAS;
National 1000 Talents Program of China; INPAC and
Shanghai Key Laboratory for Particle Physics and Cos-
mology; German Research Foundation DFG under Con-
tract No. Collaborative Research Center CRC-1044;
Istituto Nazionale di Fisica Nucleare, Italy; Koninkli-
jke Nederlandse Akademie van Wetenschappen (KNAW)
under Contract No. 530-4CDP03; Ministry of Devel-
opment of Turkey under Contract No. DPT2006K-
120470; Russian Foundation for Basic Research under
Contract No. 14-07-91152; The Swedish Resarch Coun-
cil; U. S. Department of Energy under Contracts Nos.
DE-FG02-05ER41374, DE-SC-0010504, DE-SC0012069,
DESC0010118; U.S. National Science Foundation; Uni-
versity of Groningen (RuG) and the Helmholtzzentrum
fuer Schwerionenforschung GmbH (GSI), Darmstadt;

WCU Program of National Research Foundation of Ko-
rea under Contract No. R32-2008-000-10155-0.



10

TABLE IV. Comparison of the branching fractions for ¢y — Z~=% %(1385)T£(1385)F (in units of 10~*). The first uncertainties
are statistical, and the seconds are systematic.

T/ — ) (3686) —
Mode E-=F 3(1385)~ 5(1385)F %(1385)T 3(1385) E=F S(1385) 5(1385)T %(1385)F 52(1385)
This work  10.40 + 0.06 £ 0.74 10.96 =0.12 + 0.71 12.58 £0.14 £0.78 2.78 £0.05 £ 0.14 0.85 +0.06 £ 0.06 0.84 & 0.05 + 0.05
MarkI [5] 14.00 + 5.00 — <20 — —
MarkII [6]  11.40 +0.80 £2.00 8.60+1.804£2.20 10.3+24+25 — — —
DM2 [7] 7.00 +0.60 + 1.20 10.00 £0.40 £2.10 11.9+0.4 +2.5 — — —
BESII [8, 12] 9.0040.30 +1.80 12.30 £0.70 £3.00 15.0£0.8+3.8  3.03  0.40 £ 0.32 — —
CLEO [9] — — 2.40 + 0.30 £ 0.20 — —
BESI [26] — — 0.94 + 0.27 + 0.15 — —
PDG [3] 8.50 + 1.60 10.30 + 1.30 10.30 4 1.30 1.80 4 0.60 — —

TABLE V. Comparison of a for ¢ — Z~=% and %(1385)T£(1385)*. The first uncertainties are statistical, and the seconds
are systematic.

J/p — 1(3686) —
Mode =-=T 3(1385)~ % (1385)T X(1385)T X (1385)~ =-=T 31(1385)~ X(1385)T X(1385)TX(1385)~
This work 0.58 £0.04 £ 0.08 —0.58 £0.05 £ 0.09 —0.49 +0.06 £0.08 0.91 +£0.13 £0.14 0.64 £+ 0.40 £ 0.27 0.35 £ 0.37 £ 0.10
BESII [§] 0.35+0.29 +0.06 —0.54 +0.22 +0.10 —0.35 + 0.25 & 0.06 — —
MarkIII [6] 0.13 £ 0.55 — — — —
Claudson et al. [10] 0.16 0.11 0.11 0.32 0.29 0.29

Carimalo [11] 0.27 0.20 0.20 0.52 0.50 0.50
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