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We develop methods to calculate the curvature power spectrum in models where features in the
inflaton potential nonlinearly excite modes and generate high frequency features in the spectrum.
The first nontrivial effect of excitations generating further excitations arises at third order in devia-
tions from slow roll. If these further excitations are contemporaneous, the series can be resummed,
showing the exponential sensitivity of the curvature spectrum to potential features. More generally,
this exponential approximation provides a power spectrum template which nonlinearly obeys rela-
tions between excitation coefficients and whose parameters may be appropriately adjusted. For a
large sharp step in the potential, it greatly improves the analytic power spectrum template and its
dependence on potential parameters. For axionic oscillations in the potential, it corrects the map-
ping between the potential and the amplitude, phase and zero point of the curvature oscillations,
which might otherwise cause erroneous inferences in for example the tensor-scalar ratio, formally
even when that amplitude is 103 times larger than the slow roll power spectrum. It also estimates
when terms that produce double frequency oscillations that are usually omitted when analyzing
data should be included. These techniques should allow future studies of high frequency features in
the CMB and large scale structure to extend to higher amplitude and/or higher precision.

PACS numbers: 98.80.Cq, 98.80.-k

I. INTRODUCTION

Features in the inflaton potential produce features in
the curvature spectrum that are imprinted into cosmo-
logical observables of the cosmic microwave background
(CMB) and large scale structure. In particular, the CMB
power spectrum places strong, model-independent con-
straints on the amplitude of broad features that persist
over more than an efold in wavenumber (e.g. [1–15]).

Sharp or high frequency features are more difficult to
constrain both because they violate the ordinary slow roll
approximation and their observable impact in the CMB
is suppressed due to projection effects. Such features also
have the ability to mimic local statistical fluctuations in
data (e.g. [16, 17]) and so require accurate model predic-
tions over a range of scales or observables to detect. This
is often undertaken on a case by case basis, for example
in axion monodromy [18, 19] and step potential models
[20]. Indeed predictions for these two models have been
extensively developed (e.g. [21, 22] for improvements in
range required for Planck CMB data) due to their abil-
ity to fit various anomalies in the CMB power spectrum
[23, 24].

In this paper, we develop general techniques for pre-
dicting the curvature power spectrum for models with
large, high frequency features. These features necessi-
tate an extension of the ordinary slow roll approxima-
tion where not all slow roll parameters are considered to
be slowly varying. Instead the prediction for the infla-
ton modefunction excitations can be iteratively improved
using Green function techniques [25], typically up to at
most second order in deviations from slow roll [26].

In Ref. [27] these techniques were further developed to

predict percent level accurate CMB temperature power
spectra for nearly order unity curvature fluctuations. By
requiring conservation of superhorizon curvature fluctu-
ations and positive definite power spectra, these tech-
niques also provide a controlled approximation for the
amplitude of even larger features but with diminished
accuracy for their form. Analyses that utilized this tech-
nique imposed a prior on the amplitude of features that
were not necessarily required by the data [28–30]. Fur-
thermore the Planck data now require sub-percent level
accuracy for small-scale features. Here we present tech-
niques that go beyond second order perturbation theory
to describe the fully nonlinear effect of potential features
in the curvature power spectrum.

We begin in §II by developing the Green function ap-
proach directly for curvature excitations which unlike the
inflaton excitations can be straightforwardly iterated to
arbitrary order. The form of the resultant series is highly
constrained by exact relations between the Bogoliubov
excitation coefficients (e.g. [31]). The first true nonlin-
earity of excitations generating further excitations occurs
only beyond second order for high frequency features. For
excitations generated at the same epoch, the series can
be resummed to give the fully nonlinear effect of exci-
tations. In §III we apply these model-independent tech-
niques to the step and monodromy potentials and demon-
strate that they give accurate predictions for larger than
order unity features unlike those in the literature. We
discuss these results in §IV.
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II. ITERATING CURVATURE EXCITATIONS

We develop a systematic expansion of comoving cur-
vature fluctuations generated by features in the inflaton
potential in §II A. We then relate this expansion to the
excitation or Bogoliubov coefficients of curvature mode-
functions to both isolate the superhorizon scale behavior
of the curvature fluctuations and to exploit the nonlinear
relationship between the positive and negative frequency
components in §II B. In §II C, we express the observable
curvature power spectrum in terms of these coefficients
and compare it to second order perturbation theory for
the inflaton modefunction. Finally in §II D, we show that
for high frequency features of arbitrary amplitude, the
Bogoliubov relation constrains the form of power spec-
trum features and motivates a nonlinear resummation of
the series expansion. This resummation is an exponen-
tiation of the first order excitation that is exact if the
excitations are all generated at the same epoch and more
generally provides a physically motivated template whose
parameters may be adjusted for better accuracy.

A. Curvature Modefunctions

For a canonical scalar inflaton φ, comoving curvature
fluctuations R obey the Mukhanov-Sasaki equation of
motion (

d2

dx2
− 2

x

d

dx
+ 1

)
R = − 2

x

f ′

f

dR
dx

, (1)

where x = kη with η =
∫ tend

t
dt/a(t) as the conformal

time to the end of inflation, ′ = d/d ln η and

f2 = 4π2

(
φ̇aη

H

)2

= 8π2 εH
H2

(aHη)2 (2)

as the source of curvature fluctuations. Here εH is the
Hubble slow roll parameter. Curvature fluctuations are
related to inflaton field fluctuations in spatially flat gauge
as R = xy/f , where y satisfies

d2y

dx2
+

(
1− 2

x2

)
y =

(
f ′′ − 3f ′

f

)
y

x2
. (3)

While Eq. (1) and (3) are mathematically the same, solv-
ing this system in R vs. y has both practical advantages
and disadvantages. The advantage of using y is that for a
sufficiently large x, or equivalently long time before hori-
zon crossing, the source on the right hand side (rhs) of
Eq. (3) can be ignored. Solutions then correspond to de
Sitter modefunctions and the choice of the Bunch-Davies
vacuum picks out and normalizes the positive frequency
solution

lim
x→∞

y(x) = y0(x) ≡ (1 + i/x)eix. (4)

If variations in the source f ′/f become comparable to or
faster than the modefunction oscillation, i.e. ∆ ln η . 1/x
for x & 1, they cause non-adiabatic excitations of the
modefunction out of the vacuum state. The same simpli-
fication of a universal initial form for the modefunction
is not true for the curvature since R = xy/f depends
explicitly on the source f .

For this reason, the original formulation of the gener-
alized slow roll approach solved Eq. (3) for the field ex-
citation in y and related these solutions to the curvature
fluctuations after horizon crossing [25, 27, 32]. Starting
from the universal y0, the GSR approach replaces y in
the rhs source of Eq. (3) which then can be solved using
Green function techniques. This procedure is then iter-
ated to improve the solution to the desired order in f ′/f .
The drawback of this approach is that if the source f con-
tinues to vary outside the horizon then so will the inflaton
modefunction since both the lhs and rhs of Eq. (3) scale
as y/x2. For potentials with high temporal frequency
sources, this fact would lead to an apparent breakdown
in perturbativity.

On the other hand, the curvature modefunction equa-
tion (1) has a superhorizon solution of R = const. for
any source. Ref. [27] exploited this fact by including ad-
ditional corrections from f ′/f at each order in y to keep
R = xy/f constant for x � 1. This procedure is valid
in perturbation theory since these terms already exist at
the next order. However it is implemented by hand at
each order and obscures the reason why the expansion
should work when the inflation modefunction deviates
substantially from the de Sitter y0.

To eliminate this superhorizon problem and provide a
technique where the iterative improvement is straight-
forwardly implemented, we establish here the equivalent
GSR formalism for curvature modefunctions. This trades
the superhorizon problem with an equivalent subhorizon
problem that can more easily be finessed. As discussed
above, on subhorizon scales the curvature depends explic-
itly on f , reflecting the fact that the comoving curvature
fluctuation is not defined for a pure de Sitter background.
To finesse this issue, let us exploit the fact that although
f can have short timescale transient evolution, it cannot
have a large net evolution across many efolds without
ending inflation. Thus let us assume that from some ini-
tial time x = x0 through horizon crossing x � 1, f is
perturbatively close to some fiducial value f∗. At the
end of the calculation, we cast the final results in a form
that is independent of f∗ and send x0 →∞.

We can now iteratively improve the solution. Substi-
tuting R → R0 ≡ xy0/f∗ on the rhs of Eq. (1) yields the
correction R1 and we can repeat this procedure to find
R =

∑nmax

n=0 Rn to any desired order. From the Green
function, the result is

Rn(x) = Rn(x0)
R0(x)

R0(x0)
− i
∫ x0

x

du

u

f ′

f

x

u

dRn−1

du

[y∗0(u)y0(x)− y∗0(x)y0(u)] , (5)

where the initial value for the homogeneous solution is
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determined by the requirement that the inflaton mode-
function is initially in the Bunch-Davies state,

R(x0) = R0(x0)
f∗
f0

= R0(x0)

∞∑
n=0

lnn(f∗/f0)

n!

≡
∞∑
n=0

Rn(x0). (6)

Here f0 ≡ f(lnx0) and while we could choose f∗ = f0 to
eliminate these differences it is useful to keep these quan-
tities distinct. For temporal sources with high frequency
features, we can define f∗ as the mean over a few efolds
rather than the instantaneous value of f since the mean
evolves slowly (see §II D).

B. Bogoliubov Coefficients

It is useful to further characterize the positive and neg-
ative frequency components of the excitation through Bo-
goliubov coefficients

Rn(x) = αn(x)R0(x) + βn(x)R∗0(x). (7)

Inserting this form into Eq. (5), we obtain the Bogoliubov
hierarchy equations

αn(x) =
lnn(f∗/f0)

n!

+

∫ x0

x

du

u

f ′

f
y∗0 [eiuαn−1 − e−iuβn−1],

βn(x) = −
∫ x0

x

du

u

f ′

f
y0[eiuαn−1 − e−iuβn−1], (8)

with α0 = 1, β0 = 0. Note that we use the fact that

dRn(x)

dx
= αn(x)

dR0(x)

dx
+ βn(x)

dR∗0(x)

dx
(9)

by virtue of the Green function construction of Eq. (5).
To evaluate this series to nth order, one simply performs
n one dimensional integrals sequentially as each excita-
tion generates new excitations through their interaction
with the source.

The two Bogoliubov coefficients α =
∑
αn, β =

∑
βn

are related for any excitation f ′/f . This can be seen more
directly from the corresponding inflaton modefunction
solutions y(x) and y∗(x). The Wronskian formed from
the two solutions is constant by virtue of Eq. (3) and
given by the x→∞ Bunch-Davies limit as

y
dy∗

dx
− y∗ dy

dx
= −2i. (10)

Using y = fR/x and Eq. (9), we obtain

|α(x)|2 = |β(x)|2 +

(
f∗
f

)2

, (11)

which differs from the usual Bogoliubov relationship be-
tween inflaton modefunction coefficients if f evolves away

from f∗. This relationship will play a central role in defin-
ing the form of the power spectrum for subhorizon exci-
tations below.

Finally in order to extract the superhorizon behavior
of these excitations, it is useful to form a specific linear
combination of the Bogoliubov coefficients. Note that

lim
x→0
<(y0) = −x

2

3
,

lim
x→0
=(y0) =

1

x
. (12)

By defining α± = (α ± β)/2, we isolate the coefficients
that multiply these terms. Eq. (8) implies that they obey

α±n (x) =
1

2

lnn(f∗/f0)

n!
+

∫ x0

x

du

u

f ′

f
[y∗0(u)∓ y0(u)]

×
[
cosuα−n−1 + i sinuα+

n−1

]
. (13)

By inspection, these coefficients then take the limiting
forms

lim
x→0

α+
n =

1

x
O
(
f ′

f

)n
,

lim
x→0

α−n = O
(
f ′

f

)n
. (14)

While α+
n diverges outside the horizon, it multiplies the

strongly convergent real part of y0 and hence the super-
horizon curvature,

lim
x→0
Rn =

2i

f∗
α−n , (15)

depends only on α−(0). Likewise though both α and β
diverge as 1/x outside the horizon, their individual ef-
fects on the curvature cancel as is consistent with the
Bogoliubov relation (11). A similar issue for the inflaton
Bogoliubov coefficients is even more severe with diver-
gences going as 1/x3 which cancel amongst terms [25, 27].
This simple means of calculating the observable curva-
ture fluctuations provides an advantage for the curvature
coefficient approach over previous iterative approaches.

C. Curvature Power Spectrum

The curvature power spectrum simply follows from
the superhorizon form of the curvature modefunction in
Eq. (15)

∆2
R = lim

x→0
|R(x)|2 =

|2α−|2

f2
∗

=
1

f2
∗

∣∣∣∣∣1 + 2

∞∑
n=1

α−n

∣∣∣∣∣
2

.

(16)
For comparison to results from the inflaton modefunction
expansion in the literature and their compatibility with
the Bogoliubov relation (11), let us explicitly evaluate
the power spectrum to second order

ln ∆2
R = −2 ln f∗ + 4<(α−1 ) (17)

+4[=2(α−1 )−<2(α−1 ) + <(α−2 )] + . . .
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The use of the log power spectrum facilitates comparisons
to the literature and guarantees a positive definite power
spectrum even if the excitations become nonperturbative.

From Eq. (13), the first line gives the zeroth and first
order contributions as

ln ∆
2(1)
R = −2 ln f∗ + 2(ln f∗ − ln f0)

+4

∫ x0

x

du

u

f ′

f

(
cos2 u− sin 2u

2u

)
= −2 ln f0 + 2

∫ x0

x

du

u

f ′

f
[1−Wf (u)]

= −2 ln f − 2

∫ x0

x

du

u

f ′

f
Wf (u), (18)

where

Wf (u) =
sin 2u

u
− cos 2u (19)

with Wf (0) = 1.
Thus the end result is independent of both the arbi-

trary fiducial normalization scale f∗ and the initial con-
ditions f0. We can therefore take x0 → ∞ without loss
of generality. The result also does not depend on the
arbitrary superhorizon end point x � 1 as the integral
simply represents the freezeout of −2 ln f through the
window Wf . For example, for a slowly varying f = f̄ ,
we can interpret this integral as representing a refine-
ment of the leading order slow-roll freezeout condition
∆2
R = ∆̄2

R ≈ 1/f̄2|x≈1. Note that∫ x0

0

du

u
[1−Wf (u)] ≈ lnx0 − lnxf , (20)

where lnxf = 2−γE−ln 2 ≈ 0.7296 and so for a constant
ln f̄ ′

ln ∆̄
2(1)
R ≈ −2 ln f̄0 − 2(ln f̄)′(lnxf − lnx0)

≈ −2 ln f̄(lnxf ). (21)

Now let us compare the first order result as derived
from inflaton modefunction iteration [25]

ln ∆2
R ≈ G(lnx) +

2

3

∫ ∞
x

du

u
W (u)

(
f ′′ − 3f ′

f

)
, (22)

where

G(lnx) = −2 ln f +
2

3
(ln f)′. (23)

and

W (u) =
3 sin 2u

2u3
− 3 cos 2u

u2
− 3 sin 2u

2u
. (24)

Note that W (0) = 1, W (∞) = 0 and

Wf (u) = W (u) +
W ′(u)

3
. (25)

As noted in Ref. [27], this form is not well defined in
that it depends on the arbitrary evaluation point x � 1

since the source in the integrand is not the derivative of
the boundary term G. Even if f ′/f = const. as in slow
roll this would lead to an unphysical logarithmic evolu-
tion of the power spectrum outside the horizon. For a
model with high frequency temporal features, the prob-
lem is much worse and can appear as a breakdown in the
perturbation expansion near horizon crossing. Ref. [27]
corrected this problem by replacing

2

3

(
f ′′ − 3f ′

f

)
→ G′ = −2(ln f)′ +

2

3
(ln f)′′, (26)

which differ by a second order (f ′/f)2 term. This brings
the power spectrum to [25]

ln ∆
2(GSR)
R ≈ G(lnx) +

∫ ∞
x

du

u
G′(lnu)W (u). (27)

As we shall see this term does indeed appear in the second
order expression, and so in perturbation theory, this pro-
cedure just amounts to regrouping existing terms. How-
ever this regrouping lacks an algorithmic formulation for
a given term in the iterative series and obscures what the
criteria is for breakdown of the perturbative expansion.

The curvature modefunction expansion provides a bet-
ter derivation and justification for this procedure. Using
Eq. (25) to integrate Eq. (18) by parts and assuming
x� 1 and x0 � 1

ln ∆
2(1)
R = −2 ln f +

2

3
(ln f)′

+

∫ x0

x

du

u

[
−2(ln f)′ +

2

3
(ln f)′′

]
W (u)

= G(lnx) +

∫ x0

x

du

u
G′(lnu)W (u), (28)

which agrees exactly with Eq. (27) once x0 →∞.
Thus the criteria for perturbative validity is that the

curvature modefunction remains close to R ≈ R0, which
is guaranteed outside the horizon if it is close at hori-
zon crossing, as opposed to the inflaton modefunction
y ≈ y0 for all time after horizon crossing. Our new cur-
vature modefunction expansion is explicitly valid out to
order unity curvature power spectrum features and can
be straightforwardly iterated to arbitrary order.

Since the two forms in Eqs. (18) and (28) are mathe-
matically identical, it is just a matter of convenience as
to which representation to use. The G′ form has some
practical advantages since the kernel W decays away in-
side the horizon whereas the analogous kernel for (ln f)′

oscillates out to infinity. Note that under the slow roll
assumption of f ′/f ≈ const., G = Ḡ freezes out at a dif-
ferent epoch than f̄ in determining the power spectrum

∆̄
2(1)
R ≈ eḠ(ln xG), (29)

where lnxG can be derived either directly or by matching
the alternate form e−2 ln f̄(ln xf ) so that lnxG = lnxf +
1/3 (e.g. [33]).
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We can likewise explicitly represent the second order
terms in Eq. (17). The first new term is the square of a
first order quantity

4=(α−1 ) = 4

∫ x0

x

du

u

f ′

f

(
cosu sinu− sin2 u

u

)
= 2

∫ x0

x

du

u

f ′

f

[
−X(u)− 1

3
X ′(u)

]
≈
∫ ∞
x

du

u
G′(lnu)X(u) ≡

√
2I1(x), (30)

where

X(x) =
3

x3
(sinx− x cosx)2, (31)

with X(0) = X(∞) = 0. The intrinsically second order
piece can be isolated as

4<(α−2 ) = 4|α−1 |2 + I2, (32)

where

I2 = −4

∫ x0

x

du

u

f ′

f

[
X(u) +

1

3
X ′(u)

] ∫ x0

u

dv

v2

f ′

f
. (33)

To second order we obtain

ln ∆
2(2)
R = G(lnx)+

∫ x0

x

du

u
G′(lnu)W (u)+I2

1 +I2, (34)

which is exactly the same result as derived from the cur-
vature conserving replacement procedure of Eq. (26) [27].

The nested integral in I2 contains an extra 1/v that
suppresses contributions from sources inside the horizon.
In fact had we replaced y0 → eix in the evaluation of
<(α−2 ), the I2 term would vanish identically, leaving the
whole second order term a sum of squares of first or-
der terms. For high frequency transient sources in f ′/f ,
these contributions are further suppressed by integrating
to zero whereas modulation by W (u) or X(u) in the first
order terms can generate large excitations out of tran-
sient sources as we discuss in the next section. Thus as
noted in Ref. [27], for excitations that occur well inside
the horizon it is generally a good approximation to ne-
glect the intrinsically second order term I2.

D. Subhorizon Excitations

For curvature excitations that are imprinted well be-
fore horizon crossing at x � 1, the general treatment
of the previous sections simplifies considerably providing
useful insights about the form of nonlinear excitations in
the power spectrum.

In the Bogoliubov hierarchy equations (8), we can re-
place y0(x) → eix in this x � 1 limit. The terms that
couple αn to αn−1 and βn to βn−1 involve only the source
f ′/f whereas those that couple αn to βn−1 and βn to
αn−1 modulate the source as e±2ixf ′/f . Let us first con-
sider why the unmodulated pieces appear. Suppose we

started the modes at x0 with α0 = 1 and an impulsive

excitation that provides a constant β
(un)
1 = (f∗/f0)β1∗

where we have scaled the constant β1∗ for reasons that
will be clear below. With only the unmodulated terms
in Eq. (8), these would evolve as

α(un)
n =

lnn(f∗/f0)

n!
+

∫ x0

x

du

u
(ln f)′α

(un)
n−1 =

lnn(f∗/f)

n!
,

β(un)
n =

∫ x0

x

du

u
(ln f)′β

(un)
n−1 =

lnn−1(f0/f)

(n− 1)!

f∗
f0
β1∗, (35)

and hence resum to

α(un) =

∞∑
n=0

α(un)
n =

f∗
f
α0,

β(un) =

∞∑
n=1

β(un)
n =

f∗
f
β1∗. (36)

Thus we see that these terms in the hierarchy simply
renormalize the Bogoliubov coefficients for the net evo-
lution in f in accordance with the Bogoliubov relation
Eq. (11). This evolution does not represent a subsequent
excitation generated by the original excitation. For ex-
ample here α(un) = f∗/f still represents modes in the
Bunch-Davies vacuum. Since the net change in f is re-
sponsible for the slow-roll evolution of the curvature mod-
efunctions, we will term this nonlinear rescaling “slow roll
renormalization.”

The modulated terms in Eq. (8) represent excitations
generating further excitations. For rapid variation in
f ′/f , the slow roll renormalization terms can be small,
leading to small overall deviations from scale invariance
in the power spectrum while the modulated or excita-
tion terms can be large and potentially nonlinear. While
we cannot in general resum this series in closed form, we
can still exploit the Bogoliubov relation (11) to constrain
the form of their resummation. Removing the slow-roll
renormalization, we can express the remaining piece in a
manner that makes the Bogoliubov relation (11) manifest

|α| = f∗
f

cosh
B

2
,

|β| = f∗
f

sinh
B

2
, (37)

leaving an unspecified relative phase between them

β

α
= eiϕ tanh

B

2
. (38)

Now let us further assume that all of the excitations
occur before horizon crossing so that apart from the slow
roll renormalization, the source f ′/f ceases to change α
and β or α± at some x � 1. The power spectrum then
takes the form

∆2
R =

1

f2
∗

(|α|2 + |β|2 − 2|α||β| cosϕ)

=
1

f2
(coshB − sinhB cosϕ). (39)
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This form holds for an arbitrary amplitude excitation B
and guarantees a positive definite power spectrum since
coshB > sinhB. In fact it would continue to hold for
excitations after horizon crossing, but as we have seen in
§II B, |β| → ∞, and so α → β and ϕ → 0. Here the
template form simply cancels to leading order.

Let us now see how this form arises in and illuminates
the second order calculation. To second order, the Bo-
goliubov relation (11) gives

2<(α1) = 2(ln f∗ − ln f),

2<(α2) = |β1|2 − |α1|2 + 2(ln f∗ − ln f)2, (40)

which makes the power spectrum

∆
2(2)
R =

1

f2
∗

[
1 + 2<(α1 + α2 − β1 − β2 − α1β

∗
1)

+|α1|2 + |β1|2
]

(41)

≈ 1

f2
∗

[(
f∗
f

)2

− 2<(β1 + β2 + α1β
∗
1) + 2|β1|2

]
.

In the second line, we have exploited slow roll renormal-
ization to replace the perturbative expansion of f∗/f with
its nonlinear resummation. The only term in the power
spectrum that cannot be written in terms of first order
quantities is <(β2).

In the subhorizon excitation limit for y0, the explicit
forms for the coefficients simplify considerably. For the
first order quantities,

α1(x) = ln f∗ − ln f0 +

∫ x0

x

du

u

f ′

f

= ln f∗ − ln f,

β1(x) = −
∫ x0

x

du

u

f ′

f
e2iu. (42)

Note that α1 is consistent with the Bogoliubov relation
for <(α1) in Eq. (40) and is itself a real quantity. It
appears as the first term in the slow roll renormalization
of α0 = 1 to α = f∗/f .

Using these quantities in Eq. (8) to define the second
order quantities gives

α2(x) =
(ln f∗ − ln f)2

2
+

∫ x0

x

du

u

f ′

f
e−2iu

∫ x0

u

dv

v

f ′

f
e2iv,

β2(x) = (ln f∗ − ln f0)β1 −
∫ x0

x

du

u

f ′

f
e2iu

∫ x0

u

dv

v

f ′

f

−
∫ x0

x

du

u

f ′

f

∫ x0

u

dv

v

f ′

f
e2iv

= α1β1. (43)

Since

2<
[∫ x0

x

duF (u)

∫ x0

u

dvF ∗(v)

]
=

∣∣∣∣∫ x0

x

duF (u)

∣∣∣∣2 , (44)

we recover Eq. (40) for <(α2) and in the subhorizon ex-
citation limit <(β2) can also be written in terms of first

order quantities. This is of course just a restating of the
fact that the I2 contribution in Eq. (33) is negligible and
comes from the deviation of y0(u) from eiu. In fact α1

appears here because it is the first term in the slow roll
renormalization of β1, β1 + α1β1 ≈ (f∗/f)β1 and each
further order will contain terms that resum to the full
correction as shown in Eq. (36).

We can combine these terms back into the template
form of Eq. (39),

∆
2(2)
R ≈ 1

f2
∗

[(
f∗
f

)2

+ 2|β1|2 − 2

(
f∗
f

)2

<(β1)

]

≈ 1

f2
[cosh(2|β1|)− sinh(2|β1|) cosϕ], (45)

where we have inserted the appropriate cubic and higher
order terms that appear due to slow roll renormalization
to factor out (f∗/f)2. We can now associate B = 2|β1|
and ϕ with the absolute phase of β1 = eiϕB/2. Phrased
in this form, the first order calculation of the power spec-
trum is in fact accurate to second order.

Eq. (45) automatically accounts for the resummed,
slow roll renormalization of f due to its evolution from
the excitation epoch to horizon crossing. To make
the correspondence between the nonlinearly resummed
renormalization and the first order excitation general and
explicit, let us model

ln f = ln f̄ + δ ln f, (46)

where we take a log-linear evolution

ln f̄ = ln f∗ +
ns − 1

2
[ln(k0η)− lnxf ]

= ln f∗ +
ns − 1

2
[lnx− ln(k/k0)− lnxf ]. (47)

Here the slope, or as we shall see the power spectrum
tilt, ns = const., k0η = xf defines the zero point, and
the freezeout point x = xf is given by Eq. (20). Through
Eq. (21), the model for ln f̄ defines a power spectrum
that is a power law to leading order

Ī0 ≡ ln ∆̄2
R = −2 ln f∗ + (ns − 1) ln(k/k0), (48)

which can be used to replace the slow roll term in Eq. (45)

1/f2 → eĪ0 . For notational convenience let us define

δI0 = ln ∆
2(1)
R − ln ∆̄2

R (49)

= −2δ ln f0 + 4

∫ x0

x

du

u
(δ ln f)′

(
cos2 u− sin 2u

2u

)
,

and similarly

δI1 = I1 − Ī1 (50)

= 2
√

2

∫ x0

x

du

u
(δ ln f)′

(
cosu sinu− sin2 u

u

)
,

where

Ī1 =
π

2
√

2
(1− ns). (51)
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Comparing with Eq. (42) at u � 1, we see that δI0 and
δI1 capture the subhorizon excitation as

4α−1 = 2(α1 − β1)→ δI0 + i
√

2δI1, (52)

whereas Ī0 captures the slow-roll renormalization of α1

and β1 from the excitation. The second order power spec-
trum for subhorizon excitations then becomes

∆
2(2)
R = ∆̄2

R
[
Ī2
1 + Ī2 + coshB − sinhB cosϕ

]
, (53)

where Ī2 = −(ns − 1)2 and

B2 ≈ δI2
0 + 2δI2

1 ,

cosϕ ≈ −δI0 cos ϕ̄−
√

2δI1 sin ϕ̄√
δI2

0 + 2δI2
1

≡ cos(ϕ̄+ δϕ), (54)

with

ϕ̄ = −
√

2Ī1 = −π
2

(1− ns). (55)

We include Ī1 as a phase shift ϕ̄ since it can alternately be
derived by keeping track of the phase difference between
the positive and negative frequency components using
Hankel functions for slow-roll modefunctions in the pres-
ence of tilt. This ensures that its effect is well modeled
even for high amplitude excitations where the second or-
der approximation has broken down. Finally in Eq. (53),
the correction terms to the leading order slow roll power
spectrum nearly cancel

Ī2
1 + Ī2 =

(
π2

8
− 1

)
(1− ns)2, (56)

and for viable 1− ns ≈ 0.03 produce ∼ 10−4 corrections
which we can typically neglect.

To summarize the subhorizon second order results,
nonlinear effects from excitations generating excitations
only appear through δI2 which is negligible for subhori-
zon high-frequency excitations. This is a consequence of
the Bogoliubov relation (11) for <(α2) and the fact that
β2 is simply a rescaling of the linear excitation β1.

Thus the first true effect of subhorizon excitations gen-
erating further excitations occurs at third order. Even for
subhorizon effects, third order excitations do not reduce
exactly to products of first order excitations. In particu-
lar since

β3(x) ≈ −
∫ x0

x

du

u

f ′

f
[e2iuα2 − β2], (57)

the cubic excitation involves =(α2), which is not deter-
mined by the Bogoliubov relation. On the other hand,
these higher order coefficients are repeated integrations
of the same fundamental modulated source of excitation
e2iuf ′/f that is responsible for β1. As shown in Eq. (36),
the unmodulated f ′/f pieces are responsible for slow roll
renormalization. Thus the modulated or excitation part

of the hierarchy is a function of the first order excitation
function β1(u)

αn(x) ≈ −
∫ x0

x

du

u
β′∗1 (u)βn−1(u),

βn(x) ≈ −
∫ x0

x

du

u
β′1(u)αn−1(u). (58)

If we take β1 = eiϕ|β1| and further assume ϕ ≈ const. as
would be the case if all excitations were generated at one
epoch,

αn(x) ≈

{
|β1|n/n! (n = even),

0 (n = odd),

βn(x) ≈

{
0 (n = even),

eiϕ|β1|n/n! (n = odd),
(59)

which resums into

α ≈ cosh |β1|,
β ≈ eiϕ sinh |β1|. (60)

Thus we expect excitations to generate further excita-
tions leading to an exponentiation of the linearized effect
on the power spectrum. In this constant phase approxi-
mation, Eq. (54) for B and ϕ associated with the linear
calculation are the fully nonlinear relation for the tem-
plate power spectrum

∆
2(NL)
R ≈ ∆̄2

R(coshB − sinhB cosϕ). (61)

Beyond cases where the constant phase approximation
holds, we call the combination of Eqs. (54) and (61) the
nonlinear (NL) ansatz. Errors induced by this prescrip-
tion take the form of changes to B(k) and ϕ(k) rather
than extra terms that make the power spectrum unphys-
ical in single field inflation.

This ansatz should be compared with a similar expo-
nentiation of δI0 proposed in Ref. [27]

∆
2(GSR1)
R ≡ eI0(1 + I2

1 )

= ∆̄2
Re

δI0 [1 + (Ī1 + δI1)2], (62)

which equally well satisfies the second order form Eq. (34)
for subhorizon excitations and preserves a positive defi-
nite power spectrum but differs in not explicitly enforc-
ing the Bogoliubov relation (11). It is therefore limited

in accuracy to order unity excitations
√

2|δI1| < 1 [28]
whereas Eq. (61) is not. We shall next compare the NL
ansatz to the exact result for explicit examples of poten-
tial features.

III. FEATURED EXAMPLES

We apply the formalism developed in the previous sec-
tion to two examples of high frequency features: sharp
steps (§III A) and axion monodromy oscillations (§III B)
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in the inflaton potential. In the sharp step limit, all exci-
tations are generated at the same epoch and the nonlin-
ear resummation of the excitation hierarchy in the tem-
plate form of Eq. (61) is exact for subhorizon modes.
Deviations due to the finite duration of the excitation
can be characterized by small changes in the parameters
of the template form. For monodromy, in addition to ex-
citations contemporaneously generating excitations that
can be resummed, excitations resonantly generate exci-
tations over an extended period of time. These too may
be computed from cubic and higher order terms in the
hierarchy and mainly produce changes in the parameters
of the template form.

A. Sharp Steps

A sharp step in the potential provides a simple example
where the excitation hierarchy (αn, βn) of Eq. (8) and
hence Eq. (61) can be explicitly calculated in closed form.
We model the step potential as

V (φ) = V̄ (φ){1 + 2bV [S(φ− φs)− 1]}, (63)

where −∞ < bV < 1/2 and S is a step function defined
to be 0 before the step at φs and 1 after the step. Note
that bV > 0 therefore is a step up, which is bounded by
stepping from zero, and bV < 0 a step down to a fixed
V̄ (φ), which is unbounded. Here V̄ (φ) is an underlying
smooth slow-roll potential. In numerical comparisons, we
take V̄ (φ) = V0(1− βφ2/6) for definiteness.

1. Nonlinear Excitations

In order to evaluate the excitation hierarchy, we need
a model for (δ ln f)′. Since f2 ∝ εH ∝ φ̇2 with the time
evolution of other terms subdominant, this amounts to
understanding the change in the kinetic energy of the
inflaton due to rolling over a step. Following Ref. [21],
we can start by using energy conservation to model the
jump across the step

∆ ln f ≡ 1

2
∆ ln εH =

1

2
(ln εHI − ln εHB)

=
1

2
ln (1− 6bV /εHB) , (64)

where εH = εHB before the step and εHI immediately
after the step. Given that the step is sharp

(δ ln f)′ = (∆ ln f)S′, (65)

where note that ′ = d/d ln η ≈ −d/dN . Integrating to
larger values in lnx goes from after the step to before the
step which changes S by −1. Thus S′ is the negative of
a delta function ∫ ∞

x

du

u
S′ = −S(x). (66)

Using this model we can evaluate the α and β hier-
archy of coefficients for a sharp step. We assume that
the modes in question encounter the step deep within
the horizon xs = kη(Ns) � 1 and that the width of the
step δxs = kδη(Ns) � 1. We will return to violations
of these assumptions at low and high k below. Starting
with α0 = 1, β0 = 0, we can evaluate the first order
excitations with Eq. (8),

α1 = (−∆ ln f)S,

β1 = −e2ixs(−∆ ln f)S. (67)

Since each successive term adds a factor of S which is
then multiplied by S′ from the source (ln f)′, the integrals
reduce to evaluating∫ ∞

x

du

u
Sn−1S′ =

1

n

∫ ∞
x

du

u

dSn

d lnu
= − 1

n
Sn(x). (68)

Thus the hierarchy of Bogoliubov coefficients is given ex-
plicitly by

αn =
2n−1

n!
(−∆ ln fS)n,

βn = −2n−1

n!
(−∆ ln fS)ne2ixs . (69)

Summing the series, we have immediately after the
step

αI ≡
∑
n

αn =
1

2
+

1

2
e−2∆ ln f ,

βI ≡
∑
n

βn =

(
1

2
− 1

2
e−2∆ ln f

)
e2ixs . (70)

Note that this resummation satisfies the Bogoliubov re-
lation (11)

|αI |2 − |βI |2 = e−2∆ ln f =

(
fB
fI

)2

. (71)

Now we need to evolve the coefficients from the step
through to freezeout. The kinetic energy imparted by
the step decays back to the attractor value after several
efolds. On the attractor φ̄,N ≈ −V,φ/3H2 and so the
excess δφ,N = φ,N − φ̄,N evolves under the Klein-Gordon
equation as

δφ,NN = −3δφ,N . (72)

Thus this excess decays with efolds as

δφ,N ∝ e−3(N−Ns) (73)

where Ns is the efold at which the inflaton encounters
a step. This generalizes the treatment of Ref. [21] to
extremely large amplitude steps.

Since εH = (φ,N )2/2, after many efolds f → fA = fB .
Since this evolution is slow compared with ∆x = 1, it
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simply renormalizes the coefficients as discussed in §II D

αA =
fI
fA
αI = e∆ ln fαI = cosh(∆ ln f),

βA =
fI
fA
βI = e∆ ln fβI = sinh(∆ ln f)e2ixs , (74)

which again satisfies the Bogoliubov relation

|αA|2 − |βA|2 = cosh2(∆ ln f)− sinh2(∆ ln f)

= 1 =

(
fB
fA

)2

. (75)

From Eqs. (37) and (38), we can read off the nonlinear
template amplitude and phase

B = 2∆ ln f = ln (1− 6bV /εHB) ,

δϕ = 2xs. (76)

There is no restriction on the amplitude of the step bV ,
save that if 6bV > εHB the initial kinetic energy is insuf-
ficient to carry the inflaton over the step up.

This description suffices for modes that were deep in-
side the horizon when the inflaton rolled over the step
but not so deep that the mode oscillates during the tran-
sition. Using the first-order-based template prescription
for B of Eq. (54) we can extend the description into these
regimes. As in Eq. (52), we replace 2(α1 − β1) with

δI0 =
2∆ ln f

3
D
(
xs
xd

)
W ′(xs),

√
2δI1 =

2∆ ln f

3
D
(
xs
xd

)
X ′(xs). (77)

Following Ref. [21, 34] we account for a finite width step
with a damping function D, which for a step shape

S =
1

2

[
tanh

(
φ− φs
d

)
+ 1

]
(78)

is given by

D(y) =
y

sinh y
. (79)

Here the damping scale

xd =
φ′

πd
, (80)

and we have assumed for definiteness that the inflaton
rolls over the step at φs toward larger field values. Thus
the amplitude parameter becomes

B =
√
δI2

0 + 2δI2
1 (81)

= ln

(
1− 6bV

εHB

)
D
(
x

xd

) √W ′2(xs) +X ′2(xs)

3

and the phase

cosϕ = −W
′(xs) cos ϕ̄−X ′(xs) sin ϕ̄√
W ′2(xs) +X ′2(xs)

. (82)

FIG. 1. First order curvature response δI0 to an extremely large,
sharp step: 6bV /εHB = −5.34, xd ≈ 750 at ηs = 3299.780
Mpc. Compared are the numerical result of integrating the source
f ′/f (exact, solid), the analytic second order approximation from
Ref. [21] (MH14, dotted) and the nonlinear analytic approximation
of this work (NL, dashed) with differences with exact highlighted
(bottom panel). In the region between the start of the oscillations
and their damping, the NL provides a highly accurate form whereas
MH14 is discrepant at order unity.

This prescription exactly coincides with that given in
Ref. [21] to second order in the perturbation to the ki-
netic energy 6bV /εHB and generalizes it to arbitrarily
large steps by matching it to the fully nonlinear calcula-
tion in the regime 1� xs � xd.

2. Comparisons and Fits

In Fig. 1 we show an example with a very large
step 6bV /εHB = −5.34 which the inflaton crosses when
the horizon is comparable to the current horizon ηs =
3299.780 Mpc. We first compare δI0 as calculated ex-
actly from f(ln η), our nonlinear calculation of Eq. (77)
and the second order calculation of Ref. [21]. Although
δI0 is the first order response of the curvature modefunc-
tions to the source, the source itself is nonlinear in the
sense of imparting a large change in the kinetic energy of
the inflaton. In the region 1 � xs � xd, our nonlinear
(NL) analytic calculation accurately models the ampli-
tude of the oscillations whereas that of Ref. [21] (MH14)
does not. Here xd ≈ 750 and xs = 1 at k ≈ 0.0003
Mpc−1. We follow the prescription in Ref. [21] for relat-
ing these parameters to those of the potential.

Even with the correct nonlinear δI0, the GSR1 second
order based form of Eq. (28) errs in predicting the power
spectrum. In Fig. 2, we compare the exact power spec-



10

FIG. 2. Curvature power spectrum ∆2
R for the extremely large step of Fig. 1 (left, 6bV /εHB = −5.34, ηs = 3299.78 Mpc) and a large

step (right, 6bV /εHB = 0.2, ηs = 3299.79 Mpc) each with xd ≈ 750. Compared are the numerical result (exact, solid), the GSR1 second
order form of Eq. (28) and the nonlinear form of Eq. (61). Both analytic forms use the same nonlinear analytic calculation of δI0 and δI1
from Fig. 1. Even at extremely large amplitudes the NL form provides a highly accurate description whereas GSR1 using the same first
order responses does not. At amplitudes below unity, both perform well but NL generally exceeds the accuracy of GSR1.

trum to the GSR1 form and our new nonlinear form. The
NL again agrees well with the exact form for 1� xs � xd
whereas even with the better analytic calculation of δI0
from Fig. 1, GSR1 does not. We also show a smaller step
(6bV /εHB = 0.2) where the second order GSR1 approxi-
mation should be valid. In this case both GSR1 and NL
perform well but NL is still markedly better in the region
1� xs � xd.

The errors in the CMB power spectrum are even
smaller due to projection effects as shown in Fig. 3. Be-
cause projection effects also fill in the power at the os-
cillation troughs, here we plot fractional errors for an
easier comparison with cosmic variance limits. Even for
the large amplitude step the errors for x � xd are com-
parable to or smaller than cosmic variance errors through
the damping tail. For the smaller amplitude step, both
are.

In fact most of the error in NL is not an error in the
form of the template but rather a slight misassociation
of the location ηs and damping scale xs of the step given
potential parameters. In Fig. 4 we show the result of
adjusting these parameters. The main improvement is
in the scale at which damping sets in due to a ∼ 7%
decrease in xd. The small adjustment in ηs makes the
phase a better match for x < xd with only a 3 × 10−5

change. For the analysis of the observational data, these
small corrections can be applied after the constraints on
6bV /εHB , ηs and xd are obtained with the NL template.

Because damping makes a change in how efficiently ex-
citations generate further excitations we expect a change

in the phase at x > xd that is not captured by the NL
form. Since its effect comes in after the oscillations have
already damped, this is a small problem even for ex-
tremely large step. If desired it can be fixed by intro-
ducing a running to the phase offset ϕ̄(ln k) in Eq. (54).

B. Monodromy

Our second example is axion monodromy where the
potential is given by [18, 19]

V (φ) = V̄ (φ) + Λ4 cos

(
φ

fa
+ θ

)
. (83)

We assume that Λ4/V̄ � ε̄H so that the inflaton can
roll down the potential through the oscillations and that
fa � 1 in Planck units. Here again V̄ (φ) is an underlying
smooth slow-roll potential which in examples we take as
V̄ = λφ so that ε̄H ≈ 1/2φ2.

1. Source Model

In order to calculate the excitations due to the oscilla-
tory piece, we again need a model for the f ′/f . Following
Refs. [27, 33] we can in general approximate

G′ +
2

3

(
f ′

f

)2

≈ 3

(
V,φ
V

)2

− 2

(
V,φφ
V

)
, (84)
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FIG. 3. CMB temperature power spectrum C` for the extremely large step and moderately large step cases of Fig. 2. Errors in C` are
even smaller than in ∆2

R due to projection effects.

up to εH suppressed corrections. Since fa � 1, the V,φφ
term from the oscillations is dominant over the slow roll
contributions G′ ≈ δG′. The V,φ term is suppressed
compared with the second by O(

√
ε̄Hfa) which we ne-

glect. Since the oscillatory part of the potential makes
only transient changes to the rolling of the inflaton we
take [24]

φ ≈ φ∗ +
√

2ε̄H ln(x/x∗), (85)

where x∗ is a suitably chosen normalization epoch which
we optimize below (see [33]). For sufficiently small Λ4/V̄
we can drop the quadratic term (f ′/f)2 in Eq. (84) and
integrate

δG′ = −2(δ ln f)′ +
2

3
(δ ln f)′′ (86)

to define the oscillatory excitation source

δ ln f = −3
Λ4

V̄

ω cos(ω lnx+ ψ) + 3 sin(ω lnx+ ψ)

f2
aω(ω2 + 9)

,

(87)
where the log frequency ω =

√
2ε̄H/fa and

ψ =
φ∗
fa
− ω lnx∗ + θ. (88)

Since we are interested in subhorizon excitations we will
hereafter assume ω > 1. Dropping (f ′/f)2 in Eq. (84)
in this limit is equivalent to our original assumption that
Λ4/V̄ � ε̄H .

2. Linear Excitations

With these approximations, the first order integrals
can be evaluated in closed form [33]

δI0 ≈ −A cos(χ− ψ),

δI1 ≈ −
A√
2

tanh
(πω

2

)
sin(χ− ψ), (89)

where

A =
3Λ4

V̄ ε̄H
√

1 + (3/ω)2

√
πω

2
coth

(πω
2

)
, (90)

and

eiχ = −2iω
√

πω

(9 + ω2) sinh(πω)

(i+ ω)(3− iω)

Γ(2 + iω)
. (91)

For ω � 1

lim
ω→∞

(δ ln f)′ ≈ A
√

ω

2π
sin(ω lnx+ ψ),

lim
ω→∞

A =
3Λ4

V̄ ε̄H

√
πω

2
,

lim
ω→∞

χ = ω[1− ln(ω/2)]− π

4
, (92)

where the amplitude A and phase χ reflect the station-
ary phase evaluation for the integrals over the oscillatory
(δ ln f)′ (see below). The condition Λ4/V � ε̄H requires
A �

√
ω but allows greater than order unity effects in

the power spectrum at sufficiently large frequency ω.
Thus given the rapid convergence of tanh(πω/2) to

unity for ω > 1, we can read off of Eq. (89)

B ≈ A+O(A3),

δϕ ≈ χ− ψ +O(A2). (93)
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FIG. 4. Curvature and CMB temperature power spectrum for the
extremely large step case of Fig. 2. The error in the damping of the
oscillations can be further reduced from the NL model (dotted) by
adjusting the location and width of the feature to ηs → 1.000029ηs
and xd → 0.936xd with the same form (NL-A, dashed). Remaining
errors are comparable to or less than cosmic variance out to the
CMB damping scale even for this extremely large amplitude.

Our nonlinear ansatz of Eq. (54) is equivalent to drop-
ping the higher order corrections. Similarly to the step
model, if all of the excitations originated from the same
resonance point as the first order term, this truncation
would provide an exact result according to Eq. (58). De-
viations from this approximation occur if the phase of the
first order excitation β1 evolves due to excitation gener-
ating excitations away from the resonance point.

3. Nonlinear Excitations

As with the step model, we can explicitly evaluate the
Bogoliubov hierarchy αn and βn that define nonlinear ex-
citations for monodromy. In this case there are no simple
closed form expressions beyond n = 1 so before turning
to numerical results it is instructive to examine the parts
of β1 which then drive the higher excitations. β1 itself
can be expressed in terms of hypergeometric functions
but its main features can be better understood in terms
of contributions well before, at and well after resonance.

To simplify this treatment let us take the ω � 1 limit
of Eq. (92) and ignore slow roll evolution, which just
renormalizes the coefficients, and set f̄ = f∗ = f0 so that

β1(x) ≈ −A
√

ω

2π

∫ ∞
x

du

u
sin(ω lnu+ ψ)e2iu. (94)

Resonance occurs where the phase p = 2u±(ω lnu+ψ)
reaches a stationary point dp/du = 0, namely at u =
ω/2 [24]. Using the stationary phase approximation for
the integral, we see that the impact of the resonance on
β1 is to give a step like resonant contribution

β
(r)
1 (x) =

A

2
ei(χ−ψ)S, (95)

where S = 0 for x � ω/2 and 1 for x � ω/2. If this
were the only contribution, then like the step potential
this would generate further excitations as

α(r)
n (x) =

1

n!

(
A

2
S

)n
, (n = even),

β(r)
n (x) = ei(χ−ψ) 1

n!

(
A

2
S

)n
, (n = odd), (96)

leading to the resummation

α(r)(x) = cosh(A/2),

β(r)(x) = ei(χ−ψ) sinh(A/2), (97)

after the resonance at x ≈ ω/2. However β1 also has tran-
sient oscillatory or nonresonant contributions well before
and well after resonance

β
(nr)
1 ≈ A

2

√
ω

2π
e2ix

[
e−i(ω ln x+ψ)

2x− ω
−e

i(ω ln x+ψ)

2x+ ω

]
, (98)

where x � ω/2 or x � ω/2. This restriction is due to
the fact that away from the resonance the exponential
factor oscillates rapidly and the slowly varying portion
of the integrand can be pulled out of the integral. While
these contributions are transient and do not significantly
impact the freezeout value of β1, they contain the same
phase term 2x ± (ω lnx + ψ) as the modulated source
(δ ln f)′e2ix and can themselves generate further resonant
excitations. In effect, these nonresonant terms in the first
order excitation generate new resonances at higher order.
Since these now occur for a wide range of x away from
x = ω/2, they have a different phase from the first order
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contribution and therefore break the form of the general
resummation in Eq. (59).

We can explicitly see this in its contribution to α2.

There are terms from β
(nr)
1 whose phase cancels or res-

onates with the modulated source

α
(nr)
2 = i

A2ω

2π

∫
du

1

(2u− ω)(2u+ ω)
+ . . . .

∼ iA
2

4π

∫
du

1

2u− ω
+ . . . , (99)

where in the second line we have approximated the inte-
gral around resonance. Note that this integral contains
a divergent contribution at resonance due to the approx-
imation in Eq. (98) that would be replaced by the actual
resonant terms of Eq. (96). On the other hand, away
from the resonance the integral continues to contribute
for a ∆u ∼ ±ω leading to a net contribution

α
(nr)
2 ∼ iO(A2 lnω). (100)

For sufficiently large frequency ω this contribution can
dominate over those that are contemporaneous with the
resonance in Eq. (96). Due to cancellation of the net ef-
fect on either side of the resonance, this term again is
transient and does not survive to horizon crossing. How-
ever now β3 has a source on either side of the resonance
that is π/2 out of phase with the resonant term. The net
effect is that the phase ϕ shifts due to nonlinear effects
and to a lesser extent the amplitude of the oscillation
increases through these out of phase contributions to B.

Now let us quantify these considerations by evaluat-
ing the cubic term explicitly. To capture the effects at
horizon crossing and beyond we integrate the hierarchy
in α− rather than α and β. By direct computation using
the full model for δ ln f in Eq. (87), we obtain

lim
x→0

α−1 (x) =
1

4
ei(χ−ψ+π)A,

lim
x→0

α−2 (x) =

[
1

16
+O(ω−1)

]
A2,

lim
x→0

α−3 (x) = C3e
i(χ−ψ+φ3)A3. (101)

In α−2 the ω−1 terms include contributions from the I2 in-
tegral that break the nonlinear template form of Eq. (61)
but are suppressed at high frequency. We return to esti-
mate these terms in the next section.

We can characterize the frequency dependence of the
cubic amplitude and phase as

C3 ≈ 0.009804 lnω + 0.02188, (102)

and

φ3/π ≈ a ln2 ω + b lnω + c, (103)

with a = −5.40 × 10−4, b = 0.01356, c = −0.62359 for
25 . ω . 1000. The resonance prediction for these quan-
tities from Eq. (96) would be C3 = 1/96 and φ3 = ±π.

Notice that the c term means that the phase shift is
nearly π/2 as one might expect from the analytic ar-
guments above. Furthermore the amplitude of the effect
in C3 grows logarithmically with ω making it the dom-
inant effect at high frequency. By matching the cubic
expansion of the power spectrum template Eq. (61) to
Eq. (16), we obtain

B(A) = A− 1 + 96C3 cosφ3

24
A3 + . . . ,

δϕ(A) = χ− ψ − 4C3 sinφ3A
2 + . . . , (104)

which provides the next to leading order correction to
Eq. (93). We use Eq. (104) in the template Eq. (61) as
our nonlinear analytic approximation below.

4. Neglected Terms

Eq. (104) neglects higher order terms in B(A) and
δϕ(A) as well as terms that are suppressed at high fre-
quency that begin at quadratic order. On the other hand
through sinhB, the oscillation amplitude contains higher
terms in A from α−4 and higher. To check when higher
order terms in B(A) must be included compare the pre-
dictions from Eq. (104) for

lim
x→0

α−4 (x) = C4A
4,

lim
x→0

α−5 (x) = C5e
i(χ−ψ+φ5)A5, (105)

to the direct computation of the integrals. For example
for ω = 100, the prediction for C4 = 0.00367 whereas
the integration gives 0.00379, whereas the prediction for
C5 = 0.00875 compared with 0.00870 and the predic-
tion for φ5 = −0.149π compared with −0.151π. Thus we
expect the truncation in Eq. (104) to be a good approx-
imation out to A ∼ few. Since sinhB(A) exponentiates
this quantity, this truncation should be valid out to very
high oscillation amplitude in the curvature spectrum.

We can also use this model to estimate the frequency
suppressed terms from I2 in α−2 that break the form of
the template constructed from B and ϕ in Eq. (61). For
ω . 100, we can approximate δα−2 = α−2 −A2/16 as

δα−2 ≈ C20 + C22e
2i(χ−ψ)+iφ2 , (106)

where

C20 ≈ −0.0802ω−1A2,

C22 ≈ 0.0706ω−3/2A2,

φ2/π ≈ −0.04ω + 0.69. (107)

Since the model in Eq. (87) does not include all of the
frequency suppressed contributions, we use this calibra-
tion mainly to provide a template to monitor new terms
in the power spectrum

∆2
R = ∆̄2

R

[
coshB − sinhB cosϕ (108)

+4C20 + 4C22 cos(2χ− 2ψ + φ2)
]
.
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FIG. 5. Monodromy curvature (upper) and CMB temperature
(lower) power spectra with high frequency (f−1

a = 1000, ω ≈ 100),
large amplitude (A ≈ 0.9) oscillations. Compared are the numerical
calculation (exact, solid), the analytic template prescription with
nonlinear associations with potential parameters (NL, dashed), and
with the linearized associations (L, dotted). L errs in the amplitude
and zero point of oscillations (upper, offscale lower) whereas NL
is accurate to 10−3 with a remaining error that can be mainly
reabsorbed into the slow roll amplitude.

The quadratic nature of the sources in I2 of Eq. (33)
produces oscillations with twice the frequency of the res-
onant term as would other second order terms from low
frequency or horizon scale effects (see [33]). We use the
form of Eq. (108) in the next section to fit the results
of the exact calculation and monitor the neglected terms
directly.

FIG. 6. Monodromy curvature (upper) and CMB temperature
(lower) power spectra with moderately high frequency (f−1

a = 250,
ω ≈ 25), large amplitude (A ≈ 0.45) oscillations (see Fig. 5 for de-
scription). Lower frequency oscillations suffer less from projection
suppression and allow only a smaller more linear A for the same
deviations in the CMB which are accurately captured by the NL
prescription.

5. Comparisons and Fits

Before comparing our new nonlinear form of Eq. (61)
and (104), we review the common technique for fitting
the observed power spectrum to a template based on the
linearized analysis of Ref. [15, 24]

∆2
R = As

(
k

k0

)ns−1

(1− δns cosϕ) , (109)
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where As ns, δns are taken to be constants and the phase
is fit to a logarithmic evolution around ln k0 [22]

ϕ ≈ ϕ0 + αω

(
ln

k

k0
+
c1
N

ln2 k

k0
+

c2
N2

ln3 k

k0

)
, (110)

where N is a constant chosen to be of order the number of
efolds to the end of inflation to normalize the constants
c1 and c2. In our examples below we take k0 = 0.05
Mpc−1 which is near the best constrained wavenumber
for the Planck temperature data [21].

The phenomenological template in Eq. (109) matches
the functional form of the nonlinear template Eq. (61)
for δns < 1, with the associations (NL)

As = ∆̄2
R(k0) coshB, δns = tanhB,

ϕ0 = ϕ(k0), αω =
dϕ

d ln k

∣∣∣
k0
, (111)

c1
N
αω =

1

2

d2ϕ

d ln k2

∣∣∣
k0
,

c2
N2

αω =
1

6

d3ϕ

d ln k3

∣∣∣
k0
,

but these differ from the linearized relations (L)

As = ∆̄2
R(k0), δns = A,

ϕ0 = (χ− ψ)
∣∣∣
k0
, αω =

d(χ− ψ)

d ln k

∣∣∣
k0
, (112)

c1
N
αω =

1

2

d2(χ− ψ)

d ln k2

∣∣∣
k0
,

c2
N2

αω =
1

6

d3(χ− ψ)

d ln k3

∣∣∣
k0
,

which would be used to interpret the constraints as δns
approaches unity. Note that the linearized calculation
would associate power from the excitations themselves
∆̄2
R coshB with the underlying scalar amplitude of the

slow roll potential As. Since high frequency potential
features largely do not effect tensor modes [35], this leads
to incorrect inferences about the scalar-tensor ratio and
its consistency with the tensor tilt.

For example Ref. [15] restricts searches for monodromy
oscillations in the range to δns < 0.7 and 1 < ω < 103.
In this regime, the nonlinear corrections introduced here
are < 40% in As, < 24% in δns and < 0.27 in the phase.
Our NL correspondence would correct these errors in in-
terpretation and allow searches to higher amplitude.

We now compare the analytic predictions with the ex-
act calculation for example cases. In order to better sep-
arate out small effects that would be captured by the
running of slow roll parameters from the new effects as-
sociated with nonlinear excitations, we evaluate the pa-
rameters of the template forms as follows. While Eq. (85)
for the field position does not include running of slow roll
parameters, we can enhance the accuracy of these calcu-
lations by choosing the normalization point φ∗ as well as
the calculation of ω and A separately for each mode. As
discussed in Ref. [33], for ω > 1 the optimal point is the
resonance point where x∗ = kη(φ̄) = ω(φ̄)/2. We iden-
tify the resonance point by solving this equation where
in practice rather we calculate φ̄(ln η) by convolving the
field position φ(ln η) with a Gaussian of width of order

the resonance ∆ ln η =
√

2/ω in order to remove the
small oscillatory effects.

FIG. 7. Analytic vs. fitted template parameters B and ϕ at k0
for an extremely high frequency monodromy case (f−1

a = 2500,
ω ≈ 250). Shown are the power spectrum oscillation amplitude
sinhB for the analytic (upper, solid) and fitted (upper, dashed) re-
sults, their absolute difference (upper, dotted) and the phase differ-
ence (lower, dotted). The analytic form reproduces the oscillation
amplitude, zero point, and phase to a fraction of their values even
when the former reaches 103 times the slow roll power spectrum.

Likewise, when computing ∆̄2
R(k), we use the exact

solution on the A = 0, V = V̄ slow roll potential at the
same field value at freezeout for each k-mode. Finally
we use the full evaluation of ϕ or χ − ψ in the analytic
formulae rather than the Taylor expansions in Eq. (111),
(112) around k0 = 0.05 Mpc−1. Thus deviations of the
predictions from the exact calculation even at the level
of the currently observationally negligible O(ns−1)2 can
be attributed to effects from the excitations rather than
slow-roll evolution.

In Fig. 5 we show an example with a very high fre-
quency f−1

a = 1000 or ω ≈ 100 and amplitude A ≈ 0.9.
Here and below we choose λ = 2.9609 × 10−10 and
θ = 0.59726 for definiteness. Using the NL template
form, the oscillation amplitude δns = 0.723 and is near
the edge of the region searched in Ref. [15]. Note that
the NL template parameters predict the oscillation am-
plitude, phase and zero point in the curvature power
spectrum to high accuracy (upper panel). Using the lin-
earized form errs in all three quantities as expected even
after removing slow roll drifts as described above. In the
CMB temperature power spectrum, the oscillation ampli-
tude is reduced by projection effects leaving the change in
the zero point or effective scalar amplitude even more ap-
parent (lower panel). Fractional errors in the oscillatory
part for the NL template are comparable to or smaller
than the cosmic variance limit all the way through the
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FIG. 8. Analytic vs fitted template parameters B and ϕ at k0
for the moderately high frequency monodromy case (f−1 = 250,
ω ≈ 25). Curves are same as in Fig. 7 with agreement extend-
ing to oscillation amplitudes that are 10 times the slow roll power
spectrum.

CMB damping tail. In fact we shall see that the main
source of error can be removed by making small adjust-
ments to the template parameters B and ϕ that merely
change their association with the underlying potential
amplitude Λ4 and phase θ by a comparable amount.

In Fig. 6 we show an example with a more moderate
frequency f−1

a = 250 or ω ≈ 25 and a smaller amplitude
A ≈ 0.45. The smaller amplitude is chosen both because
the smaller projection effects make oscillations in the
CMB temperature power spectrum more prominent and
because in our approximations we assume A/

√
ω � 1.

For this lower amplitude, we achieve comparable preci-
sion in both the curvature and temperature power spec-
trum as in Fig. 5.

To further test the accuracy of the NL template ap-
proximation we can fit for the oscillation amplitude,
phase and zero point across a wide range in A and ω and
compare them with the predictions. First we consider B,
ϕ, to be fit parameters at each A, ω for the exact power
spectrum near k0. In order to better capture the effects
of the evolution of these quantities away from k0 across
several oscillations, we use the close agreement with the
analytic forms to fit B0, ∆ϕ0 and ∆αω as

B(k) = B0
B(an)(k)

B(an)(k0)
,

ϕ(k) = ϕ(an)(k) + ∆ϕ0 + ∆αω ln(k/k0). (113)

We also fit the terms C20, C22 and φ2 in Eq. (108)
to quantify the frequency suppressed terms that break

FIG. 9. Template parameter adjustment and template breaking
terms for the high frequency ω ≈ 100 monodromy model of Fig. 5.
Shown are the ∆2

R errors vs the exact computation with the ana-
lytic template parameters B,ϕ (dashed), best fit template parame-
ters (dotted), and the full fit including C20, C22, φ2 (long dashed).
Most of the error is removed by the template readjustment which
uncovers a much smaller offset, double frequency component that
breaks the form of the high frequency template. The error after
fitting this term is reduced to an entirely negligible level.

the nonlinear template. Note that though C20 violates
Eq. (61), it can be reabsorbed into a change in As and δns
in Eq. (109) whereas C22 would break either template.

In Fig. 7, we show the result for an extremely high
frequency (f−1

a = 2500, ω ≈ 250). This is near the high-
est frequency that is under control in the effective theory
that underlies the calculation [36, 37]. Remarkably, even
when the oscillation amplitude reaches sinhB ≈ 103, or
a thousand times the slow roll power spectrum, the an-
alytic approximation for the amplitude and phase are
accurate to a fraction of their values. This is consistent
with the estimate from the quartic and quintic terms in
Eq. (105).

In Fig. 8, we show the same comparison for the mod-
erately high frequency (ω ≈ 25) case. Due to neglected
terms at low frequency in the model of Eq. (87), the good
agreement extends out to a smaller sinhB ≈ 10 which is
still an order of magnitude larger oscillation amplitude
than the slow roll power spectrum.

These fits also uncover the offset double frequency
terms in Eq. (108). In Fig. 9, we show the breakdown
of the errors in the analytic ∆2

R approximation in the
high frequency model of Fig. 5. Once B and ϕ are ad-
justed with the fitted values of B0, ∆φ0 and δαω, the
remaining errors are reduced by an order of magnitude
and are of the form of an offset double frequency compo-
nent. These fit well to the functional form given by C20,



17

FIG. 10. Template parameter adjustment and template breaking
terms for the moderately high frequency ω ≈ 25 monodromy model
of Fig. 6. Curves are the same as in Fig. 9.

FIG. 11. Template breaking offset double frequency components
for the moderately high frequency (ω ≈ 25) monodromy case. The
estimates of Eq. (107) are ∼ 4 times too high but otherwise usefully
capture the scaling with A and ω.

C22 and φ2 leaving the errors in the full fit at a negligible
level.

These terms are not part of the high frequency tem-
plate (61) and their contributions increase at lower fre-
quency for a fixed A at roughly the rate expected from
Eq. (107). However due to projection effects, the same

level of CMB temperature fluctuations requires a smaller
A. For the moderate frequency and amplitude model of
Fig. 6, the template breaking effects are at a comparable
level (cf. Figs. 9,10). More generally we expect that for
observationally viable models these terms which are ne-
glected in the template form of fits to CMB data should
make little to no impact on current constraints.

The rough estimate of Eq. (107) can provide a useful
guide for deciding when in the future these terms would
need to be considered. In Fig. 11, we compare these esti-
mates to the fitted values of C20 and C22 for the moder-
ately high (ω ≈ 25) case. Eq. (107) overestimates these
effects by roughly a factor of 4 but otherwise usefully cap-
tures the scaling for 0.03 . A . 1 and few . ω . 100.
For ω . 1 the fully analytic results from Ref. [33] can
instead be applied to quantify accurately these double
frequency terms.

IV. DISCUSSION

In this work we have introduced a new formalism to
calculate features in the curvature spectrum to arbitrary
order in their deviation from the scale-free slow roll form.
It improves on previous techniques involving the inflaton
modefunction [38] by allowing a straightforward itera-
tion that conserves curvature fluctuations order by order.
This is important for models with order unity curvature
features and larger where the iterative series must be
resummed into a nonlinear form or where precision mea-
surements require higher than second order accuracy.

Using these techniques, we show that for high fre-
quency, or subhorizon, excitation of the curvature mode-
function by features, the relationship between Bogoli-
ubov excitation coefficients restricts the nonlinear form
of power spectrum features. Due to this relationship, the
first nontrivial effect of subhorizon excitations generating
further excitations arises at third order. We show that
if this process occurs contemporaneously with the origi-
nal excitation, then the series can be resummed in closed
form and is a simple exponentiation of the linearized re-
sponse. Even for cases where this exact relationship does
not hold, this exponentiated form provides a physically
motivated and controlled template for fitting features in
the power spectrum. It furthermore exactly matches sec-
ond order perturbation theory in the small feature, high
frequency limit. It improves on a similar exponentiation
ansatz in Ref. [27] by enforcing the nonlinear relationship
between the Bogoliubov excitation coefficients.

Applied to the step and axion monodromy models,
these techniques greatly improve the accuracy of predic-
tions for curvature and CMB temperature power spec-
trum features directly from potential parameters. In
the step case, the improved form of the template al-
lows greater than order unity curvature oscillations to
be fit to better than cosmic variance accuracy for CMB
measurements out through the damping tail. For mon-
odromy, the improvement is mainly in the mapping be-
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tween potential parameters and phenomenological pa-
rameters that describe the amplitude, phase and zero
point of the logarithmic oscillations. Remarkably, our
analytic description reproduces all three to good approx-
imation even when the oscillation amplitude is 103 times
the slow roll power spectrum for models with sufficiently
high frequency. Of course, this relates only to the formal
accuracy of solutions to the Mukhanov-Sasaki equation
(1), whereas correct predictions also require the validity
of the effective theory that underlies it. We also estimate
when terms that produce double frequency oscillations,
which are absent in the subhorizon template, should be
included when analyzing data.

These techniques will enable future studies of CMB
and large scale structure power spectra to extend to
high amplitude, high frequency features in specific cases
such as steps and axion monodromy as well as in model-

independent searches for temporal features during infla-
tion.
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