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Cosmic-ray-muon spallation-induced radioactive isotopes with B decays are one of the major
backgrounds for solar, reactor, and supernova relic neutrino experiments. Unlike in scintillator,
production yields for cosmogenic backgrounds in water have not been exclusively measured before,
yet they are becoming more and more important in next generation neutrino experiments designed to
search for rare signals. We have analyzed the low-energy trigger data collected at Super-Kamiokande-
IV in order to determine the production rates of 2B, 2N, N, 'Be, °Li, 8He, °C, ®Li, ®B and
15C. These rates were extracted from fits to time differences between parent muons and subsequent
daughter ’s by fixing the known isotope lifetimes. Since °Li can fake an inverse-beta-decay reaction
chain via a 8 + n cascade decay, producing an irreducible background with detected energy up to
a dozen MeV, a dedicated study is needed for evaluating its impact on future measurements; the
application of a neutron tagging technique using correlated triggers was found to improve this
9Li measurement. The measured yields were generally found to be comparable with theoretical
calculations, except the cases of the isotopes 8Li/SB and °Li.

PACS numbers: 25.30.Mr, 25.40.Sc, 24.10.Lx

I. INTRODUCTION

Cosmic-ray muon spallation induced radioactive iso-
topes with 8 decays are one of the major backgrounds
for solar, reactor, and supernova relic neutrino exper-
iments. Although the production yields for spallation
backgrounds have been extensively measured in liquid
scintillator experiments [1-3], there has been a lack of
measurements of these isotopes produced in water. In
this case, it is understood that cosmic-ray muons and
their subsequent showers interact with 60 nuclei to pro-
duce isotopes, which usually have a lifetime up to tens of
seconds and can undergo a cascade decay with £ energy
ranging from a few MeV to a dozen MeV. For neutrino
interactions in this energy range, these events can form a
background in planned next-generation water Cherenkov
detectors [4-8], which are designed for detecting signals
such as solar neutrino-electron elastic scattering or in-
verse beta decay (IBD; v, +p — e +n) of anti-neutrinos
from reactors or core-collapse supernovae.

Previous studies at Super-Kamiokande (SK) — where
the cosmic-ray muon rate is around 2 Hz — developed
cuts to remove the spallation backgrounds produced in
water by using the event time offset and distance to the
preceding muon as well as the muon’s light production in
relation to its path length [9-12]. However, many long-
lived isotopes still survived and affected the search for
a low-energy upturn of the solar ®B neutrino spectrum
as well as the hunt for evidence of supernova relic neu-
trinos (SRNs), also known as diffuse supernova neutrino
background (DSNB), emitted from past core-collapse su-
pernovae. Recently, theoretical progress has been made
in the calculation of the production and properties of
these backgrounds in water, shedding light on practical
improvements in spallation background rejection [13-15].
Providing experimental data should help improve knowl-
edge in this area.

In addition, certain spallation products in water are
of particular interest for anti-neutrino detection, as de-
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cays from these isotopes can mimic the IBD signature.
This affects the search for reactor neutrinos as well as
for SRNs. The SRN search is particularly vulnerable to
the spallation background since its expected signal event
rate is quite low. We find that of the potential spallation
isotopes only the decay of Li can have a significant con-
tribution through the S energy tail to the “golden” SRN
search window of 9.5—29.5 MeV in positron kinetic en-
ergy, in which the contribution from both reactor neu-
trino and atmospheric neutrino backgrounds is relatively
small. Theoretically, the Li isotope is known to be
not directly produced by the primary muon, but rather
by the secondary 7~ interacting with the '°0O nucleus:
7~ +%0 = a4+ 2p+n +° Li, where ?Li has a lifetime
of 0.26 s and decays into 5 + n with a probability of
(50.8 £0.9)% [16]. This feature can be exploited to sep-
arate the ?Li candidates from other isotope events and
give a better measurement on the corresponding yield,
if the delayed neutrons are tagged as was done in the
SK-IV SRN search [17].

In this article, the study of cosmogenic isotopes pro-
duced in SK-IV is described in detail. Section II in-
troduces the SK detector and performance. Section ITI
describes the definition and classification of cosmic-ray
muons. Section IV presents the measurement of produc-
tion rates of spallation isotopes from fits to the lifetime
distributions. Section V describes a modification of the
neutron tagging and gives the improved measurement for
9Li. Section VI gives results and discussions, focusing on
a comparison with the theoretical calculations and the
impact on future experiments using the water Cherenkov
technique. Section VII contains a summary.

II. EXPERIMENT

The SK experiment, a cylindrical, 50-kton water
Cherenkov detector with 2,700 meter water equivalent
overburden, consists of two volumes: an outer detec-
tor (OD) and an inner detector (ID) [18]. The OD is
viewed by 1,885 outward-pointing photomultiplier tubes
(PMTs), which are used to tag charged particles origi-
nating from outside (or exiting) the ID. An OD trigger



is issued when the number of OD PMT hits within 200
ns exceeds 22. The ID has a diameter of 33.8 m and
a height of 36.2 m and is surrounded by 11,129 inward-
pointing PMTs, which are used to detect the Cherenkov
light from charged particles traveling in the ID.

At SK, low-energy events are triggered by the number
of coincident ID PMT hits within 200 ns, in which an
ID PMT hit is defined as one having a recorded charge
over 0.25 photo-electrons. In the summer of 2008, a new
electronics and online system was successfully installed to
enhance the data-processing capability of SK [19]. The
running period after that time is referred to as SK-IV,
during which the trigger threshold for low-energy events
was consequently lowered to 3.5 MeV. Physics analyses
for solar neutrinos and other low energy phenomena are
performed with this trigger. In addition, the new online
system allowed the introduction of a correlated trigger
scheme. Low-energy events with a threshold over 9.5
MeV (reduced to 7.5 MeV after the summer of 2011) were
followed by a forced trigger 500 us long to record all the
PMT hits, including those fired by the subtle 2.2 MeV ~
emitted from a neutron capture on hydrogen (n +p —
d + 7). Due to the readout configuration of the new
online system, data for normal triggers were taken for 40
us ranging from -5 to 35 pus with respect to the time when
the triggers were issued. Therefore, delayed 2.2 MeV ~
signals can be searched for up to 535 us after the primary
event time. This study used data collected from October
2008 to October 2014.

Reconstruction, energy, and position calibrations for
low-energy events in SK are carefully performed as de-
scribed in Ref. [11]. The vertex resolution is about 65
cm for a 7.5 MeV electron or positron (indistinguishable
in SK) and improves as energy increases. The energy of
an event is reconstructed from the number of detected
Cherenkov photons. That number (approximately pro-
portional to the energy of a charged particle) is estimated
by the number of PMT hits within 50 ns and corrected
for late hits, dark noise, bad PMTs, photocathode cov-
erage and water transparency. In this paper, the energy
we use is the kinetic energy of the electron/positron.

III. COSMIC RAY MUON DATA

The reconstruction of cosmic-ray muons is of critical
importance in both tagging spallation backgrounds and
selecting cosmic p-e decays. Muon candidates are re-
quired to have both an ID and an OD trigger. In ad-
dition, the number of photo-electrons (p.e.s) collected
should be greater than 1,000 (~140 MeV) in the ID. In
this study, we only analyzed muons within £30 seconds
around the low-energy events. These muon candidates
were reconstructed with a dedicated muon fitter. Details
about the algorithm of the muon fitter can be found else-
where [20, 21]. The muon fitter categorized the cosmic
ray muons into four classes
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Fig. 1: The path-length distributions for single through-going
(solid), multiple (dashed), stopping (dotted) and corner-
clipping (dot-dashed) muons, respectively.

penetrating the ID. (84.1+0.3)% of all muons

(IT) Multiple muons: those with several parallel muon
tracks in the ID. (6.940.2)%

(IIT) Stopping muons: those with a track that entered
but did not leave the ID. (4.6+0.2)%

(IV) Corner-clipping muons: those with a track length
shorter than 7 m inside the ID. (4.1+£0.1)%

The remaining 0.3% of the muon events were not iden-
tified by the muon fitting algorithm due to an insuffi-
cient number of PMT hits after the selection cuts. These
events were referred to as non-fitted muons. In addi-
tion, we observed that 1.2% of the muons among the four
classes had a poor quality of fit and were thus classified
as poorly-fitted muons. The non-fitted and poorly-fitted
muons were still used in the studies of the time distribu-
tions even though the transverse distance cut defined in
the following section could not be applied, since the en-
trance position for cosmic-ray muon was not determined
by the muon fitter. Here we only used the most proba-
ble track information for multiple muons in the analysis.
Fig. 1 shows the path-length distribution for each muon
category. The distributions reflect the effects due to the
geometry of the detector and the zenith angle distribu-
tion of the cosmic-ray muons. The peaks around 36 m
are from muons traveling vertically downward through
the detector. The muon rate R, and the average path
length for muons L, were found to be R, = 2.00 £ 0.01
Hz and L, = 2,200 & 4 cm, respectively.



IV. MEASUREMENT OF ISOTOPE RATES

The candidates for radioactive decays from spallation
events were selected using cuts on both the temporal and
spatial relationship between the low-energy events and
the preceding muons. The live time of the data set used
for this study is 1,890 days. The time distribution of
low-energy events up to 30 s after each muon was used
to extract the production rate of radioactive nuclei (in
the spallation backgrounds). Table I lists the possible
radioactive isotopes induced by cosmic-ray muon spalla-
tion at SK [13, 22, 23].

A. Data reduction

The cuts for selecting the signal of spallation products
from the low-energy events are described in this section.

1. First reduction

We applied a first event reduction to remove non-
physical events using the following criteria [10, 12].

(I) Events with a noise ratio greater than 0.55 were
removed, where the noise ratio is defined as the
fraction of PMT hits with charge lower than 0.5
photo-electrons compared to the total number of
PMT hits.

(IT) Events with a reconstructed position less than 2 m
from the ID wall were removed.

(IIT) Events within 50 us of a preceding muon were re-
jected in order to remove cosmic p-e decays, as well
as to eliminate events due to after-pulsing of the
PMTs.

Using a Geant 3.21-based Monte Carlo (MC) simulation
package [24], the efficiency for the dominant spallation
products passing the first reduction cuts was estimated
to be greater than (99+1)%.

2. Energy

For this analysis, events were required to have a de-
tected energy above 6 MeV since below this energy
threshold non-spallation events dominate. The efficiency
for spallation events passing the energy cut is assessed
individually for each isotope using the corresponding 3
energy spectra. In this article, all the theoretical spectra
for the isotopes were obtained from Ref. [23]. It should
be noted that the detected energy might include energy
from +’s in addition to the expected £ energy. This was
taken into account in the simulation.

8. Distance and Time

In previous SK analyses, the transverse distance (It)
between a muon track and a low-energy event was used
as a powerful cut to remove the spallation background.
This cut was re-investigated for spallation events. In
this analysis, a correlated muon event was defined as a
muon recorded less than 30 s prior to a low-energy event,
while an uncorrelated muon event was defined as a muon
recorded less than 30 s after a low-energy event. The
muon along with the low-energy events corresponding to
the correlated and uncorrelated muon classes comprise
the spallation and non-spallation samples, respectively.
The absolute time difference dt was calculated from the
muon time and the low-energy-event time. Under these
definitions, we statistically obtained the distributions for
the spallation signal events from a subtraction of the
non-spallation sample from that of the spallation sam-
ple. This helped us to have a better understanding to
the mechanism of muon spallation.

Fig. 2 shows the subtracted distributions of dt and [t
for all the muon categories except for the corner clip-
ping muons. We normalized the distributions to unity
in order to give a shape comparison. Since the isotopes
produced by corner-clipping muons either were removed
by data reduction or escaped from the ID, the dt and
It distributions for these muons were dominated by the
non-spallation muons. The dt distributions are similar
for each fitted muon class, and so we conclude that there
is no correlation between the type of muon and the re-
sulting spallation isotope. However, we observed that the
It distribution for multiple muons was broader than the
others. This was understood to be due to the choice of
evaluating [/t from the most probable track out of several
parallel muon tracks in each bundle. Consequently, a cut
on [t had different impacts on the muons and should be
studied carefully.

To reject non-spallation muons, we required that It <
200 cm for all the muons except for the non-fitted and
poorly-fitted muons, which had no or no reliable muon
track information as described in Section III. The effi-
ciency of the It cut for all the combined spallation muon
categories was directly evaluated from the data. The to-
tal number of spallation signal events was obtained from
the number of events in the spallation sample subtracted
by that in the non-spallation sample. The fraction of
spallation signal events surviving the It cut gave the effi-
ciency to be (78.8 + 0.6)%, where the error is statistical
only. We investigated the systematics by applying dif-
ferent dt cuts and checked if these cuts could affect the
contribution from the isotopes with different lifetimes.
We found the relative variation was within 4.8%, which
was assigned as the systematic uncertainty for the It cut.



TABLE I: Possible radioactive isotopes induced by cosmic-ray muon spallation at SK [13, 22, 23]. The fourth column lists the
end point kinetic energy (Fkin.). The fifth column lists the primary generation process of the radioactive isotopes.

Radioactive isotope 7 (s) Decay mode FEiin. (MeV)

Primary process

HBe 19.9 B8~ 11.51 %0(n, a + 2p)''Be
87y 9.414+2.1()
16N 10.3 B8 10.44 50(n, p)'°N
B 4.2746.13()
5@ 3.53 B8 9.77 50(n, 2p)'°C
B~ 4.5145.30()
8Li 1.21 B8 ~13.0 O™, a+2H + p +n)BLi
8B 1.11 BT ~13.9 %0(rt,a +2p +2n)°B
16 1.08 B 4n ~4 BO(r~,n+p)tC
°Li 0.26 B 13.6 %0(n™, a + 2p+n)°Li
B~ +n ~10
°c 018 BT +p 3~15 %0 (n, a + 4n)°C
8He 0.17 By 9.67+0.98(7) 0(r~,*H + 4p + n)*He
B~ +n
12Be 0.034 B8 11.71 BO(r~,a+p+n)?Be
] 0.029 B8~ 13.37 %0(n,a + p)'’B
13 0.025 B8~ 13.44 0(r~,2p 4+ n)B
B 0.02 By 14.55+6.09(%) 150(n, 3p)''B
12N 0.016 A 16.38 0(rt, 2p + 2n) 2N
130 0013 Bt+p 8~ 14 O™, pu™ +p+2n—|—7r 20
ML 0.012 B~ 20.62 16O( ,5p + 70+ 7))L
B” +n ~16
C 0.5F
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Fig. 2: The normalized dt (left panel) and It (right panel) distributions for the spallation signal events with single through-going
muons (solid points), multiple muons (open squares), stopping muons (open triangles) and non-fitted muons (open circles),
respectively. The dt and [t distributions for corner-clipping muons are flat and are therefore not shown. Since there is no muon
tracking information for non-fitted muons, no corresponding It distribution is shown. See text for more details.

We used the spallation sample to measure the produc-

tion rates of the isotopes. Table II lists the measured

B. Production rates

major radioactive isotopes induced by the spallation at
SK with lifetimes varying from 0.016 s to 19.9 s (see Ta-~

ble I). Fitting the time distributions using discrete time



ranges simplified the procedure for extracting the initial
production rates of the spallation isotopes.

1. Fitting formula

Assuming the initial amount of i-th radioactive iso-
tope as N;, the dt spectrum can be described with the
following function:

Ni _at/r,
F(t) = Z —e /T 4 const, (1)

%

where 7; is the lifetime of the i-th radioactive isotope
and const is the expected number of accidental events,
which give a flat time distribution. We can obtain each
N; value by fitting the experimental dt spectrum with
the function.

2.  Fits to sub-time ranges

Since the lifetimes of the isotopes differ significantly,
we can divide the full time range into four parts and ob-
tain IV;’s which can then be used as initial values for the
final fit to the full time range. The sub-time ranges given
below are arranged according to the fitting sequence.

(I) Time range from 50 us to 0.1 s: i = B and '2N.
(IT) Time range (6—30) s: i = *N and '!Be.

(III) Time range (0.1-0.8) s: i = °Li, ®He/?C and
8Li/®B by fixing the N;’s of 2B, 12N, 16N and ' Be
obtained above. Since the N; of 8He could not be
decoupled from that of ?C due to their similar life-
times as shown in Table I, only the sum of both
with an equal fraction was fitted. The same treat-
ment was also applied to 8Li and ®B.

(IV) Time range (0.8—6) s: i = N;’s of °C and 6N
were obtained by fixing the N; of 8Li/®B obtained
from the measurement in the range of 0.1—0.8 s.

3. Fit to full time range

After all the initial N;’s of radioactive isotopes were
obtained from the separated time distributions, they were
used as inputs to a fit to the full time range, where the
N;’s of the isotopes were completely free. Fig. 3 shows
the fit result with parameters for the nine isotopes and
a parameter for the accidental background. The x?/ndf
was 5,167.7/4,991, corresponding to a p—value of 4.0%.
To further illustrate the fit quality, we also show the fit
residual (data — fit) in Fig. 3. The result is gaussian
distributed around zero. The small p—value was due to
the fact that some points have large statistical deviation
as shown in Fig. 3 (right panel).

4. Production rates

With the fitted IV; for each isotope, the corresponding
production rate R; was calculated by
N;
FV-T-¢’ 2)
where F'V is the effective fiducial mass, which was 22.5
kton. ¢; is the selection efficiency, including the contri-
bution from the first reduction, energy cut and [t cut, for
the i-th radioactive isotope. The first reduction efficiency
varies by 0.5% across the fiducial volume, the energy cut
by 4%, and the It cut by 5%. The summary is listed in Ta-
ble II. T is the live time. Table II lists the measured R;’s
of radioactive isotopes over the entire energy spectrum.
The R; of °Li was found to be strongly anti-correlated
with both ®He and ?C due to their similar lifetimes. This
issue can be addressed by applying the neutron tagging
method described in Section V, since both ?C and 8He
are unlikely to produce a neutron, especially if the energy
is greater than 7.5 MeV [23]. The relative fractions of *B
and 8Li could affect the fit; however the R; of 8B and
8Li could not be decoupled due to their similar lifetimes
and endpoint energies (~13 MeV for 8Li and ~14 MeV
for 8B). In the fit, the fractions of ®B and 8Li were as-
sumed to be equal. By changing the relative fraction of
811 from 0 to 1, the differences in the R;’s were calculated

and were included in the systematic uncertainty.

R;

TABLE II: The measured production rates (R;) over the en-
tire energy spectrum for spallation-induced radioactive iso-
topes using the fit in the full time range. The first column lists
the names of radioactive isotopes, the second column lists the
selection efficiency e€;, and the third column lists the produc-
tion rates of radioactive isotopes from the fit. The first and
second uncertainties in R; represent the statistical and the
systematic uncertainties, respectively. The systematic uncer-
tainties include contributions from the data reduction and the
maximum deviation of rates observed by changing the rela-
tive fraction of ®Li from 0 to 1. The fitted rates of *He/°C,
HBe and °C are consistent with zero, so we set upper limits
at 90% confidence level (C.L.).

Radioactive isotope € R; (ktonfldayfl)
2B 45.5% 19.840.1+1.0
12N 56.2% 2.840.140.1
16N 45.0% 39.74+3.3+2.8
1Be 38.1% <16.9

914 39.2% 0.940.34+0.3
8He/°C 22.2%, 50.2% <1.4
8Li/*B 42.8%, 51.3%  8.3+0.3+0.3
15¢ 31.8% <6.7

V. IMPROVEMENT OF THE °Li YIELD
MEASUREMENT

The °Li 3+ n decay has the same signature as the IBD
reaction, so this irreducible cosmogenic background can
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only be statistically subtracted from the low energy IBD
sample. Therefore, a precise measurement will greatly
benefit searches for the IBD signal. As the measurement
of 9Li yield (see Section IV) had large uncertainties, we
improved it by tagging the neutrons from °Li 8+n decays
using the 2.2 MeV ~ ray emitted by the neutron capture
on hydrogen.

A. Neutron tagging

Ref. [17] introduced a neutron tagging method with a
~20% neutron detection efficiency and a ~1% probabil-
ity that a background event would be misidentified as a
neutron. This method incorporated eight separate cuts
to distinguish the 2.2 MeV ~ rays from the accidental co-
incidence of PMT noise fluctuations. As the yield of ?Li
is low compared to other spallation backgrounds (which
do not produce neutrons), this neutron capture selection
was retuned and improved to get a larger rejection of
accidental coincidence background.

1. Discriminating variables for 2.2 MeV ~’s

The PMT hits in the time range between 50 ns and
535 us after the prompt event were used to search for
the 2.2 MeV ~ rays from neutron captures. Each PMT
hit time was corrected by the time of flight (TOF) of the
photon from the vertex of the prompt event to the PMT.

(Using the prompt event vertex as an approximation for
the neutron capture vertex is reasonable since the mean
free path of a thermal neutron is similar to the vertex
resolution at 10 MeV, and it is difficult to fully recon-
struct low light yield events.) A 2.2 MeV v candidate
was required to have more than 7 hits within 10 ns.

Besides the eight variables described in Ref. [17], five
other variables were also developed as follows

(I) The mean value of the number of collected photo-
electrons for the hit distribution;

(IT) The root-mean-square (rms) of the number of col-
lected photo-electrons for the hit distribution;

(IIT) The number of PMT hits inside a 20° cone around
the sum vector of all PMT hit directions as seen
from the vertex;

(IV) The number of PMT hits with collected charge
above three photo-electrons, and

(V) The rms value of the angle between the individual
and sum of hit direction vectors.

2. Optimization of neutron tagging

To optimize the neutron tagging, we adopted the mul-
tilayer perceptron (MLP) method [25, 26]. Unlike the
previous analysis, the MLP method combined all the dis-
criminating variables into one single output variable; the



resulting accidental background level for the same accep-
tance was much lower than [17]. To train the MLP, we
defined a background sample from a random trigger data
regularly taken for the purpose of evaluating the realtime
noise level. A MC simulation of 2.2 MeV + rays with a
neutron capture time of 200 us incorporating noise from
the random trigger data served as the signal sample.

We maximized the significance defined as s/v/b where
s(b) is the signal (background) level assuming an initial
signal/noise ratio of 1. The optimal signal (background)
efficiency was found to be 9.6% (0.070%). Both values
refer to the time range from 50 ns to 535 us. Compared
with the previous neutron tagging method, this modified
method suppressed accidental background by a factor of
16 at a cost of reducing the neutron tagging efficiency by
only a factor of two. This signal efficiency €, was used
in calculating the °Li production rate.

3. Neutron Tagging Uniformity and Validation

The time variation in the accidental background level
was 23% for the period of SK-IV and was mostly due to
increasing PMT gain and noise rate. We assigned this
variation as the systematic uncertainty.

To test the neutron tagging uniformity, we subdivided
the fiducial volume into 10 bins in square of radius and
11 bins in height (for definitions, see Ref. [11]). The
variation in signal (background) efficiency was found to
be 20% (30%). The time distribution of events selected
by the neutron tagging from the random trigger data
was observed to be flat, and differs from the expected
exponential distribution from neutron captures in water.

To validate the neutron tagging efficiency as well as
its position dependence, an Am/Be source was deployed
at three different positions with Source A at the center
of the ID, Source B close to the barrel of the ID, and
Source C close to the top of the ID. More description of
the experimental setup and other details can be found
elsewhere [17, 27]. Table III lists the detailed positions
of the sources, together with a comparison between the
neutron tagging efficiency €, (Am/Be) obtained from the
Am/Be neutron source and that obtained from the MC
simulation.

TABLE III: The positions of Am/Be for Source A, B, C. The
last two columns give a comparison between the neutron tag-
ging efficiency €,(Am/Be) obtained from the Am/Be neutron
source and that obtained from the MC simulation. See text
for more details.

Source X (cm) Y (cm) Z (cm) €,(Am/Be)(%) €,(MC)(%)

A 35.3  -70.7 0. 10.1£0.2 10.2
B 35.3 -1201.9 0. 120+ 0.4 10.2
C 35.3  -70.7  1500. 11.3+04 11.3

The combined neutron capture time in water was mea-
sured to be (202.6+3.7) us, which was in good agreement

with the (204.7+0.4) us in Ref. [28]. Combining the neu-
tron tagging efficiencies of the three source positions gave
a weighted average of (10.64+0.2)%, which was compared
to the neutron tagging efficiency €, in Section V A 2.The
maximum percent difference between the optimal signal
efficiency found in Section V A 2 (9.6%) and the neutron
tagging efficiency determined using the Am/Be source
was calculated to be 10.4%. This value was used as the
overall systematic uncertainty for the neutron tagging ef-
ficiency.

B. YLi rate and yield

After validating the modified neutron capture selec-
tion, we selected °Li decay candidates with a S+4n pair
from the spallation sample with a 7.5 MeV trigger thresh-
old for the low-energy events associated with the preced-
ing muons:

(I) Triplets (u, B8, n) must pass the first reduction de-
scribed in Section IV.

(II) Events should satisfy 0.05 s < dt < 0.5 s and It <
200 cm to reject accidental coincidences and longer-
lived spallation backgrounds.

(IIT) No additional muon within 1 ms was allowed to
remove most of multiple neutron events induced by
the preceding muons.

(IV) Detected energy was required to be between 7.5 and
14.5 MeV.

1. The B energy

The lower bound of the detected energy range was lim-
ited by the trigger threshold. The live time for this sam-
ple is 998 days. In total, we observed 116 candidates for
the decay of Li. No event with multiple neutrons was
observed in these candidates. Among these candidates,
we estimated the number of events without neutrons to
be 38.2 with the total 54,963 3 events scaled by the ac-
cidental background level of 0.070% introduced by the
neutron tagging (see Section V A2). This approxima-
tive calculation neglected the small component from the
9Li B4+n decays in the 8 event sample. We also treated
the spectrum for the accidental background in the same
manner. Fig. 4 shows the detected 8 energy spectrum
for all the °Li 8+n decay candidates. Also shown are
the expected spectrum from the sum of both the signal
and accidental background spectra. The observed and
the expected spectra were consistent within the uncer-
tainties. We found a clear event excess compared with
the background-only scenario (points over the shaded ar-
eas with dotted line). The number of °Li 8+n decay
events was estimated to be (77.8 & 10.8) events, which
was obtained by subtracting the estimated number of
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events without neutrons from the number of ?Li candi-
dates. The systematic uncertainty due to the acciden-
tal background estimate was evaluated to be 8.8 events,
which gave a relative difference of 11.2%.

2. The neutron capture time

As a cross check to the background estimate given
above, we studied the neutron capture time from the
time difference between the 8 and the 2.2 MeV + for the
9Li B4n decay candidates. A fit with a fixed neutron
capture time at 200 us and a free background level was
performed to the distribution of time differences, giving
a fitted background of 55.6 &+ 16.7 events which agreed
with the estimate given in Section V B 1 within one stan-
dard deviation. As shown in Fig. 5, we also conducted
an unbinned maximum likelihood fit with an exponential
plus a constant background estimate (see Section VB1).
The fitted capture time was (281.2+77.5) us, which was
consistent with the expectation, indicating that events
with 8+n pairs were observed.

3. The °Li lifetime

Another cross check was the Li lifetime, which was de-
fined by the time difference between the preceding muon
and the 8 for the °Li f+n decay candidates. Fig. 6 shows
the °Li lifetime distribution. All the accidental back-
ground sources were understood to be from 2B, 2N,
150, 8Li/8B, 1N, 1Be and 8He/?C decays together with
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Fig. 5: The distribution of time differences between the 8 and
the 2.2 MeV ~ for the °Li 84+n decay candidates (points).
The solid line shows the fit result, while the shaded region
represents the expected backgrounds without neutrons.

the °Li 8 decay without a neutron. We calculated the
number of events for each background source based on
R; from Table II using

Ny=R; FV-T-e, (3)

where T is the live time of the data. €, is the remaining
background level after the first reduction, dt cut, It cut,
energy cut and neutron tagging cut. The quantities of
the variables in Eq. (3) can be found in Table IV. The

TABLE IV: The quantities of the variables in Eq. (3).

Radioactive isotope € Ny
Liw/on 1.1x107% 2.3
2B 3.5x107° 15.6
2N 1.4x107% 0.9
ele 7.8x107% 0.6
5Li/®*B 5.3x107°% 9.9
16N 52x107°% 4.6
1 RBe 3.1x107°% 0.4
8He/°C 3.9x107° 0.4
Total - 34.7

total number of 34.7 expected events from the eight back-
ground sources given in Table IV was in good agreement
with the estimate given in Section V B 1. Fixing the life-
times of background isotopes listed in Table I and their
expected events given in Table IV, we performed a one-
parameter fit to the lifetime distribution (dt) with eight
exponentials. The fitted lifetime of °Li was (0.23 4 0.06)
s, which was also in good agreement with the expected
0.26 s. This indicated that the °Li events were observed
via the neutron tagging method at SK-IV.
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We noted that the cosmic-ray muon induced ®He
also has a +n decay mode with a branching ratio of
~16% [16]. However, the fraction of 3 from the ®He 8+n
decays above the trigger threshold was <1%, and thus
was ignored. The contribution of muon-induced ?C was
also ignored because there is no neutron produced in this
decay.

4. 9Li production rate

After performing cross checks using both the neutron
capture time and °Li lifetime distributions, we calculated
the rate using

Noy;
FV-BR-T-eop;’

Rop; = (4)
where Nop; is the number of °Li decay events in Sec-
tion VB1, BR = 50.8% is the branching ratio for the
9Li B+n decay mode [16]. ey, is the efficiency, includ-
ing 16.3% for the fraction of electrons above the trigger
threshold from the ?Li 84-n decays; 4.9% for the first re-
duction, dt and It cuts, and neutron tagging cuts. The
9Li production rate was finally measured to be

Ror; = (0.86 £ 0.1241a1.) kton 'day ' (5)
5. Systematic uncertainties

The systematic uncertainties are summarized in Ta-
ble V. The uncertainties on the live time calculation and
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the efficiency of first reduction were taken from Ref. [12].
Since the precision of the time measurements is much
better than the uncertainty of the °Li lifetime, the un-
certainty on the dt cut was ignored. As for the It cut,
the efficiency varies for different muon classes due to their
different It distributions as already shown in Fig. 2. In
particular, the [t distribution of multiple muons is much
wider than the others. According to the theory [14], all
the spallation isotopes including °Li were made in muon
showers. In addition to the systematic study in Sec-
tion IV A 3, we studied the production rate specifically
for the multiple muon events. We observed that about
40% of °Li’s are indeed produced by these events. The
systematic uncertainty related to the [t cut is estimated
using data, as discussed in Section IV A 3. The system-
atic uncertainties for the neutron tagging efficiency and
the accidental background level were estimated in Sec-
tion VA3 and Section VB 1. Since we had an energy
threshold cut on the ?Li energy tail, the difference be-
tween the true and the simulated energy spectra could
vary with the water transparency, PMT gain and dark
noise, etc. These effects were taken into account in MC
simulation; the maximum relative deviation in the effi-
ciency for the energy threshold was found to be 8.0% and
assigned as the systematic uncertainty. The uncertainty
of BR was obtained from Ref. [16]. The total systematic
uncertainty was added in quadrature and was found to
be 18.1%.

TABLE V: The break down of relative systematic uncertain-
ties for the °Li measurement with the neutron tagging.

Source Systematic uncertainty
Live time 0.1%
First reduction 1.0%
It reduction 4.8%
Energy threshold 8.0%
n-tag efficiency 10.4%
Bkg. estimate 11.2%
BR 1.8%
Total 18.1%

VI. RESULTS AND DISCUSSIONS

With the quantities listed in Section III, Section IV B 4,
and Table II, the yield of the i-th radioactive isotope (Y;)
is calculated by

y, = V. (6)
Ry-p- Ly

where p is the density of water. The °Li yield measure-
ment using the neutron tagging is calculated from the °Li
production rate given in Eq. (5) and the corresponding
systematic uncertainties are listed in Table V. The mea-
sured results and a theoretical calculation are given in Ta-
ble VI. The theoretical calculation is given by Ref. [13],
which is based on the simulation code FLUKA [29, 30].
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TABLE VI: Measured spallation-induced radioactive isotope yields (Y3’s) in SK. The fitted yields of *He/?C, ' Be and '°C are
consistent with zero, so we set upper limits at 90% C.L.. The yields from a theoretical calculation [13] are shown in the third
column. KamLAND’s experimental and simulation results [2] are listed in the fourth and fifth columns, respectively. The unit

is 107" tg tem?.

Isotope Y; in water  Expected [13] Y} in scintillator [2] Expected [2]
2B 11.7£0.140.6 12 42.943.3 27.841.9

12N 1.640.140.1 1.3 1.840.4 0.7740.08

16N 23.441.941.7 18 - -

HBe <10.0 0.81 1.140.2 0.842+0.09

°Li w/o n-tag  0.540.240.2 1.9

°Li w/ n-tag 0.5140.0740.09 1.9 2.240.2 3.1640.25
*He/°C <0.9 1.1 0.740.4/3.0+£1.2  0.3240.05/1.3540.12
8Li/*B, 4.940.240.2 18.8 12.242.6/8.442.4  21.14£1.4/5.7+0.4
15c <3.9 0.82 - -

This is the first measurement of the radioactive isotope
yields produced by cosmic-ray muons in underground wa-
ter detectors. The mean values of the 2B, 12N and N
theoretical yield calculations are inside the two-sigma
confidence interval of the respective measurements. The
best-fit 12B yield is only 2.5% smaller than the calcula-
tion while the corresponding ®Li yield measurement |[2]
(see Table VI) in scintillator is 42% below expectation.
The best-fit 12N yield is 23% larger than the calcula-
tion while the corresponding ®B yield measurement in
scintillator exceeds the calculation by 47%. The best-fit
6N yield is 30% larger than the calculation, the corre-
sponding '?B yield measurement in scintillator exceeds
the calculation by 54%. The upper limit of the 8He/?C
yield is only 10% lower than the theoretical prediction
while the upper limits of 'Be and !'°C are consistent.
However, we found that the yields of the spallation eject-
ing many nucleons of the °0O into ®Li/®B and °Li are
a factor of 3.6—4.1 and 3.1—4.7 below the calculations.
There is no corresponding spallation of the '2C nucleus
in scintillator, since *Li is very short-lived, and *H and
5H do not exist. The larger discrepancy could be owed
to the spallation ejecting many nucleons, or a feature of
the m-initiated reaction. While scintillator measurements
show agreement for those isotopes within a factor of two,
isotopes produced by spallation ejecting many nucleons
of 12C are not measured. We also note that the two dif-
ferent measurements on the Li yield in SK are in good
agreement, and the one with neutron tagging is better
because of the strong background suppression.

Since the production rates of the radioactive iso-
topes depend on a power law of the muon energy [2],
the measured yields, especially the °Li yield, can
be directly applied to the evaluation of the spalla-
tion background in SK and future experiments, such
as the Super-Kamiokande gadolinium project (SuperK-
Gd) [41], Hyper-Kamiokande [5], etc.

In SuperK-Gd, the neutron tagging efficiency will be
increased to about 80% (90% capture and 90% recon-
struction efficiencies) when 0.2% of Gds(SO4)3 by mass
is added into the SK water. Assuming 80% IBD detec-
tion efficiency, we expect 0.5—8.1 SRN signal events /22.5

kton/year in 9.5—29.5 MeV positron kinetic energy range
for various theoretical models [31-40]. From our mea-
surement on the °Li yield, assuming 80% neutron tag-
ging efficiency and 0.5% probability of the muon-induced
9Li event leakage after the spallation cuts, the expected
background events from the cosmogenic °Li would be-
come 0.5 + 0.1 + 0.2 events/22.5 kton/year in the same
energy window.

Furthermore, as the spectral shapes of the °Li back-
ground and the SRN signal differ — most of the ?Li events
are found in the bottom three 1 MeV bins, while the
predicted SRN spectra are much flatter — the signal to
noise ratio can be significantly optimized by adjusting the
lower edge of the allowed energy range upward slightly.
Such an energy cut will also serve to shield against oc-
casional highly upward-fluctuated reactor anti-neutrinos.
The study presented herein therefore demonstrates for
the first time that spallation-induced °Li will have a neg-
ligible effect on SuperK-Gd’s SRN search.

VII. SUMMARY

In summary, the first measurement of the yields of ra-
dioactive isotopes produced by cosmic-ray muons in an
underground water Cherenkov detector was performed
using time distributions in SK-IV data. The path-length
distribution of cosmic-ray muons, the relative time and
distance distributions between parent muons and daugh-
ter isotopes, the energy distribution of Li S+n decays,
and so on are expected to facilitate further insights into
the mechanism of spallation in water, which should be
useful in developing a more practically powerful tool to
reject cosmogenic backgrounds in solar, reactor and su-
pernova relic neutrino experiments. Finally, the yield of
9Li was more precisely measured by tagging neutrons.
This information regarding an important potential back-
ground source could aid in the design and optimization
of future water Cherenkov detectors that aim to search
for SRNs. Agreement of the data with theoretical calcu-
lations is in general much better in water than in scintil-
lator; only those isotopes produced as a result of ejecting



many nucleons of 10 significantly deviate - by about a
factor of four - from predictions.
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