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We present a first analysis of parton-to-pion fragmentation functions at next-to-next-to-leading
order accuracy in QCD based on single-inclusive pion production in electron-positron annihilation.
Special emphasis is put on the technical details necessary to perform the QCD scale evolution and
cross section calculation in Mellin moment space. We demonstrate how the description of the data
and the theoretical uncertainties are improved when next-to-next-to-leading order QCD corrections

are included.
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I. INTRODUCTION AND MOTIVATION

Within the framework of perturbative QCD (pQCD),
cross sections may be written in terms of perturba-
tively calculable hard-scattering coeflicient functions con-
voluted with appropriate sets of non-perturbative but
universal input functions constrained by data. The un-
derlying theoretical foundations have been established
in factorization theorems [1]. In this work, we con-
sider processes with identified hadrons in the final-state,
specifically, single-inclusive electron-positron annihila-
tion (STA) eTe™ — hX, where h denotes the detected
hadron and X the remaining, unidentified hadronic rem-
nant. The information of how energetic quarks and glu-
ons that are produced in STA or other hard-scattering
processes subsequently hadronize is encoded in non-
perturbative parton-to-hadron fragmentation functions
(FFs) [2]. When considering scattering processes involv-
ing also hadrons in the initial-state, parton distributions
functions (PDFs), the space-like counterparts of FFs,
need to be considered as well.

A reliable quantitative description of inclusive hadron
yields within pQCD crucially depends on the precise
knowledge of FFs and their uncertainties. In general,
these functions are obtained from data through global
QCD analyses of certain reference processes [3—8]. Here,
SIA data are of utmost importance, similar to the sin-
gular role played by deep-inelastic scattering (DIS) mea-
surements in determinations of PDFs. Recently, results
from the BELLE [9] and BABAR [10] collaborations have
complemented the existing suite of SIA data mainly from
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the CERN-LEP experiments taken at a center-of-mass
system (c.m.s.) energy of VS = 91.2GeV. Thanks to
the unprecedented precision of the new data sets, where
the statistical uncertainties are mainly at the sub-percent
level despite their fine binning, and the lower /S, global
QCD analyses can now utilize the energy dependence
of the STA data in the range from about 10.5 GeV to
91.2GeV [8] to extract FFs also from scaling violations,
a key prediction of pQCD.

In order to match the increasing precision of the ex-
perimental data sets, the theoretical framework needs to
be advanced as well. So far, all global fits of FFs [3-§]
were carried out at most at next-to-leading order (NLO)
accuracy with still rather sizable theoretical uncertain-
ties due to the truncation of the perturbative series. In
this work, we present for the first time an analysis of STA
data at next-to-next-to-leading order (NNLO) in QCD, a
level already routinely accomplished in current PDF sets
[11] and needed for precision CERN-LHC phenomenol-
ogy. To reach full NNLO accuracy also for FFs, one first
of all needs to include the two-loop coefficient functions
for SIA given in Ref. [12-15]. In addition, the FFs exhibit
a factorization scale dependence that can be calculated
within pQCD and which is governed by a set of coupled
equations analogous to the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) evolution equations for PDFs.
The required three-loop evolution kernels at O(a?) in the
strong coupling can be found in Ref. [16].

In our phenomenological study of SIA data in terms of
FFs, we adopt the technical framework used in the DSS
global analyses [6-8] which we extend to NNLO accuracy.
As we shall discuss in some detail below, we apply effi-
cient Mellin space techniques in order to both solve the
evolution equations and compute the SIA cross section
at NNLO. As it turns out, the numerical implementation
of the Mellin inverse transformation, needed to compare



to data, requires special attention in case of the time-like
scale evolution of FFs. We perform global fits to SIA
data at leading order (LO), NLO, and NNLO accuracy
to demonstrate the anticipated reduction in theoretical
uncertainties inherent to the truncation of the perturba-
tive calculation at a given fixed order in as;. We also
outline how the quality of the fit gradually improves by
including higher order terms in the global analysis. We
note that first reference results for the scale evolution
of FFs at O(a?) were obtained in [17] with which we
compare. For the time being, we refrain from including
other sources of hadron production data used in the DSS
global analyses at NLO accuracy [6-8], hadron multiplici-
ties in semi-inclusive DIS and high transverse momentum
hadron production in proton-proton collisions, due to the
lack of corresponding NNLO partonic cross sections. As
a consequence, our fits will use less free parameters than
in the DSS global analyses.

The remainder of the paper is organized as follows:
in the next Section, we outline all the necessary tech-
nical ingredients for the extension of the pQCD frame-
work for STA to NNLO, specifically, those related to the
proper Mellin space implementation and the Mellin in-
verse transformation. In Sec. III, we briefly recall the
DSS global analysis framework and discuss the results of
our fits of SIA data up to NNLO accuracy. In partic-
ular, we demonstrate the reduction of the scale uncer-
tainty when increasing the perturbative order from LO
and NLO to NNLO. In addition, we compare the result-
ing fragmentation functions to those obtained by DSS
[8] and Kretzer [3]. We summarize our main results in
Sec. IV, where we also discuss potential further improve-
ments of the presented analysis framework for fragmen-
tation functions.

II. SEMI-INCLUSIVE ete” ANNIHILATION UP
TO NNLO ACCURACY

In this Section we review the necessary technical as-
pects to compute SIA cross sections up to NNLO accu-
racy. Special emphasis is put on the transformation from
momentum to Mellin moment space and the additional
subtleties appearing beyond NLO. To set the stage, we
first recall in Sec. IT A the general structure of the SIA
cross section. Next, we discuss some relevant features
of the NNLO coefficient functions. In Sec. IIB we re-
view the time-like evolution equations at NNLO and their
truncated and iterated solutions, which we shall compare
numerically in Sec. III. Section IIC is devoted to a de-
tailed discussion of the numerical implementation of the
Mellin space expressions and the proper choice of contour
for the Mellin inverse transformation. We will also com-
pare to the results of the MELA evolution code presented
in Ref. [17].

A. Cross Section and Coefficient Functions

We consider the STA process ete™ — v/Z — hX me-
diated by an intermediate virtual photon v or Z boson
at a c.m.s. energy v/S, more specifically, hadron multi-
plicities defined as

1 doh 1 [dok doh
[_T _L} (1)

Otot dz  Oior | dz dz
Since we have already integrated over the scattering angle
6 of the produced hadron h in (1), parity-violating inter-
ference terms vanish, and the cross section do”/dz can
be decomposed only into a transverse (T') and a longitu-
dinal (L) part, where T, L refer to the «/Z polarizations
[18]. The scaling variable z is defined in terms of the
four momenta Py, and g of the observed hadron and v/Z
boson, respectively, as

_ 2Py -q
Z = Q2 y

where Q? = ¢> = S, and reduces to the scaled hadron
energy z = 2Eh/\/§ in the eTe™ c.m.s. frame. Exper-
imental results for Eq. (1) are often given in terms of
the scaled hadron three momentum z,, = 2p,/ V'S, which
coincides with z as long as hadron mass effects are neg-
ligible.

Up to NNLO accuracy, i.e., O(a?) in the strong cou-
pling, the total hadronic cross section oyt in Eq. (1) is
given by [13, 19]

(2)

3
Ttot = UONCZég [1 +3Cr as + a? <—§C%
q
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+ N;CrTy (4 log <f—£) +16¢(3) — 22>>} ,
(3)

where 09 = 47a?/(3Q?) is the lowest order QED cross
section for ete™ — ptp~, o denotes the electromag-
netic fine structure constant, é, are the electroweak quark
charges, and N, = 3 is the number of colors. In addition,
we have introduced the usual QCD color factors Cy = 3,
Cr =4/3, and Ty = 1/2. The sum in (3) runs over Ny
active massless quark flavors. Here and throughout this
paper, we use the definition a5 = as(u%)/4m, where up
is the renormalization scale. We refrain from reproduc-
ing the well-known expressions for the electroweak quark
charges which can be found, e.g., in Ref. [13].

The NNLO QCD corrections to the transverse and lon-
gitudinal cross sections dol' /dz, k = T, L, in Eq. (1) were
calculated in [12-14]. Adopting the same notation, they
can be expressed in factorized form as a convolution of
appropriate combinations of quark and gluon fragmen-

tation functions Dlh:q) (%5 u?) and calculable coefficient



functions (Cij?ls (2,Q%/1u?):
do? Q2
d—; égg |:DS( )®C%,q <27F>
h S Q*
+ D, (z,/ﬁ) ®@Cy 4 (z, F)}
Q2
+ Z U((IO) Dﬁsﬁq(z, 1) ® Cﬁj (z, F) ,
q
(4)

where, for simplicity, we have set the renormalization
scale pur equal to the factorization scale up, ie., ur =
pr = . The symbol ® denotes the standard convolution
integral defined as

Z)z/oldx/oldyf(x)g(y)

in Eq. (4) is the total quark production cross section

), and at(gz is the cor-

They read

Factorization in

0(z—zy). (5)

o

for a given flavor ¢ at LO, O(a?
responding sum over all Ny active flavors.
USIO) = UoNCéq and O'tot = Z 0’(0).
Eq. (4) holds in general only in the presence of a hard
scale, in this case Q. Higher-twist corrections to Eq. (4),
that are suppressed by inverse powers of the hard scale,
can be usually safely neglected as long as @ is large
enough. We do not consider them in this study.

The non-perturbative but universal FFs D! (z, u?)
have a formal definition as bilocal operators [2] and
parametrize the hadronization of a massless (anti)quark
or gluon, i = q, q, g, into the observed hadron h as a func-
tion of its fractional momentum z. The fragmentation
process is assumed to be independent of any other colored
particles produced in a hard scattering. The scale de-
pendence of the FFs is calculable in pQCD and governed
by renormalization group equations similar to those for
PDFs. The SIA cross section in Eq. (4) depends on the
gluon-to-hadron FF DZ(Z, u?) and the quark singlet (S)
and non-singlet (NS) combinations that are defined as

Dbz pt) = 3 30 D4 Gwt) + D)) (6)

and

= Dy(z,4%) + Dy (2, 4%) — D§(z,1%) (7)
respectively, in terms of the quark plus antiquark FFs
Dg(z, ) + Dg(z, ©?) for each flavor q.

The corresponding i = S, NS coefficient functions in
Eq. (4) can be calculated perturbatively in pQCD as a
series in asg,

DI}\LTS,q(Z7 M2)

1 =C0 ra, Vv P+, 8)

where we have suppressed the arguments (z,Q?/u?) in
(8). Results are available up to O(a?) [12-14] which is

3

NNLO for the (C%ll\ls but formally only of NLO accu-
racy for the subleading longitudinal coefficient functions
(Ci IZ\IS The latter coefficients vanish at O(a?), and their
perturbative series is hence shifted by one power in the
strong coupling as. The situation is completely analogous
to DIS but, unlike in DIS [20], the O(a?) NNLO contri-
butions have not been calculated yet for STA. In our phe-
nomenological studies in Sec. ITI, we will therefore resort,
for the time being, to the approximation where the per-
turbative orders for (C%_ll\ls are counted as for (C;’_ll\ls, ie.,

we treat the O(a?) longitudinal coefficients as NNLO. In
that case, the gluon FFs does not contribute directly in

SIA at LO as also C ’(2 = 0, again, similar to DIS. In
addition, we note that up to NLO accuracy, the relation
(C%q = (CNE holds, which can be used to simplify Eq. (4)
as was done, e.g., in Ref. [21].

Numerically, in particular, when fitting a large num-
ber of data in a global QCD analysis, it is advantageous
to work in complex Mellin N moment space rather than
with expressions like Eq. (4) containing one or several
time-consuming convolution integrals. In general, the

Mellin transform f(N) of a function f(z) is defined by

1
FOV) = [z ). 0
0

It has the well-known property that convolutions of two
functions factorize into ordinary products, i.e., both
the transverse and longitudinal cross section dol! / dz in
Eq. (4) can be schematically written as products of
the Mellin N moments of FFs and coefficient functions,
Dlh(Na Mz) : (Ck,l(Na Q?/u2)

‘The Mellin moments of the NNLO coefficient functions
C;{,(f) in (8) were computed in both Ref. [14] and [15].
We analytically checked the consistency of the two re-
sults, which are presented using somewhat different nota-
tions, by independently calculating the Mellin moments
from scratch starting from the z-space expressions given
in Appendix C of Ref. [14]. To this end, two MATHE-
MATICA packages [22, 23] were employed. The z-space
results in [14] are given in terms of harmonic polyloga-
rithms expressed in the notation Hy,, ... m,, m; = 0,%1
introduced in [24]. Their Mellin transform can be written
in terms of harmonic sums

Z Z "Z sign(ay)®*  sign(a,)"

Sa1,~~~7an k|a1| k‘a"‘
k1=1ke=1 k,=1 n

)

(10)
where the ay are positive or negative integers, and NV is
a positive integer. The number n of a; indices indicates
the so-called depth, whereas w = >"}'_, |ax| is called the
weight of the function. At NNLO accuracy one ends up
dealing with harmonic sums of weight up to w = 4.

In order to perform the Mellin inverse transformation
to z-space along a contour in the complex N plane at
the very end, see Sec. II C below, one needs to know all
functions not only for discrete integers but for any com-
plex value of N. This is achieved by proper analytical



continuation of the harmonic sums in Eq. (10). As it
is well known [25], there is no analytical continuation
for all integer values of N due to the presence of terms
o« (=1)¥, and a choice (—1)¥ — +£1 has to be made
based on physical considerations. For instance, the ana-
lytical continuation of all the coefficient functions (Cij?ls
appearing in Eq. (4) has to correctly reproduce only even
integer N moments.

To compare our results for the Mellin moments of the
NNLO coefficients obtained with the help of the MATH-
EMATICA packages [22, 23] with those given for even val-
ues of N in [14], special care needs to be taken for factors
x S_a(N —2)/(N —2) since the zero in the denominator
for N = 2 suggests the presence of a pole. However, this
is a spurious pole as can be seen by making use of its the
integral representation [26]

1 (—2)N -1

S_2(N) =
The existence of this spurious pole for N = 2 at NNLO
is the reason for the notation adopted in [14], where the
Mellin moments of the coefficient functions are written
proportional to (N — 3) and §(N — 2), representing the
finite N — 2 limit. Note that the limit in Eq. (11) has to
be taken for even N to obtain the correct sign. This can
be made manifest by rewriting Eq. (11) in terms of the
digamma function which is defined as the derivative of
the Euler Gamma function ¢ (z) = dlog[l'(z)]/dx. The
harmonic sum in Eq. (11) then reads [27)

S-a(N) = (()NPFIN 1) - 502), (1)

where

We fully reproduce both the (N — 3) pieces and the
N — 2 limits of the NNLO coefficients (Cij\]s (N) listed
in Ref. [14]. Note that the subtleties concerning the spu-
rious pole for N = 2 first appear at the NNLO level. We
also completely agree with the results given in Ref. [15]
as long as we do not use their definitions of the functions
Ag(N), A5(N), Alg(N), A21 (N), and AQQ(N) in Eq. (14)
of [15] but, instead, define them as the Mellin transforms
of the functions gs(x), gs5(z), gis(x), g21(x), and gaa(z)
specified in the ANCONT package [27].

In our numerical code we implement the Mellin N
space expressions for the NNLO coeflicient functions in
the way as they are presented in [15]. The proper analyt-
ical continuations of all the harmonic sums and special
functions are taken from [15, 26-28]. In addition, we
are making use of some of the routines provided in the
ANCONT package [27].

B. Time-like Evolution Equations

The factorization procedure invoked in Eq. (4) intro-
duces an arbitrary scale pr which conceptually separates
the high-energy perturbative regime from the low-energy,
non-perturbative region. Both the hard coefficient func-
tions and the FFs depend on pp in such a way that at
O(a?) in pQCD any residual dependence of a physical
cross section on pp is of order O(a?*1). Similar to the
case of PDF's, this leads to a set of 2N¢+1 coupled renor-
malization group equations (RGE) governing the scale
pr dependence of the gluon and Ny quark and antiquark
FFs into a given hadron species h. Schematically, these
time-like evolution equations read

)
dn th“ Z

i,7 = q,q,9g, and where, for simplicity, we have set ugp =
pwrp = p as in Sec. ITA. The j — i splitting functions
Pj:g(z, ©?) can be calculated perturbatively as a series in
Qs,

D} (z,4%), (14)

PE=a, PO + 2PV L 2P (15)
suppressing all arguments z, 2 in (15). They are known
up to NNLO accuracy [16], i.e., O(a?), as is the case
for their space-like counterparts P [29] needed for the
scale evolution of PDFs. In fact, there is still a small
uncertainty left concerning the off-diagonal splitting ker-
nel Pq::,’@) which could not be completely determined by
the crossing relations to the space-like results employed
in [16]. Presumably, this remaining ambiguity is numeri-
cally irrelevant for all phenomenological applications; see,
however, Ref. [30] for the status of an ongoing direct cal-
culation of the NNLO time-like kernels.

To implement the time-like evolution equations (14)
numerically up to NNLO accuracy, we closely follow
the strategies and framework developed for the public,
space-like PDF evolution code PEGASUS [31]. In general,
the structure and solutions of the space-like and time-
like evolution equations are completely analogous apart
from replacing PDFs by FFs and the kernels Pg by PL
Hence, for completeness, we repeat here only the most
important aspects, in particular, those features appear-
ing for the first time at NNLO.

Instead of working directly with the system of 2Ny +1
coupled equations in (14) it is convenient to recast the
quark sector into a flavor singlet

Ny
D= (D) + D)), (16)

q

which evolves along with the gluon FF D;,

d (D%) < Pl 2NfPT> . <Dg> a7
dIn p? D} 2NfPT Py, Dy



and 2Ny — 1 non-singlet combinations

k
h,+ __ h h h h
Dy =Y Dy £ Dj) — k(Dj, £ Dj,),  (18)
=1
Ny
DIZS,UEZ(DZ_Dg)v (19)

q

reflecting the properties of the (anti)quark to (anti)quark
splitting functions and which all evolve independently. In
Eq. (18) Il=k*—1,k=1,..., Ny, and the subscripts i, k
where introduced to distinguish different quark flavors.
After the evolution is performed, the individual DZ and
D! can be recovered from Egs. (16), (18), and (19), and
any combination relevant for a cross section calculation
can be computed, such as those used in the factorized
expression for SIA given in Eq. (4).

More specifically, the three NS combinations in
Eq. (18) and (19) evolve with the following NS splitting
functions [16]

Py =PLv £ P, (20)

Py =Py + Py
respectively, and the singlet PqTq in (17) obeys

Py = Pag" + P (21)
Similarly to the space-like case, PqTq’v = Pl\?'s's = pTrs =
and Pl\%s = 0 in LO and NLO, respectively, such that
three independently evolving NS quark combinations ap-
pear for the first time at NNLO accuracy [16]. We note
that Pgés # 0 leads, for instance, to a perturbatively gen-
erated, albeit small strange-quark asymmetry for pion
FFs, ie., DT(z,pu?) — DZ(z,42) # 0, even if the input
DT and DI are symmetric; see Ref. [32] for a detailed
discussion of a similar effect in the context of PDFs.

As mentioned already, we choose to solve the set of
time-like evolution equations in Mellin N space, which
not only has the benefit of turning all integro-differential
into ordinary differential equations but also makes them
amenable to further analytical studies. Solutions of the
evolution equations in N space, as well as their numerical
implementation, are well known and were treated exten-
sively in, e.g., Ref. [31] in the space-like case relevant
for PDFs. Since the procedure for FFs is essentially the
same, we will in the following only sketch some aspects of
the solution at NNLO important for our discussions later

on. The needed NNLO kernels Pj:g’@) (N) can be found
n [16]. As for the SIA coefficient functions presented in
Sec. IT A, we have verified the expressions for Pﬁ"(z)(N )
starting from z-space and find full agreement.

We start our discussions by recalling the Mellin trans-
formed time-like evolution equations. Adopting the no-

tations used in the PEGASUS code [31], one finds

dD"(N, ay)
dag

1
as

= LR+ Y db 0| D).
k=1

(22)

where the bold characters indicate that we are dealing in
general with 2 x 2 matrix-valued equations, cf. Eq. (17).
For the NS combinations (18) and (19), Eq. (22) reduces
to a set of single partial differential equations which are
straightforward to solve, and we do not consider them
here any further.

The Ry, in (22) are defined recursively as

k
1 1
Ry=—P"O R.=_—P"® _N"pR._;, (23
0= 5, #= g P - 2 bR (29)

where PT(®)(N) is the k-th term in the perturbative ex-
pansion of the 2 x 2 matrix of singlet splitting functions,
cf. Eq. (17). In addition, b; = B;/8o with B denot-
ing the expansion coefficients of the QCD S-function; see
Ref. [33] for explicit expressions up to NNLO, i.e, (5.
Also note that Eq. (22) is now written in terms of das
rather than dlogu? used in Eq. (14). This convenient
change of variables is possible as long as factorization
and renormalization scales are related by a constant, i.e.,
MR = Kup, in numerical studies; see Ref. [31] for a de-
tailed discussion. For simplicity, we have so far only con-
sidered the case 4 = ur = pp. Expressions for k # 1
can be easily recovered both for the coefficient functions
(8) and the splitting functions (15) by re-expanding as
in powers of log(u%/u%). The general expressions are
implemented in our numerical code.

Due to the matrix-valued nature of Eq. (22), no
unique closed solution exists beyond LO. Instead, it can
be written as an expansion around the LO solution,
(as/ag) " BoN)D"(N, ag), where ag is the value of aj
at the initial scale po where the non-perturbative input
D"(N, ay) is specified from a fit to data. This expansion
reads

DN, as) = [1 + i a Uk(N)} <a_) ~Ro)

k=1 o
oo —1

x [1 +) ak Uk(N)} D"(N,ag) . (24)
k=1

The evolution matrices U, are recursively defined by the
commutation relations

k—1
[Uy,Ro] =R+ Y Ry1U;+kUy.  (25)
=1

Based on (24), it is now possible to define several solu-
tions at order N™LO which are all equivalent up to the
accuracy considered, i.e., up to subleading higher-order
terms. Any numerical differences between two different
choices should be treated as a source of theoretical un-
certainty in the determination of FFs or PDFs, and it is
expected that the inclusion of NNLO corrections reduces
this type of ambiguity as compared to NLO. We high-
light two possible solutions which we pursue further in
our phenomenological studies in Sec. III. Suppose the
perturbatively calculable quantities PT®) and B are



available up to a certain order £k = m. One possibil-
ity is to expand Eq. (24) in as and strictly keep only
terms up to a7*. This defines what is usually called the
truncated solution in Mellin moment space, and, unless
stated otherwise, will be used in all our phenomenological
applications.

However, given the iterative definition of the Ry in
Eq. (23), one may alternatively calculate the Ry and,
hence the Uy, in Eq. (25), for any k& > m from the known
results for PT*) and B up to k = m. Any higher order
PT®) and Br with k& > m are simply set to zero. Tak-
ing into account all the thus constructed Uy, in Eq. (24)
defines the so-called iterated solution. This solution is im-
portant as it mimics the results that would be obtained
by solving Eq. (14) directly in z-space by some numer-
ical iterative method. Both choices are equally valid as
they only differ by terms that are of order O(a™*1) and
are implemented in our numerical code; see Ref. [31] for
a more detailed discussion in the context of space-like
evolution equations. We shall illustrate the numerical
differences between the truncated and iterated solution
in Sec. III.

C. Numerical Implementation

We base the development of our new NNLO evolution
code for FFs on the well-tested PEGASUS package [31]
which provides different numerical solutions to the space-
like evolution of PDFs up to NNLO accuracy in Mellin
N space and the necessary routines for the subsequent
Mellin inverse transformation back to momentum space.
It also solves the RGE for the strong coupling as(u%)
in the required order in pQCD. In addition to extending
PEGASUS to handle also time-like evolution, we also add
packages to compute the SIA cross section in N-space
and to determine the parameters of the FFs at some input
scale o from a fit to existing SIA data at LO, NLO, and
NNLO accuracy.

In Sec. II B we have omitted how we deal with heavy
quark flavors, i.e., charm and bottom, in the time-like
scale evolution apart from defining the relevant 2Ny — 1
NS combinations of FFs in Egs. (18) and (19). In PECGA-
sus [31] both a fixed flavor-number scheme (FFNS) and a
variable flavor-number scheme (VFNS) evolution are im-
plemented. For the latter, matching coefficients between
the space-like evolution for Ny and Ny + 1 are provided
for both PDF's [34] and the RGE for a, [35] up to NNLO
accuracy. Similar time-like matching coefficients for FFs
are only known up to NLO and can be found in Ref. [36].
They are implemented in our evolution code. In practice,
however, all fits of FFs performed so far [3-8], have used
a different approach for the charm and bottom-to-light
hadron FFs. Once the scale p in the evolution crosses the
heavy quark pole mass () = m.p, a new non-perturbative
input distribution is introduced at that scale D", (z,m?2 )
and Ny — Ny+1. The parameters describing these inpht
distributions DZ b(z,mib) are also determined by a fit

to, usually flavor-tagged, data taken at scales p > me.
We will also adopt this non-perturbative input scheme
(NPIS) in all our phenomenological studies below. We
note that as one of the many cross-checks for our new
time-like evolution code, we have implemented the input
parameters and as(po) value of the NLO NPIS fit to SIA
data performed in Ref. [3]. We obtain an excellent nu-
merical agreement with the FFs of [3] for all z and p
values.

N Im N

FIG. 1. The dashed line represents the contour Cn in complex
N-space to perform the inverse Mellin transformation (26).
The poles of the integrand along the real axis are schemati-
cally represented by the crosses.

As the last technical issue, we would like to comment
on the numerical implementation of the Mellin inverse
transformation. To this end, one needs to perform a nu-
merical integration in complex N-space along a suitably
chosen contour Cy in order to recover expressions in z-
space which can be compared to data. In case of the STA
cross section, this transformation schematically reads

D(z)®C(z) =

= —/ ANz D(N)C(N), (26)

211 Cn
where we have omitted any scale u and flavor dependence
in Eq. (26). In practice, one chooses a tilted contour Cy
which can be parametrized in terms of a real variable z
as N = c+x€'?, see Fig. 1 for an illustration of the path
and Ref. [31] for more details. To ensure that the value
of the integral is independent of Cp, ¢ has to be to the
right of the rightmost pole of the integrand, which, in our
case, are all located along the real axis. An exponential
dampening of the integrand in (26) is achieved for © >
¢ > m/2, resulting in a smaller upper integration limit
Tmax Sufficient for a numerically stable result.

However, extra care needs to be taken in choosing ac-
tual values for both ¢ and ¢ beyond the requirements just
outlined. As it turns out, the standard choice, ¢ = 1.9
and ¢ = 3/4, made for the PDF evolution in PEGA-
SUs cannot be used in the time-like case. This is due to
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FIG. 2. The value of the real part of K12 in Eq. (27) in a
region of the complex N plane for both the evolution of FFs
(upper panel) and PDFs (lower panel). The lines correspond
to three different integration contours Cy in (26). Ci is the
default choice in the PEGASUS package [31]; see text.

the fact that the time-like kernels P7(z) are more singu-
lar than their space-like counterparts P°(x) in the limit
z,x — 0. At NLO accuracy, one finds, for instance, that
P_gj(l)(z) o log?(2)/z [16] whereas ng(l)(x) x 1/z [29].
In Mellin space this behavior translates into oc 1/(N—1)3
and o« 1/(N — 1), respectively, i.e., a leading singu-
larity at N = 1. To order N™LO this generalizes to
P (m)(N) o 1/(N —1)m+1) [37] whereas in the space-
like case only one additional power of 1/(N — 1) appears
in each order [38]. As a result, the function that is inte-
grated in Eq. (26) has potentially much stronger oscilla-
tions in the vicinity of the pole N = 1 than for the cor-
responding Mellin inverse transformations for space-like
PDF's and observables, and achieving numerical conver-
gence becomes considerably more delicate.

To illustrate this issue further, we schematically write
the general solution in Eq. (24) as

K:Clrl(aS? ag, N) K::1T2(a87 ap, N)

D"(N,a,) = . .
K31 (as, a0, N) Kaa(as,ao, N)

)Dh(N7a0)7

(27)
where the K7, denote the entries of the 2 x 2 time-like
evolution matrix on the right-hand-side of (24). A similar
equation can be written down for the evolution of PDFs.

In Fig. 2 we show a comparison of the real part of the
NLO singlet evolution kernel Re{K7;°} for the truncated
solution for both the evolution of FFs (upper panel) and
PDFs (lower panel) in the relevant section of the complex
N plane. As an illustrative example, we have chosen
pg =1 GeV? and p? = 110 GeV?, the scale relevant
for BELLE and BABAR, in Eq. (27). The line labeled as
Cy represents the standard contour Cn implemented in
PEGAsUS [31], and Ca 3 are two alternative choices.

As can be seen from the upper panel of Fig. 2, the
contour C; with ¢ = 1.9 and ¢ = 3/4 goes through a
region of strong numerical oscillations of Re{K%,} and,
as a consequence, yields numerically unstable results for
the integral in Eq. (26). Hence, in our code we need to
choose either a different angle, e.g., = 2/3 asin Cs, or a
different value of ¢, such as ¢ = 2.5 adopted in C3. Both
choices lead to numerically stable and identical results
for the Mellin inverse transformation in Eq. (26) for all
practical purposes. Figure 2 also shows that no such issue
appears for the evolution of PDF's because of the weaker
N =1 singularity than in the time-like case.

Finally, we compare the results of our time-like evolu-
tion code with those obtained with the publicly available
MELA [17] package, where also tables of benchmark num-
bers are given corresponding to input FFs taken from the
fit in Ref. [5]; cf. Eq. (3.3) in [17]. Using the same input
FFs, we were not able to directly reproduce their bench-
mark results as generated “out of the box” from the down-
loadable script. Instead, some minor modifications had
to be made to the MELA source code in order to achieve
a satisfactory level of agreement with our results. Firstly,
the RGE for as(ug) is always solved exactly in our code
by means of a fourth order Runge-Kutta integration [39]
(as taken from the PEGASUS package [31]), whereas in
MELA an approximate, expanded solution is utilized for
the truncated solution of Eq. (24). Secondly, as far as
we can tell, the favored and unfavored down-quark FFs
for positively charged pions, D7 and Dj, respectively,
used in generating the benchmarking tables are appar-
ently interchanged by mistake in their input file. After
these small modifications are made, we achieve perfect
numerical agreement with differences of less than 0.01%
for both the truncated and iterated solution using the
FEFNS with Ny = 3 or the VFNS.

IIT. PHENOMENOLOGICAL APPLICATIONS

As a first application of our time-like evolution package
presented in Sec. II, we will perform a fit to the available
SIA data with identified pions up to NNLO accuracy in
Sec. IITA. The obtained sets of LO, NLO, and NNLO
pion FFs will be used in Sec. IIIB to demonstrate the
relevance of the NNLO corrections to the STA cross sec-
tion and to estimate the residual theoretical uncertainties
due to variations of the factorization scale in each order
or to the choice of a truncated or iterated variant of the
solution to the evolution equations given in (24).



A. Fit of Pion FFs up to NNLO Accuracy

Since full NNLO corrections are only available for a
rather limited set of hard scattering processes, we have
to restrict our first analysis of FFs at NNLO accuracy
to data obtained in STA for the time being. In addition,
we focus solely on pion production where data are most
abundant and precise. In any case, the main interest of
this work are the general features of NNLO corrections
rather than to provide a new set of FFs.

To facilitate the fitting procedure, we closely follow the
framework outlined and used in the series of DSS global
QCD analyses of parton-to-pion FFs at NLO accuracy
[6-8]. Specifically, we adopt the same flexible functional
form

N2 (1= 2)P[1 + 3(1 = 2)7]
B2+ a;, i + 1] + viB[2 + «;, fi + §; + 1]
(28)
to parametrize the non-perturbative input FFs for
charged pions at a scale o in the MS scheme. Here,
Bla,b] is the Euler Beta function used to normalize the
parameter N; in (28) for each flavor i to its contribu-
tion to the energy-momentum sum rule. In addition to
the gluon i = g, we only consider FFs for the sum of a
quark and an antiquark of a given flavor 4, i.e., i = u+ 1,
d+d, s+5, c+¢ and b+ b, since SIA is only sensitive
to ¢ + ¢ flavor combinations as can be already inferred
from Eq. (4). Also, since all hadrons in SIA originate
from the initially produced ¢ pair, the rates for 7+ and
m~ are the same, and data for charged pions are usually
presented for the sum do™ = do™ +do™ .
We assume charge conjugation and isospin symmetry

and impose D, ; = D} ;asis also suggested by the

flavor composition of 7F. We note that a recent global
QCD analysis of pion FFs at NLO accuracy based on
STIA, SIDIS, and pp data [8] finds a breaking of this sym-
metry of less than 0.5%. Beyond that, we are forced
to fix certain parameters in our ansatz (28) as they
cannot be constrained by data. More specifically, we
set asys = Quia, Bsts = Puta + Outa, and By = 8.
In addition, g ¢+4s,c4c = 0 and vgsysc+c = 0. For
light quark flavors and the gluon, we choose an initial
scale of g = 1 GeV. As in all previous fits [3-8], the
charm and bottom-to-pion FFs are treated as a non-
perturbative input and are turned on discontinuously at
p§ = me = 1.4 GeV and pf = mp = 4.75 GeV, respec-
tively. Their parameters are essentially determined by
charm and bottom flavor-tagged SIA data. In case of

D{:I—), a good fit is only achieved with the full functional
form (28) using all five parameters, whereas for charm
only three free parameters are needed. Since the heavy
quark masses are neglected throughout in the NPIS, ngé

+ . .
and D;’H—7 should be only used in cross sections such as

Eq. (4) at scales well beyond their partonic thresholds
= 2m, and p = 2my, respectively.
The remaining 16 free parameters are determined by

ﬂ.+
D; (Zhu(z)) =

TABLE I. Parameters describing our optimum LO, NLO, and
NNLO Df+ (2, po) in Eq. (28) at the input scale pg = 1 GeV.
Results for the charm and bottom FF's refer to the scale ug =
me = 1.4 GeV and uf = my, = 4.75 GeV, respectively. The
parameters given in italics are fixed by as+s = Qu+ta, Bs+5 =
Buta + duta, and By = 8 but are listed for completeness.

parameter LO NLO NNLO
Nuta 0.735 0.572 0.579
Quta -0.371 -0.705 -0.913
Buta 0.953 0.816 0.865
Yu+a 8.123 5.553 4.062
Outa 3.854 1.968 1.775
N5 0.243 0.135 0.271
Qst5 -0.371 -0.705 -0.913
Bs+s 4.807 2.78 2.640
Ny 0.273 0.211 0.174
Qg 2.414 2.210 1.595
By 8.000 8.000 8.000
Neie 0.405 0.302 0.338
Qete -0.164 -0.026 -0.233
Bere 5.114 6.862 6.564
Nots 0.462 0.405 0.445
Wyih -0.090 -0.411 -0.695
Bois 4.301 4.039 3.681
Yo+ 24.85 15.80 11.22
Spih 12.25 11.27 9.908

a standard x? minimization procedure as described, for
instance, in Ref. [8]. They are listed in Tab. I for our LO,
NLO, and NNLO sets of pion FFs. For each set of exper-
imental data we determine the optimum normalization
shift analytically and assign an additional contribution
to x? according to the quoted experimental uncertain-
ties; see, e.g., Eq. (5) in Ref. [8] for details.

Our fits are performed to the following sets of inclu-
sive and flavor-tagged SIA data with identified pions:
SLD [40], ALEPH [41], DELPHI [42], and OPAL [43], all
taken at a c.m.s. energy of VS = 91.2 GeV, Tprc [44]
at VS = 29 GeV, and BABAR [10] and BELLE [9] both
at VS = 10.5 GeV. The SLD, DELPHI and TPC experi-
ments not only provide inclusive STA measurements but
also uds, charm and bottom-tagged data. All these sets
were also used in the recent global analysis presented in
Ref. [8].

As is customary [3-8], we do not include any data be-
low a certain zyi, in the fit where finite, but neglected
hadron mass effects oc M, /(22%5) might become rele-
vant [45], and potentially large logarithmic contributions
x log z, briefly mentioned in Sec. IIC, need to be re-
sumed to all orders [37, 46, 47]. For all our fits, we
choose zpin = 0.075. In addition, we employ an up-
per cut of z < zpax = 0.95. In this region threshold
logarithms o log(l — z) in the coefficient functions are
expected to become increasingly relevant, and, again,
all-order resummations are needed [45, 48]. Resumma-
tions are rather straightforward to implement in Mellin
N-space, and, hence, we plan to extend our code fur-



TABLE II. The individual y?-values and number of points for
each inclusive and flavor-tagged data set included in our fits
at LO, NLO, and NNLO accuracy. At the bottom, we list the
total y?-penalty from the normalization shifts and the total
x2for each fit.

experiment data # data X2
type in fit LO NLO NNLO
SLD [40] incl. 23 15.0 14.8 15.5
uds tag 14 9.7 18.7 18.8
c tag 14 10.4 21.0 20.4
b tag 14 5.9 7.1 8.4
ALEPH [41] incl. 17 19.2 12.8 12.6
DELPHI [42] incl. 15 7.4 9.0 9.9
uds tag 15 8.3 3.8 4.3
b tag 15 8.5 4.5 4.0
OpraL [43] incl. 13 8.9 4.9 4.8
Trc [44] incl. 13 5.3 6.0 6.9
uds tag 6 1.9 2.1 1.7
c tag 6 4.0 4.5 4.1
b tag 6 8.6 8.8 8.6
BABAR [10] incl. 41 108.7  54.3 37.1
BELLE [9] incl. 76 11.8 10.9 11.0
NORM. SHIFTS 7.4 6.8 7.1
TOTAL: 288 241.0 190.0 175.2

ther by including them based on the knowledge that can
be gathered from all the available fixed order results at
NNLO accuracy for both z — 0 and z — 1 in a dedicated
future work.

We note that we are not fitting the initial value as at
some reference scale in order to solve the RGE governing
the running of the strong coupling but rather adopt the
following boundary conditions as(Mz) = 0.135 at LO,
as(Mz) = 0.120 at NLO, and a,s(Mz) = 0.118 at NNLO
accuracy from the recent MMHT global analysis of PDFs;
see the first reference in [11].

Table II and Fig. 3 illustrate the quality of our fits
to STA data at LO, NLO, and NNLO accuracy in terms
of the individual y2-values obtained for each experiment
and the quantity “[data-theory]/theory”, respectively.
The total y2-penalty originating from the normalization
shifts applied to each data set can be also found at the
bottom of Tab. II. It turns out to be small, about 7
units, and is largely independent of the perturbative or-
der. Upon applying the cuts on the z-range discussed
above, a total of 288 data points remains for the fitting
procedure and to determine the 16 free parameters de-
scribing our parton-to-pion FFs Df+ (z, o) in Eq. (28).
All fits yield a very good x? per degree of freedom (d.o.f.)
ranging from 0.89 in LO to 0.64 at NNLO accuracy. We
note, however, that the x2/d.o.f. would deteriorate very
significantly if the number of free fit parameters would
be reduced further by setting, for instance, v,4+z = 0 or
Yo+b = 0-

As can be seen from Tab. IT and Fig. 3, nearly all STA
data sets can be described equally well in LO, NLO, and
NNLO accuracy with just a few exceptions, most notably
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the BABAR data [10] taken at the smallest v/S which
drive the differences found in the total x?-values of the
three fits. Here, the inclusion of higher order corrections
progressively leads to better fits. A closer inspection re-
veals that the larger x? at LO, and also at NLO, stems
from the data points corresponding to the lowest z val-
ues included in the fit, i.e., 0.075 < z < 0.12; note that
the BELLE Collaboration does not provide any data be-
low z = 0.2. This result is readily understood from the
fact that calculations at higher orders contain more of
the numerically important small z enhancements  log z
mentioned above, i.e., are closer to an all-order result.
From the observation that calculations at NNLO accu-
racy provide a significantly better description of data at
small z, one can anticipate that including all-order re-
summations into the analysis framework would eventu-
ally further extend the range of z amenable to pQCD.
We will investigate this quantitatively in a future pub-
lication. The neglected hadron mass is another source
of potentially large corrections at small z and/or VS.
In Ref. [45] it was shown, however, that hadron mass
terms are relatively small for pion production in STA in
the kinematic regime relevant for the BABAR data. We
also wish to recall that BABAR provides their data in
two variants called “conventional” and “prompt”, differ-
ing by the treatment of weak decays into pions in their
event sample [10]. As in the recent global NLO analysis
[8], our results are based on the latter set. We have veri-
fied that a decent fit to all SIA data can be also obtained
when the “conventional” data are used instead but at
the expense of a less favorable total x2, e.g., 236.4 rather
than 190.0 units at NLO, and, more importantly, for un-
desirable corners of the parameter space describing the
Df+ (z, o) in Eq. (28). For instance, the u + @ fragmen-
tation tends to saturate the energy-momentum sum rule,
which is summed over all hadrons, already for pions.
Table IT and Fig. 3 also reveal that some flavor-tagged
data from SLD can be described best at LO but at the ex-
pense of larger y2-values for inclusive ALEPH and OPAL
data. In general, the NLO and NNLO results are very
similar for all data sets used in the fits except, as just
discussed, for a few points from BABAR at small z. This
observation also carries over to the obtained FFs at NLO
and NNLO accuracy, in particular, those flavor combina-
tions which are constrained best by the STA data alone.
Figure 4 shows our fitted LO, NLO, and NNLO
DZTr+ (z,Q%) at Q% = 10GeV? for i = u+ 14, s + 5, g, and
the flavor singlet combination in (16) for Ny = 4. As a
comparison with previous NLO results, we consider the
most recent global analysis of the DSS group [8], based
on the same set of SIA data plus SIDIS and pp data,
and the old fit by Kretzer [3]. The latter still provides
a good description of all pion data, including those from
SIDIS and pp, despite making use of only a small subset
of the STA data listed in Tab. II comprising SLD [40],
ALEPH [41], and Tpc [44]. To illustrate how the current
experimental uncertainties typically propagate to the ex-
traction of parton-to-pion FFs, we also show in Fig. 4 the
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FIG. 3. Ratios for [data-theory]/theory for our LO (dot-dashed), NLO (dashed), and NNLO (solid lines) fits computed with the
scale . = @ for the data sets listed in Tab. II. The shaded bands illustrate the remaining scale ambiguity at NNLO accuracy
in the range @/2 < p < 2Q. The points along the zero axis indicate the relative experimental uncertainty.

90% confidence level (C.L.) estimates of the latest DSS
global QCD fit (shaded bands). As was already men-
tioned, we refrain from providing uncertainty bands for
our fits as SIA data alone are not sufficient for providing
a reliable estimate due to the assumptions one has to im-
pose on the parameter space describing the DZTr+ (z, o)
in Eq. (28).

From Fig. 4 one can make the following observations:
the quantity which is known to be constrained best by
the SIA data alone [3-8], the flavor singlet combination
Dg defined in Eq. (16), is very similar for all the NLO
results, DSS, Kretzer, and our fit, in particular, for z 2
0.1. The fact that also the singlet FF determined at
NNLO accuracy is close to the NLO results gives some
indication that NNLO corrections do not seem to alter
results obtained at NLO accuracy too much. A similar
level of agreement for Dg+ is found also at other scales,
for instance, y = M.

Breaking up the singlet into FFs for individual quark
flavors depends on the assumptions made in the fit, in-
cluding such details as the choice for zy;,. Therefore, it is
not too surprising that one finds some differences between

at

the various fits shown in Fig. 4 for the favored D7, ; and

the unfavored Dﬂg, with the latter FF, of course, being
considerably less well constrained by data than the for-
mer. Another FF which is only loosely constrained by a
fit to solely STA data is the gluon D’gr+, which, despite the
different assumptions, agrees rather well among all fits.
Finally, one notices that for a LO fit both the singlet and
the favored FFs, Dg+ and ngrﬂ, respectively, are sig-
nificantly larger than the corresponding NLO estimates.
In general, we find that in order to achieve a good fit to
SIA data at LO accuracy, some of the parameters listed
in Tab. I tend to approach extreme values, for instance,
the u + u fragmentation saturates most of the energy-
momentum sum rule already for pions. In any case, LO
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FIG. 4. Comparison of our LO, NLO, and NNLO FFs DZ’+ (2,Q%) at Q> = 10GeV? for i = u + @, s + 5, g, and the flavor
singlet combination in (16) for Ny = 4. Also shown are the optimum NLO FFs from Kretzer [3], obtained also solely from SIA
data, and the latest global analysis of the DSS group [8] based on SIA, SIDIS, and pp data. For the latter, we also illustrate

their 90% C.L. uncertainty estimates (shaded bands).

estimates are not sufficient for phenomenological appli-
cations.

B. Impact of NNLO Corrections on Theoretical

Uncertainties

In this Section we analyze the relevance of the NNLO
corrections for a reliable phenomenology of the SIA pro-
cess. To this end, we will examine the importance of var-
ious sources of theoretical uncertainties in LO, NLO, and
NNLO accuracy. We will present results for the size of
the NNLO corrections in terms of the K-factor, study the
residual dependence on the choice of scale u, and inves-
tigate the uncertainties induced by choosing a particular
solution, truncated or iterated, to the time-like evolution
equations. All these results are largely independent of
the details of fitting an actual set of FFs, and as such
they represent the main numerical results of this paper
along with our newly developed NNLO code described in
Sec. II.

In Fig. 5, we show the K-factor for the SIA process
defined as do™(N™LO)/do™ (N™'LO) for m = 2 (solid)
and m = 1 (dashed lines) for the three c.m.s. energies
corresponding to the experiments included in our fit; see
Tab. II. To determine only the impact of the genuine
higher order corrections and not some numerical differ-
ences in the LO, NLO, and NNLO FFs, like those illus-
trated in Fig. 4, all calculations in Fig. 5 are performed

2_'I""I'"'I""I""I""I""I""I""I"/_
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FIG. 5. NNLO/NLO (solid) and NLO/LO (dashed lines) K-
factors for the SIA process for three different c.m.s. energies.
All computations are performed with our NLO set of parton-
to-pion FF's; see text.
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FIG. 6. Scale dependence of the SIA cross section at LO,
NLO, and NNLO accuracy in the range Q/2 < u = pr =
pr < 2@ normalized to the results obtained for p = @ for
three values of v/S.

with our NLO input FFs. Their evolution, the running of
the strong coupling as, and the coefficient functions are
taken consistently either at LO, NLO, or NNLO accuracy
though.

As one expects, the K-factor for the NNLO/NLO re-
sults is significantly smaller than the one for NLO/LO,
and for most values of z the additional NNLO correc-
tions are at the level of about 10% or less. Both at large
and small z, one finds clear indications for the presence
of large logarithmic corrections to the perturbative series
contained in the evolution kernels P7 and the SIA coef-
ficient functions C. They need to be resummed to all or-
ders to extend the range of applicability of the presented
fixed order results to both z — 1 and z — 0. We note
that the small v/S dependence of the K-factors in Fig. 5
is only caused by the different orders in pQCD used in
the denominator and in the numerator, do™ (N LO) and
do™(N™'L0), respectively, to compute the scale evolu-
tion of FFs and the coupling as. There is no scale in the
coefficient functions as we have set ugp = up = u = Q
throughout, i.e., all logarithms of the type log(u%/u%)
or log(Q?/u%) vanish.

The scale dependence of the STA cross section is illus-
trated in Fig. 6, where we show results at LO, NLO, and
NNLO accuracy (shaded bands) for ug = prp = p = 2Q
and p = @/2 normalized in each case to our default
choice p = @Q. The residual dependence on the choice
of the scale p in a theoretical calculation is presumably
the most important source of uncertainty and is expected
to shrink progressively upon including higher and higher

12

1.02 —rtr 1 r r 1t [ rr 1 r 1 r7

101

0.99

Q=10.5GeV
098 Lol v v v L v v 11y

0.2 04 0.6 0.8

FIG. 7. Ratio of the iterated and truncated variant of the
solution (24) to the time-like evolution equations at NLO
(dashed) and NNLO (solid line) accuracy at the scale of the
BABAR and BELLE experiments.

order corrections. This is exactly what we find. For
instance, at v/S = 10.5 GeV, relevant for BABAR and
BELLE, the typical scale uncertainty at z ~ 0.5 amounts
to about 20% at LO and reduces to ~ 10% at NLO and
~ 5% at NNLO. At larger c.m.s. energies, the scale am-
biguities are even smaller and reach around 1 — 2% at
NNLO accuracy. This is actually needed in a phenomeno-
logical analysis to roughly match the experimental uncer-
tainties for the most precise sets of inclusive pion data as
can be inferred from Fig. 3; note that the scale uncer-
tainty bands are hardly visible for some of the flavor-
tagged data as we had to inflate the axis of the ordinate
in Fig. 3 to accommodate the rather sizable experimental
uncertainties.

As can be seen from Fig. 6, all scale uncertainty bands
narrow down somewhere in the range 0.1 < z < 0.15 be-
fore they start to increase again towards z — 0. This can
be readily understood from fact that one has approximate
“scaling” of the SIA cross section, or, alternatively, the
quark FFs, for some value of z in this region, i.e., they
become independent of the scale py. This is very much
similar to DIS and PDFs, where this happens somewhere
near momentum fractions of about 0.2. Of course, QCD
corrections always introduce some scale dependence, and
higher order cross sections never probe a FFs or a PDFs
locally at one value of momentum fraction but rather
over a broad range due to the presence of convolutions,
like, for instance, in Eq. (4).

We close our discussions about the relevance of the
NNLO corrections by showing the theoretical ambiguity
associated with the different choices one has in defining
the solution to the time-like evolution equations beyond
the LO accuracy. More specifically, Fig. 7 gives the ratio



of the iterated and truncated variant of the general so-
lution given in Eq. (24) computed in NLO (dashed) and
NNLO (solid line); see also the corresponding discussions
in Sec. IIB. In the z-range relevant for the extraction
of FFs from data, this type of theoretical uncertainty
is rather small, and we note that it is usually not con-
sidered or even mentioned [3-8]. As for the K-factor
and the scale dependence shown in Fig. 5 and 6, respec-
tively, including NNLO corrections reduces the residual
uncertainties by about a factor of two as compared to
the results obtained at NLO accuracy. For most values
of z, the differences between the truncated and iterated
solutions are less than 0.5% at NNLO, i.e., smaller than
scale uncertainties and potentially missing higher order
corrections as indicated by the K-factor for NNLO/NLO.

IV. CONCLUSIONS AND OUTLOOK

We have presented a first analysis of parton-to-pion
fragmentation functions at next-to-next-to-leading order
accuracy in QCD based on single-inclusive pion produc-
tion in electron-positron annihilation. To this end, we
have extended the existing space-like evolution package
PEGASUS for parton distribution functions to the time-
like region and fragmentation functions. The code is nu-
merically very efficient and works throughout in Mellin
N moment space, where the evolution equations can be
solved analytically.

We have discussed all the relevant technical details to
perform the QCD scale evolution and cross section calcu-
lation for single-inclusive hadron production in electron-
positron annihilation up to next-to-next-to-leading order
accuracy. We have verified all the needed expressions for
the N moments of the time-like evolution kernels and the
hard-scattering coefficient functions by re-deriving them
from their counterparts in momentum space. We find
full agreement with the results given in the literature.
The results obtained with our time-like evolution code
are found to agree with the MELA package after correct-
ing some obvious inconsistency in generating their bench-
mark numbers.

On the phenomenological side, we have extracted new
sets of parton-to-pion fragmentation functions from a fit
to electron-positron annihilation data up to next-to-next-
to-leading order accuracy. We have compared our re-
sults to existing next-to-leading order fits in the litera-
ture. The flavor singlet fragmentation function, which is
known to be constrained best by data, comes out very
similar as in all previous fits in both our next-to-leading
and next-to-next-to-leading order analyses whereas some
small ambiguities remain for the fully flavor-decomposed
fragmentation functions. While the quality of our fits to
electron-positron annihilation data was already accept-
able at leading order accuracy, it gradually improved
upon including higher order corrections. In particular,
the description of data at small momentum fractions z
at the lowest energies @) is significantly better at next-
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to-next-to-leading order accuracy. In addition, leading
order fits are found to explore regions in the parameter
space which are at the border of becoming unphysical in
order to achieve the best possible fit to data. As for the
analysis of parton distributions, we expect global fits of
fragmentation functions at next-to-next-to-leading order
accuracy to become the new standard soon.

In the last part of the paper we have illustrated some
salient features of the next-to-next-to-leading order cor-
rections to the evolution of fragmentation functions and
hadron production in electron-positron annihilation. The
most important new asset is the found reduction of the-
oretical uncertainties related to the choice of the factor-
ization scale by about a factor of two as compared to the
next-to-leading order level. The uncertainties now match
the precision of the data in most of the kinematic regime
relevant for an analysis of fragmentation functions. A
similar reduction by a factor of two was found for the
size of the genuine higher order corrections relative to
calculations performed one order lower in the perturba-
tive series, i.e., in the K-factor. The latter and the scale
ambiguity tend to increase both for very large and small
values of z, indicating the presence and numerical rel-
evance of large logarithmic corrections in the perturba-
tive series, which eventually should be resummed to all
orders.

There are several avenues one can follow to further im-
prove the theoretical framework for the analysis of frag-
mentation functions and the phenomenology of single-
inclusive hadron production in electron-positron annihi-
lation. First and foremost, one can include the mentioned
all-order resummations, for which our code in Mellin mo-
ment space is particularly suited. This will allow one to
not only extend the range in z where fits to fragmentation
functions can be performed reliably but it would also give
access to other experimentally relevant quantities such as
integrated hadron multiplicities.

As is well known and utilized in global QCD analyses of
fragmentation functions at next-to-leading order already,
other processes such as semi-inclusive deep-inelastic scat-
tering or inclusive hadron production in hadron-hadron
collisions provide invaluable information on the flavor de-
composition and the gluon fragmentation function. Full
next-to-next-to-leading order expressions for these pro-
cesses are unfortunately not yet available but one can
resort to results obtained with resummation techniques
that contain the dominant higher order terms. Again,
these expression can be most conveniently implemented
numerically in terms of Mellin moments.

Finally, the treatment of heavy quark to light me-
son fragmentation functions in global analyses certainly
leaves room for improvement. For instance, matching
conditions for a variable flavor number scheme are only
know up to next-to-leading order accuracy so far. We
plan to provide quantitative studies along all these direc-
tions in the near future.
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