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#### Abstract

The Casimir interaction in a stack of equally spaced infinitely thin layers is investigated within the zero-frequency mode summation method. The response properties are considered to be described by a constant conductivity or by a Drude-Lorentz model with a finite set of oscillators consistent with the optical characteristics for graphite. It is found that the asymptotic distance dependence is affected significantly by the specific response. While the energy is $\sim 1 / d^{3}$ for the constant conductivity model, the energy exhibits fractional dependence $\sim 1 / d^{5 / 2}$ for the Drude-Lorentz description. The Casimir force on a plane is also strongly dependent upon the particular plane location in the stack. Furthermore, the calculated Casimir energy within the Drude-Lorentz model yields results in good agreement with measured cohesion energy in graphite.


PACS numbers: 03.70.+k, 03.50.De

## I. INTRODUCTION

Dispersive interactions originating from electromagnetic fluctuations play a prominent role for many materials and devices. The Casimir force, first predicted by Casimir [1], is of importance especially for nanostructured or layered systems. One particular example is graphite composed of atomically thin graphene layers. The experimental realization of a single graphene [2] has attracted much attention due to its unusual properties and possible practical applications [3]. Contemporary experimental techniques enable the synthesis of not only a single graphene, but also a stack of a finite number of graphenes. Since graphene interaction is of fundamental relevance, such progress in the laboratory motivates theoretical studies of how the electromagnetic coupling evolves as a function of the number of stacked layers.

The graphene/graphene and graphene/substrate Casimir interactions have been studied by several authors recently. Earlier reports have utilized the hydrodynamic model for thin conducting shells [4], however these results were found to be not suitable since the hydrodynamic model does not take into account the Dirac-like nature of the carriers [5]. Other studies have described the graphene response properties via the longitudinal polarization function, optical conductivity, and the polarization operator in a $2+1$ model [6, 7]. These approaches have solidified our understanding that the Dirac-like carriers coupled with other factors, such as temperature and doping, result in highly unusual behavior of the Casimir force in terms of distance dependence and other asymptotic dependences [8].

The optical conductivity of graphene $\sigma$ is of particular interest for the Casimir interaction. It has been shown

[^0][9] that $\sigma$ takes a constant universal value $\left(\sigma_{g r}=e^{2} / 4 \hbar\right)$ over a relatively large frequency range, $\hbar \omega \leq 3 \mathrm{eV}$. This frequency range is commensurate with distance separations in the $\mu m$ and sub- $\mu m$ scale, meaning that $\sigma_{g r}$ is suitable to determine the asymptotic behavior of the graphene Casimir interaction [6]. Considering other configurations with an arbitrary value for the constant conductivity has also been of interest, including calculations for the Casimir energy for planar and spherical symmetries [10]. The energy dependence on the separation between two planes is $\mathcal{E} \sim 1 / d^{3}$, while for a sphere with radius $R$ it is $\mathcal{E} \sim 1 / R$. One arrives at these results by simple dimensional considerations. In both cases, taking the conductivity $\sigma$ to be the graphene universal value, $\sigma_{g r}$, leads to a Casimir interaction that does not depend on the Planck constant and the velocity of light in agreement with earlier results for graphene planes [6].

The purpose of this paper is to investigate the $\mathrm{vdW} /$ Casimir interaction in a stack of $\mathcal{N}$ infinitely thin parallel layers, as each layer is described by its conductivity $\sigma$. Different models are taken for $\sigma$ including $\sigma=$ const, which can be appropriate for graphene sheet and $\sigma=\infty$, which is suitable for perfect metals. Results for a Drude-Lorentz (DL) model are also derived with the application for graphite parametrization [11].

We utilize the mode summation method with the zetaregularization approach for the calculations of the interaction energy and force. The main ingredients of this theory with relevant applications are summarized in [12]. The energy calculated via the mode summation is a regularized quantity in the following form

$$
\begin{align*}
\mathcal{E}(s) & =-\hbar c \Lambda^{2 s} \frac{\cos \pi s}{2 \pi} \iint \frac{d^{2} k_{\perp}}{(2 \pi)^{2}} \int_{0}^{\infty} d \lambda \lambda^{1-2 s} \\
& \times \frac{\partial}{\partial \lambda} \ln \Psi(i \lambda c) \tag{1}
\end{align*}
$$

where $\Psi$ defines the energy spectrum from the relation $\Psi(\omega)=0$. The parameter $\Lambda$ with a wavenumber dimension is introduced to preserve the energy dimension of
$\mathcal{E}(s)$. Note that $\mathcal{E}(s)$ must be renormalized by subtracting $\mathcal{E}_{\infty}$ corresponding to the energy for infinitely separated objects $(d \rightarrow \infty)$

$$
\begin{equation*}
\mathcal{E}_{\infty}=\frac{\hbar c}{2 \pi} \iint \frac{d^{2} k_{\perp}}{(2 \pi)^{2}} \int_{0}^{\infty} d \lambda \ln \frac{\Psi(i \lambda c)}{\left.\Psi(i \lambda c)\right|_{d \rightarrow \infty}} \tag{2}
\end{equation*}
$$

The paper is organized as follows. In Sec. II we derive the general expression for Casimir energy for a stack of $\mathcal{N}$ planes with constant conductivity and analyze them in detail. Section III is devoted to the derivation of the Casimir force acting on a plane in the stack with constant conductivity. In Sec. IV we consider the DL model with parametrization for graphite and analyze expressions obtained for the energy. We show that the binding energy per unit atom is close to the one obtained experimentally. Section V contains our conclusions and discussion. In Appendix A we make derivation of the expression for the energy of stack of $\mathcal{N}$ planes. The calculation of the force is made in Appendix B.

Throughout the paper we use units in which $\hbar=c=1$. Where necessary the constants are restored for better understanding of the final results.

## II. CASIMIR ENERGY IN A STACK OF PLANES

The system under consideration consists of $\mathcal{N}$ equally spaced parallel and infinitely thin layers, as shown in Fig. 1.


FIG. 1. A schematic representation of $\mathcal{N}$ parallel infinitely thin layers separated in the $z$-direction and extending in the $x-y$ plane. The planes are considered to be identical and equally spaced according to $d_{m}=m d$.

We first calculate the Casimir energy for this system by assuming that all planes have a constant conductivity. For this purpose, the appropriate boundary conditions for the electric and magnetic fields are imposed, which leads to a separation of the transverse electric (TE) and transverse magnetic (TM) modes [10]. As a result, the
interaction energy $\mathcal{E}^{(\mathcal{N})}$ stored in the stack can be represented as

$$
\begin{align*}
\mathcal{E}^{(\mathcal{N})} & =\frac{Q^{(\mathcal{N})}(\eta)}{d^{3}}=\frac{Q_{\mathrm{TM}}^{(\mathcal{N})}(\eta)+Q_{\mathrm{TE}}^{(\mathcal{N})}(\eta)}{d^{3}},  \tag{3}\\
Q_{\mathrm{TM}}^{(\mathcal{N})}(\eta) & =\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x \ln F_{\mathcal{N}}\left(\frac{\eta}{x}, \frac{y}{2}\right), \\
Q_{\mathrm{TE}}^{(\mathcal{N})}(\eta) & =\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x \ln F_{\mathcal{N}}\left(\eta x, \frac{y}{2}\right), \tag{4}
\end{align*}
$$

where $\eta=2 \pi \sigma / c$ is a dimensionless parameter and the integrand function is

$$
\begin{gather*}
F_{\mathcal{N}}(t, z)=-\frac{e^{-z(\mathcal{N}-1)}}{f^{\mathcal{N}-2}(1+t)^{\mathcal{N}}} \\
\times\left(e^{-z} \frac{1-f^{2(\mathcal{N}-1)}}{1-f^{2}}-\frac{1+t}{f} \frac{1-f^{2 \mathcal{N}}}{1-f^{2}}\right) \tag{5}
\end{gather*}
$$

where $f=f(t, z)=\sqrt{(\cosh z+t \sinh z)^{2}-1}+\cosh z+$ $t \sinh z$. Details of the derivation of the interaction energy can be found in Appendix A. It is noted that the cases of $\mathcal{N}=3,4$, consistent with Eq. (3), have been examined in Ref. [13].

To understand the main factors affecting the Casimir energy, we define the average energy per plane for the stack of planes of $\mathcal{N}$ planes

$$
\begin{equation*}
\overline{\mathcal{E}}^{(\mathcal{N})}=\frac{\mathcal{E}^{(\mathcal{N})}}{\mathcal{N}}=\frac{\bar{Q}^{(\mathcal{N})}(\eta)}{d^{3}}=\frac{\bar{Q}_{\mathrm{TM}}^{(\mathcal{N})}(\eta)+\bar{Q}_{\mathrm{TE}}^{(\mathcal{N})}(\eta)}{d^{3}} \tag{6}
\end{equation*}
$$

where $\bar{Q}^{(\mathcal{N})}(\eta)=Q^{(\mathcal{N})}(\eta) / \mathcal{N}$.
We further consider the energy $\overline{\mathcal{E}}^{(\infty)}$ for infinite number of planes, which can be expressed by taking the $\mathcal{N} \rightarrow \infty$ limit in Eqs. (3) - (6). As a result, the function $F_{\mathcal{N}}(t, z)$ is replaced by $\Phi(t, z)=\lim _{\mathcal{N} \rightarrow \infty} \sqrt[\mathcal{N}]{F_{\mathcal{N}}(t, z)}=$ $e^{-z} f(t, z) /(1+t)$ giving $\bar{Q}_{\mathrm{TE}, \mathrm{TM}}^{(\infty)}$.

## A. Calculation of the Casimir energy

It is instructive to study the case of infinite number of perfectly conducting layers firts. We see that for $\eta \rightarrow \infty$, one finds $F_{\mathcal{N}} \rightarrow\left(1-e^{-2 z}\right)^{\mathcal{N}-1}$ from Eq. (5). Therefore, the energy stored in the stack is

$$
\begin{equation*}
\mathcal{E}^{(\mathcal{N})}=(\mathcal{N}-1) \mathcal{E}_{C a s} \tag{7}
\end{equation*}
$$

where $\mathcal{E}_{\text {Cas }}=-\frac{\pi^{2}}{720 d^{3}}$ is the energy between two perfect metallic substrates separated by a distance $d$. Using Eq. (6) for the average energy, it is easy to see that for infinite number of planes, we recover the standard result for the Casimir energy between perfect metals:

$$
\begin{equation*}
\lim _{\mathcal{N} \rightarrow \infty} \overline{\mathcal{E}}^{(\mathcal{N})}=\mathcal{E}_{\text {Cas }} \tag{8}
\end{equation*}
$$

In addition to $\eta \rightarrow \infty$, we also calculate the energy for a small constant conductivity in the limit of $\eta \rightarrow 0$. In this case, the main contribution comes from the TM modes, and the energy per unit plane is of the form

$$
\begin{equation*}
\overline{\mathcal{E}}^{(\mathcal{N})}=\mathcal{E}_{C a s} \sigma b_{\mathcal{N}} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{\mathcal{N}}=-\frac{45}{\mathcal{N} \pi^{3}} \int_{0}^{\infty} y^{2} d y \int_{0}^{\infty} d x \ln F_{\mathcal{N}}\left(\frac{1}{x}, \frac{y}{2}\right) \tag{10}
\end{equation*}
$$

These expressions give the means to evaluate the Casimir energy for different number of layers $\mathcal{N}$. For example, for two layers $(\mathcal{N}=2)$ and infinite number of layers $(\mathcal{N}=\infty)$, in the $\eta \rightarrow 0$ we find the analytic relation

$$
\begin{equation*}
b_{2}=1.4864 ; b_{\infty}=\pi \tag{11}
\end{equation*}
$$

Numerical calculations for intermediate cases are provided in Table I. It is clear that the $b_{\mathcal{N}}$ coefficient plays the role of a scaling constant to the energy. Therefore, the interaction has a universal behavior, in which the energy per unit plane is simply proportional to $\mathcal{E}_{\text {Cas }}$ and the small conductivity.

| $\mathcal{N}$ | $b_{\mathcal{N}}$ | $\mathcal{N}$ | $b_{\mathcal{N}}$ |
| :---: | :---: | :---: | :---: |
| 2 | 1.48641 | 5 | 2.46766 |
| 3 | 2.02535 | 6 | 2.57937 |
| 4 | 2.30086 | $\infty$ | $\pi$ |

TABLE I. The constants $b_{\mathcal{N}}=\overline{\mathcal{E}}^{(\mathcal{N})} / \mathcal{E}_{\text {Cas }} \sigma$ in the case of small conductivity $\sigma \rightarrow 0$.

Numerical simulations help us understand how the energy behaves for intermediate values of $\eta$. In Fig. 2 results are shown for the energy per unit plane normalized by $\mathcal{E}_{\text {Cas }}$ for different number of the planes. We ob-


FIG. 2. The normalized average energy of $\mathcal{N}$ planes $\mathcal{E}^{(\mathcal{N})} / \mathcal{N} \mathcal{E}_{\text {Cas }}$ as a function of the dimensionless conductivity $\eta=2 \pi \sigma / c$.
serve that increasing $\mathcal{N}$ correlates with larger energy. For infinite number of planes the energy per unit plane approaches the Casimir energy for two ideal metals.

## III. THE FORCE

To gain a better perspective of the Casimir interaction, the force on a particular plane in the stack $\mathcal{N}$ is also considered. This is a convenient way to explicitly understand how the interaction changes depending on the location of the plane. The Casimir force acting on plane $m$ in the stack $\mathcal{N}$ (Fig.1) can be written as (see Appendix B)

$$
\begin{equation*}
\mathcal{F}^{(m, \mathcal{N})}=\frac{U^{(m, \mathcal{N})}(\eta)}{d^{4}}=\frac{U_{\mathrm{TM}}^{(m, \mathcal{N})}(\eta)+U_{\mathrm{TE}}^{(m, \mathcal{N})}(\eta)}{d^{4}} \tag{12}
\end{equation*}
$$

where the TE and TM contributions read

$$
\begin{aligned}
& U_{\mathrm{TM}}^{(m, \mathcal{N})}(\eta)=\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x G_{m, \mathcal{N}}\left(\frac{\eta}{x}, \frac{y}{2}\right), \\
& U_{\mathrm{TE}}^{(m, \mathcal{N})}(\eta)=\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x G_{m, \mathcal{N}}\left(\eta x, \frac{y}{2}\right) .
\end{aligned}
$$

These are expressed in terms of a single function

$$
\begin{equation*}
G_{m, \mathcal{N}}(t, z)=-\frac{2 z t^{2} f e^{-z}\left(f^{2 m}-f^{2(\mathcal{N}-1-m)}\right)}{e^{-z} f\left(1-f^{2(\mathcal{N}-1)}\right)-\left(1-f^{2 \mathcal{N}}\right)(1+t)} \tag{13}
\end{equation*}
$$

where $f(t, z)$ was defined in the previous section. Examining the general properties of Eq. (13), one finds the following. The function $G$ is odd with respect to its indexes, thus $G_{m, \mathcal{N}}=-G_{\mathcal{N}-1-m, \mathcal{N}}$. Therefore, for two symmetric planes, for which $m \Leftrightarrow \mathcal{N}-1-m$, the force has the same magnitude, but opposite sign signaling attraction. Also, the force on the central plane $m=(\mathcal{N}-1) / 2$ in a stack of odd number of plane is zero.

Perfect Metals $\eta \rightarrow \infty$. We first consider the case of perfect metallic planes. The force on a plane has different characteristic depending on the particular $m$. For the first plane at $m=0$, it is obtained that $\lim _{\eta \rightarrow \infty} G_{0, \mathcal{N}}=$ $-\frac{2 z}{e^{2 z}-1}$, which leads to equal TE and TM contributions

$$
\begin{equation*}
\lim _{\eta \rightarrow \infty} U_{\mathrm{TE}, T M}^{(0, \mathcal{N})}=-\frac{\pi^{2}}{480} \rightarrow \mathcal{F}^{(0, \mathcal{N})}=-\frac{\pi^{2}}{240 d^{4}} \tag{14}
\end{equation*}
$$

Therefore, the force on the very first (or last) plane and the rest of the stack corresponds to the Casimir force between two perfect metals.

For the second plane $m=1$ in the stack, the TM contribution is:

$$
\begin{align*}
\lim _{\eta \rightarrow \infty} U_{\mathrm{TM}}^{(1, \mathcal{N})} & =\frac{1}{32 \pi^{2} \eta^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x \frac{y^{3} x^{2} e^{y}}{\left(e^{y}-1\right)^{3}} \\
& =\frac{\pi^{2}-6 \zeta_{R}(3)}{192 \pi^{2} \eta^{2}} \tag{15}
\end{align*}
$$

For the TE modes, however, the domain of integration over $x$ needs to be divided into two parts to avoid the occurring divergences. Thus it is found

$$
\begin{align*}
& \lim _{\eta \rightarrow \infty} U_{\mathrm{TE}}^{(1, \mathcal{N})}=\lim _{\eta \rightarrow \infty} \frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{\infty} d x G_{1, \mathcal{N}}\left(\eta x, \frac{y}{2}\right) \\
& \quad-\lim _{\eta \rightarrow \infty} \frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{1}^{\infty} d x G_{1, \mathcal{N}}\left(\eta x, \frac{y}{2}\right) \tag{16}
\end{align*}
$$

Further examination shows that the first term in the above equation falls down as $\eta^{-1}$ and second term - as $\eta^{-2}$. Comparing with $\lim _{\eta \rightarrow \infty} U_{\mathrm{TM}}^{(1, \mathcal{N})} \sim \eta^{-2}$, it is concluded that the dominant term is the TE term of the order $\eta^{-1}$. Nevertheless, the force on the second plane will be asymptotically zero: $\mathcal{F}_{\eta \rightarrow \infty}^{(1, \mathcal{N})}=0$.

For any other plane $\mathcal{N} / 2 \geq m \geq 2$, the TM contribution is evaluated by changing variables $y=\ln (1+s x / \eta)$ in Eq. (12), after which the limit $\eta \rightarrow \infty$ is executed. One obtains
$\lim _{\eta \rightarrow \infty} U_{\text {TM }}^{m, \mathcal{N}}=-\frac{1}{128 \pi^{2} \eta^{3}} \int_{0}^{\infty} d s \frac{s^{3} w\left(w^{2 m}-w^{2(\mathcal{N}-1-m)}\right)}{w^{2 \mathcal{N}}-1}$,
where $w=1+s+\sqrt{s(s+2)}$. The results for the TE modes are the same as for the $m=1$ plane (Eq. (16)). We see that $U_{\mathrm{TM}}^{m, \mathcal{N}}$ for any plane with $m \geq 2$ has even stronger dependence on the conductivity as compared to the second one. Nevertheless, dominant term in $U_{T E}^{m, \mathcal{N}}$ is of the order $\eta^{-1}$ (Eq. (17)) and it ensures that the force on all planes except the first (or last) one is asymptotically zero. This is a curious result, which says that the dominant interaction present in a stack of perfect metallic planes is between the outer one and the rest of the stack with the Casimir force being the typical one for two perfect metallic substrates.

Small conductivity $\eta \rightarrow 0$. The case for vanishingly small conductivity is considered next. For this situation, the force on the $m$-th plane is determined primarily by the TM mode according to:

$$
\begin{equation*}
\mathcal{F}^{(m, \mathcal{N})}=\frac{\sigma}{16 \pi^{4} d^{4}} \int_{0}^{\infty} y^{2} d y \int_{0}^{\infty} d x G_{m, \mathcal{N}}\left(\frac{1}{x}, \frac{y}{2}\right) \tag{18}
\end{equation*}
$$

Evidently the force on any plane in the stack will have the same distance dependence and proportionality to $\sigma$. Its strength is determined by the numerical value of the above integral for a given $m$ and $\mathcal{N}$. To quantify how the particular location of the plane affects its Casimir force, we define the following parameter

$$
\begin{equation*}
s_{m, \mathcal{N}}=\frac{\mathcal{F}^{(m, \mathcal{N})}}{\sigma \mathcal{F}_{C a s}} \tag{19}
\end{equation*}
$$

where $\mathcal{F}_{\text {Cas }}=\pi^{2} / 240 d^{4}$ is the Casimir force for two perfect metals. For $\mathcal{N}=\infty$ and large $m$, we obtain the following asymptotic expression

$$
\begin{equation*}
s_{m \gg 1, \infty} \approx \frac{2880(\ln 8-2)}{\pi^{3}(2 m+1)^{4}} \tag{20}
\end{equation*}
$$

showing that the Casimir force falls down quickly as the plane moves away from the end of the stack. This $\sim m^{-4}$ behavior can be compared with the numerical calculations for $s_{m \gg 1, \infty}$ using Eq. (18). The first 10 coefficients are shown in Table II for the case of the infinite stack. We see that the asymptotic expression $s_{m, \infty}$ differs by mere $7 \%$ for $m=2$ from the computational result, while for the seventh plane the error is smaller than $1 \%$.

| $m$ | $s_{m, \infty}$ | $\tilde{s}_{m, \infty}$ | $m$ | $s_{m, \infty}$ | $\tilde{s}_{m, \infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 3.05 | 14.51 | 5 | $4.9 \cdot 10^{-4}$ | $1.5 \cdot 10^{-3}$ |
| 1 | $7.6 \cdot 10^{-2}$ | $2.4 \cdot 10^{-1}$ | 6 | $2.5 \cdot 10^{-4}$ | $7.7 \cdot 10^{-4}$ |
| 2 | $1.1 \cdot 10^{-2}$ | $3.3 \cdot 10^{-2}$ | 7 | $1.4 \cdot 10^{-4}$ | $4.3 \cdot 10^{-4}$ |
| 3 | $2.9 \cdot 10^{-3}$ | $9.1 \cdot 10^{-3}$ | 8 | $8.7 \cdot 10^{-5}$ | $2.5 \cdot 10^{-4}$ |
| 4 | $1.1 \cdot 10^{-3}$ | $3.3 \cdot 10^{-3}$ | 9 | $5.6 \cdot 10^{-5}$ | $1.5 \cdot 10^{-4}$ |

TABLE II. The constants $s_{m, \infty}=\mathcal{F}^{(m, \infty)} / \mathcal{F}_{\text {Cas }} \sigma$ in the case of small constant conductivity $\sigma \rightarrow 0$ and $\tilde{s}_{m, \infty}=$ $\mathcal{F}^{(m, \infty)}\left(\tilde{\eta}_{D L}\right) / \mathcal{F}_{\text {Cas }} \sigma_{g r}$ for the Drude-Lorentz model.

Numerical Calculations For intermediate values of $\eta$, one must examine Eqs. (12) via numerical techniques. In Fig. 3, we show how the normalized to the perfect metal value force evolves as a function of the conductivity in the case of $\mathcal{N}=\infty$.


FIG. 3. The Casimir force $\mathcal{F}^{(m, \infty)}$ normalized by $\mathcal{F}_{\text {Cas }}=$ $\frac{\pi^{2}}{240 d^{4}}$ as a function of the dimensionless conductivity $\eta=2 \pi \sigma$. The inserts show the normalized Casimir force vs. $\eta$ for the $m=1$ and $m=2$ planes.

It is observed that the force starts out as $\sim \eta$ and then asymptotically approaches the value for perfect metals. The force on any other plane ( $m=1,2$ only shown), however, exhibits an extreme behavior with a sharp maximum in the small $\eta$ range. Also, $\mathcal{F}^{(m, \infty)}$ for any $m \geq 1$ is orders of magnitude smaller than $\mathcal{F}^{(0, \infty)}$ showing that the overall Casimir interaction is determined primarily by the very first plane and the rest of the stack for any value of the conductivity.

## IV. DRUDE-LORENTZ MODEL OF CONDUCTIVITY

The Casimir interaction depends strongly on the response properties of the materials. In addition to infinitely thin planes with $\sigma=$ const, we also calculate the Casimir interaction within a Drude-Lorentz (DL) model for the conductivity of each plane. The DL model leads
to an interesting asymptotic distance dependence showing once again the richness of this ubiquitous interaction.

As a model, we utilize the optical response of graphite. First principles calculations indicate that the optical conductivity as per graphene sheet is very close to the one for an isolated graphene over a wide range of frequencies [14]. The results for graphene have been mapped to a Drude-Lorentz model consisting of a Drude term and seven Lorentz oscillators according to [11]

$$
\begin{equation*}
\sigma_{D L}(\omega)=\frac{f_{0} \omega_{p}^{2}}{\gamma_{0}-i \omega}+\sum_{j=1}^{7} \frac{i \omega f_{j} \omega_{p}^{2}}{\omega^{2}-\omega_{j}^{2}+i \omega \gamma_{j}} \tag{21}
\end{equation*}
$$

In this case, the Casimir interaction is calculated using Eq. (2), where the spectral function $\Psi$ is a function of $\sigma_{D L}, \Psi(\omega, \sigma(\omega))$. It is realized that

$$
\begin{equation*}
\partial_{\omega} \ln \Psi=\frac{1}{\Psi}\left(\partial_{\omega} \Psi+\partial_{\sigma} \Psi \partial_{\omega} \sigma\right) \tag{22}
\end{equation*}
$$

has the same simple pole structure as $\sigma_{D L}(\omega)$. The renormalized expression $\partial_{\omega} \ln \frac{\Psi(\omega, \sigma, d)}{\Psi(\omega, \sigma, \infty)}$, however, has no poles. Therefore, the Casimir energy can be found using Eq. (2) together with the formalism in Sec. II by setting $\sigma$ to the DL conductivity.

The graphene DL conductivity is obtained from Eq. (21) for the 3D graphite by multiplying it with $2 \pi a / c$ ( $a$ is a characteristic distance typically taken as the interplanar distance of graphite). The expression is given on the imaginary axis $\omega=i \lambda c(k=i \lambda)$ as follows:

$$
\begin{equation*}
\eta_{D L}(\lambda)=\frac{\eta_{0} \tilde{\gamma}_{0}}{\tilde{\gamma}_{0}+\lambda}+\sum_{k=1}^{7} \frac{\lambda \eta_{k} \tilde{\gamma}_{k}}{\lambda^{2}+\lambda_{k}^{2}+\lambda \tilde{\gamma}_{k}} \tag{23}
\end{equation*}
$$

Here, $\gamma_{k}$ is the relaxation time and $\omega_{k}$ is the characteristic frequency for the $k$-th term. Also, $\tilde{\gamma}_{k}=\gamma_{k} / c, \lambda_{k}=$ $\omega_{k} / c$, and $\eta_{k}=2 \pi a f_{k} \omega_{p}^{2} / c \gamma_{k}$. In Table III we show the parameters using the calculated values for graphite [11].

| $\eta_{k}$ |  | $\gamma_{k}$ | $e V$ | $\omega_{k}$ | $e V$ | $\tilde{\gamma}_{k}$ | $\frac{1}{n m}$ | $\lambda_{k}$ | $\frac{1}{n m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta_{0}$ | 0.01712 | $\gamma_{0}$ | 6.365 | - | - | $\tilde{\gamma}_{0}$ | 0.0322 | - | - |
| $\eta_{1}$ | 0.13855 | $\gamma_{1}$ | 4.102 | $\omega_{1}$ | 0.275 | $\tilde{\gamma}_{1}$ | 0.0207 | $\lambda_{1}$ | 0.0014 |
| $\eta_{2}$ | 0.05949 | $\gamma_{2}$ | 7.328 | $\omega_{2}$ | 3.508 | $\tilde{\gamma}_{2}$ | 0.0371 | $\lambda_{2}$ | 0.0177 |
| $\eta_{3}$ | 0.37991 | $\gamma_{3}$ | 1.414 | $\omega_{3}$ | 4.451 | $\tilde{\gamma}_{3}$ | 0.0072 | $\lambda_{3}$ | 0.0225 |
| $\eta_{4}$ | 0.08462 | $\gamma_{4}$ | 0.46 | $\omega_{4}$ | 13.591 | $\tilde{\gamma}_{4}$ | 0.0023 | $\lambda_{4}$ | 0.0688 |
| $\eta_{5}$ | 1.09548 | $\gamma_{5}$ | 1.862 | $\omega_{5}$ | 14.226 | $\tilde{\gamma}_{5}$ | 0.0094 | $\lambda_{5}$ | 0.0721 |
| $\eta_{6}$ | 0.30039 | $\gamma_{6}$ | 11.922 | $\omega_{6}$ | 15.55 | $\tilde{\gamma}_{6}$ | 0.0604 | $\lambda_{6}$ | 0.0788 |
| $\eta_{7}$ | 0.03983 | $\gamma_{7}$ | 39.091 | $\omega_{7}$ | 32.011 | $\tilde{\gamma}_{7}$ | 0.1981 | $\lambda_{7}$ | 0.1622 |

TABLE III. Parameters for the Drude-Lorentz model of a graphene sheet in 3D graphite

We note that the optical response in the infrared regime for 3D graphite and an isolated graphene is different. While $\sigma$ for graphite exhibits a Drude-like behavior,
the graphene optical conductivity is constant. This difference is attributed to the different electronic structure characteristics for the two systems in this range [14]. To ensure that the $\sigma=$ const feature is captured, the single graphene conductivity $\widetilde{\eta}_{D L}$ is obtained by using a characteristic distance $a=0.224 \mathrm{~nm}$. In addition, we require that $\widetilde{\eta}_{D L}(0)$ coincides with $\eta_{g r}$ at zero frequency as:

$$
\begin{equation*}
\widetilde{\eta}_{D L}(\lambda)=\eta_{D L}(\lambda) \frac{\eta_{g r}}{\eta_{0}} \tag{24}
\end{equation*}
$$

The Casimir interaction energy in a stack of planes characterized with a DL response can now be calculated using Eqs. (3) - (6), but with conductivity that is depended upon distance $-\eta\left(\frac{y x}{2 d}\right)$. Examining the large separation limit $d \rightarrow \infty\left(q_{j}=2 d \tilde{\gamma}_{j} \rightarrow \infty\right)$ shows that $\eta_{D L} \rightarrow \eta_{0}\left(\tilde{\eta}_{D L} \rightarrow \eta_{g r}\right)$. Therefore, the Casimir energy has the same behavior as the one described in Sec. II.

For small separations $d \rightarrow 0\left(q_{j} \rightarrow 0\right)$, where the planes approach the formation of graphite, we find $\eta \approx$ $\frac{2 d}{x y} \sum_{j=0}^{7} \eta_{j} \tilde{\gamma}_{j} \rightarrow 0$. The main contribution to the energy comes from the TM mode. Using Eq. (3), we obtain

$$
\begin{gather*}
\mathcal{E}_{d \rightarrow 0}^{(\mathcal{N})}\left(\eta_{D L}\right)=\frac{R_{\mathcal{N}}}{d^{5 / 2}} \\
R_{\mathcal{N}}=\frac{r}{32 \pi^{2}} \int_{0}^{\infty} y^{3 / 2} d y \int_{0}^{\infty} \frac{d x}{\sqrt{x}} \ln F_{\mathcal{N}}\left(\frac{1}{x}, \frac{y}{2}\right) \tag{25}
\end{gather*}
$$

where $r=\left(\sum_{j=0}^{7} \frac{1}{2} \eta_{j} \tilde{\gamma}_{j}\right)^{1 / 2}$ is a parameter collecting the characteristic frequencies and oscillator strengths from the DL conductivity. The $d^{-5 / 2}$ asymptotic distance dependence is a consequence of the frequency dependence of the response properties. We also realize, that all oscillators in the DL model participate in the interaction via the $r$, which reflects the broad band nature of the Casimir phenomenon.

Therefore, as the planes approach the large and small separation limits, the energy exhibits a transition process in terms of the asymptotic distance dependence. To understand this better, we consider a system from Fig. 1 with $N=2$. Starting out at $d \rightarrow \infty$, where the planes behave as graphene sheets with $\eta=$ const, the energy $\mathcal{E} \sim d^{-3}$. As the planes become very close and approach the graphite interplane separation $a=0.334 \mathrm{~nm}$, the conductivity is described by the DL model. Thus the energy exhibits $\mathcal{E} \sim d^{-5 / 2}$ asymptotic behavior. This transition is shown in Fig. 4 representing plots of the ratio of the Casimir energy for two planes with DL conductivity $\eta_{D L}$ and the Casimir energy for two graphene planes with constant conductivity $\eta_{g r}$. The maximum of the energy ratio at $d \approx 14 \mathrm{~nm}$ indicates that as $d$ increases, the DL nature of the response becomes less relevant.

Note that a fractional $d$-dependence of the Casimir interaction was obtained in other systems as well. For example, the energy between two infinitely thin metals has the $d^{-5 / 2}$ characteristic behavior as found by ab initio simulations [15]. Thin metallic films, described by a Drude model dielectric response, are also characterized


FIG. 4. The ratio of the Casimir energy for two planes with dimensionless DL conductivity $\eta_{D L}$ and the Casimir energy for two graphene planes with constant dimensionless conductivity $\eta_{g r}$. In the framework of the DL model, the energy falls down as $d^{-3}$ for large separation and as $d^{-5 / 2}$ for small separation. The graphene interaction energy has $d^{-3}$ dependence for any distances.
by a fractional $d$-dependence [16]. Based on these results and our investigation, we suggest that for nanostructured layered systems described by a DL response, the Casimir interaction is expected to have an unusual, fractional asymptotic distance dependence.

It is also useful to compare our results with previous works devoted to layered graphene systems. In several papers, authors have employed the random force approximation (RPA) combined with ab initio calculations for the electronic structure in order to estimate the nonretarded dispersive interaction [17]. Within the RPA approach, it has been found that the graphite interaction energy asymptotic power law of $d^{-3}$ is characteristic for large separations. However, for very small separations the distance dependence is $d^{-4}$, which is typical for interacting insulators. This behavior is attributed to the much enhanced roles of the $a b$ initio graphene electronic structure beyond the linear Dirac-like dispersion and the atomic polarizabilities at small $d$. The description of the graphene response properties in Ref. [17] and in this paper are different. While the graphene response is obtained via RPA, which depends on the wave vector and the $a b$ initio electronic band structure, the response here is taken via the wave-vector independent Drude-Lorentz model. In addition, the calculated interaction energy in this work includes retardation, while the interaction energy in Ref. [17] is non-retarded. One concludes that the asymptotic distance dependence of the interaction energy in multilayered systems, such as a graphene stack, is strongly dependent on the particular response properties and associated electronic structure.

We further consider the average energy per unit plane in an infinite stack of planes using Eq. (3). Our results show that the separation $a$ plays an important quantitative role for $\mathcal{E}$. While $a=0.334 \mathrm{~nm}$ for the DL model is used for the graphene planes in graphite,
$a=0.224 \mathrm{~nm}$ is used to ensure that when graphene planes are separated far apart, the graphene conductivity approaches its constant value $\eta_{g r}$. We obtain that when the plane-plane separation is $d=0.3345 \mathrm{~nm}$, $\overline{\mathcal{E}}\left(\eta_{D L}\right)=457.4 \frac{\mathrm{erg}}{\mathrm{cm}^{2}}, \overline{\mathcal{E}}\left(\widetilde{\eta}_{D L}\right)=359.6 \frac{\mathrm{erg}}{\mathrm{cm}^{2}}$ for the two cases, respectively. Describing each plane with a constant conductivity yields $\overline{\mathcal{E}}=65.8 \frac{\mathrm{erg}}{\mathrm{cm}^{2}}$ for the same separation. Therefore, the average energy obtained via the DL model is $\approx 5-7$ times greater than the one for $\eta_{g r}$.

Estimates for the graphene binding energy in graphite $\mathcal{E}_{i b}=\overline{\mathcal{E}} / a \rho$ can also be given. Here $\rho=2.23 \mathrm{~g} / \mathrm{cm}^{3}$ is the graphite mass density and $a=0.3345 \mathrm{~nm}$ is the graphite interplane separation. We find that $\mathcal{E}_{i b}\left(\eta_{D L}\right)=76 \mathrm{meV} /$ atom, $\mathcal{E}_{i b}\left(\widetilde{\eta}_{D L}\right)=60 \mathrm{meV} /$ atom and for constant graphene conductivity model $\mathcal{E}_{i b}\left(\eta_{g r}\right)=$ $11 \mathrm{meV} /$ atom. First principles studies report cohesion energies $24 \div 26 \mathrm{meV} /$ atom [18], $24 \mathrm{meV} /$ atom [19]. Experimental data shows that the cohesion is $35 \pm 10,15 \mathrm{meV} /$ atom [20], $61 \pm 5 \mathrm{meV} /$ atom [21]. Therefore, our results for graphite sheets described via a constant conductivity underestimate the binding energy, while the DL response ones are fairly in line with the experimental data.

To understand how the interaction evolves as a function of the particular DL plane $m$ in the stack (Fig. 1), the Casimir force is considered using Eqs. (12), (13). The $\tilde{s}_{m, \mathcal{N}}$ from Eq. (19) with $\sigma=\sigma_{g r}$ not only depends on $m$ but also on the interplanar distance $d$, which is unlike the constant conductivity case. Furthermore, the force on the $m$-th plane is a function of the combination $(2 m+1) \tilde{\eta}$, which can be used to derive asymptotic expressions in terms of the $m$-th dependence. It is found that for $(2 m+1) \tilde{\eta}_{\max } \gg 1$ witht $m>3$ and $\tilde{\eta}_{\max }=0.177$ corresponding to the maximum of the DL conductivity, the following expressions hold:

$$
\begin{align*}
& \tilde{s}_{m \gg 1, \infty}^{T M} \approx \frac{37800}{\pi^{3} \eta_{\max }^{3} \eta_{g r}(2 m+1)^{8}}=\left(\frac{8.127}{2 m+1}\right)^{8} \\
& \tilde{s}_{m \gg 1, \infty}^{T E} \approx \frac{1200}{\pi^{3} \eta_{\max } \eta_{g r}(2 m+1)^{6}}=\left(\frac{5.167}{2 m+1}\right)^{6} \tag{26}
\end{align*}
$$

Therefore, the large $m$ behavior is determined primarily by the TE mode contribution according to Eqs. (26). To compare with the results for small $m$, we give the first 10 values of $\tilde{s}_{m, \infty}$ in Table II. It is evident that the magnitude of $\mathcal{F}$ decreases rapidly beyond the first few planes in the stack, similar to the case of constant conductivity.

## V. CONCLUSION

In summary, we have applied the zero-frequency mode summation method to calculate the Casimir interaction in a system composed of infinitely thin equally spaced layers. The obtained boundary conditions lead to separating the TE and TM mode contributions, which is
typical for planar configurations. The response properties are considered within a constant conductivity and Drude-Lorentz models.

The energy stored in the stack of planes characterized with constant conductivity is found to be $\overline{\mathcal{E}}^{(\mathcal{N})} \sim 1 / d^{3}$ with a magnitude dependent on $\sigma$ and the number of planes. While for perfect conductors, the usual Casimir energy for two infinitely conducting metals is recovered, $\overline{\mathcal{E}}^{(\mathcal{N})} \sim \sigma$ for small conductivity planes. Interestingly, the Casimir force has a very strong dependence on the location of the plane in the stack. The attraction is strongest between the first few planes and the rest of the stack and it decreases by orders of magnitude for larger $m$.

The DL model changes dramatically the asymptotic distance dependence of the interaction especially at layer separation $d<5 \mathrm{~nm}$. The energy has a fractional dependence according to $\overline{\mathcal{E}}^{(\mathcal{N})} \sim 1 / d^{5 / 2}$. The characteristics of all oscillators, quantified in the parameter $r$, enter the energy expressions indicating that all oscillators are important. Also, using the specific values for the graphite DL conductivity, we are able to obtain binding energies consistent with reported experimental data.

This study broadens the application of the zero-point summation method beyond the typical Casimir interactions between two objects of planar symmetry. It shows that this particular approach can be used not only in systems with constant conductivity, but also in systems with frequency dependent response. Our results present further evidence of the complexity of this phenomenon in terms of the nontrivial effects and importance of geometry and response of the interaction objects.
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## Appendix A: Interaction energy stored in the stack of $\mathcal{N}$ planes

There are $\mathcal{N}-1$ interplanar regions for the stack of $\mathcal{N}$ planes, and the vacuum modes in each region are defined by two constants for a total of $2(\mathcal{N}-1)$ constants. The spectrum outside of the stack is defined by a single constant in each semi-space. Therefore, there are $2 \mathcal{N}$ constants to be defined. At the same time, we have $2 \mathcal{N}$ equations for the modes (see Ref. [10]), which can be found from the appropriate boundary conditions on a plane at a position $z=d_{j}$ for the TM mode

$$
\begin{align*}
& {\left[e_{z}^{\prime}\right]_{z=d_{j}}=0} \\
& {\left[e_{z}\right]_{z=d_{j}}=-\left.\frac{4 \pi i \sigma}{\omega} e_{z}^{\prime}\right|_{z=d_{j}}} \tag{A1}
\end{align*}
$$

and the TE mode

$$
\begin{align*}
& {\left[h_{z}\right]_{z=d_{j}}=0} \\
& {\left[h_{z}^{\prime}\right]_{z=d_{j}}=\left.4 \pi i \sigma \omega h_{z}\right|_{z=d_{j}}} \tag{A2}
\end{align*}
$$

with the electromagnetic fields being

$$
\begin{equation*}
\vec{E}=\vec{e}(z) e^{i k_{x} x+i k_{y} y-i \omega t}, \vec{H}=\vec{h}(z) e^{i k_{x} x+i k_{y} y-i \omega t} \tag{A3}
\end{equation*}
$$

Here $\vec{e}(z), \vec{h}(z)$ are the fields amplitudes, which depend on the $z$ coordinate only and $[f(z)]_{a}=f(a-0)-f(a+0)$. Each type of mode is considered separately below.

TM mode. The main determinant of the system of equations Eq. (A1) is expressed in terms of the following matrix

$$
\begin{gather*}
\mathcal{A}_{j}=\left(\begin{array}{cc}
-e^{p_{j}} & e^{-p_{j}} \\
(-b-1) e^{p_{j}} & (b-1) e^{-p_{j}}
\end{array}\right), \mathcal{Z}_{1}=\left(\begin{array}{cc}
-1 & 0 \\
-b-1 & 0
\end{array}\right), \\
\mathcal{B}_{j}=\left(\begin{array}{cc}
e^{p_{j-1}} & -e^{-p_{j-1}} \\
e^{p_{j-1}} & e^{-p_{j-1}}
\end{array}\right), \mathcal{Z}_{2}=\left(\begin{array}{cc}
0 & -e^{-p_{\mathcal{N}-1}} \\
0 & e^{-p_{\mathcal{N}-1}}
\end{array}\right), \quad(\mathrm{A} 4) \tag{A4}
\end{gather*}
$$

where $p_{j}=d_{j} \kappa, \kappa=\sqrt{k_{x}^{2}+k_{y}^{2}+\lambda^{2}}$, and $\omega=i \lambda$. Also, $b=2 \eta \kappa / \lambda$ and $\eta=2 \pi \sigma$ ( $=2 \pi \sigma / c$ in dimensional variables). The determinant has the following $\mathcal{N} \times \mathcal{N}$ block matrix:

$$
\triangle=\left|\begin{array}{cccccc}
\mathcal{Z}_{1} & \mathcal{B}_{1} & 0 & \ldots & 0 & 0  \tag{A5}\\
0 & \mathcal{A}_{1} & \mathcal{B}_{2} & \ldots & 0 & 0 \\
0 & 0 & \mathcal{A}_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \mathcal{A}_{\mathcal{N}-2} & \mathcal{B}_{\mathcal{N}-1} \\
\mathcal{Z}_{2} & 0 & 0 & \ldots & 0 & \mathcal{A}_{\mathcal{N}-1}
\end{array}\right|
$$

The determinant is then transformed in a diagonal block form

$$
\triangle=\left|\begin{array}{cccccc}
\mathcal{Z}_{3} & \mathcal{B}_{1} & 0 & \ldots & 0 & 0  \tag{A6}\\
0 & \mathcal{A}_{1} & \mathcal{B}_{2} & \ldots & 0 & 0 \\
0 & 0 & \mathcal{A}_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \mathcal{A}_{\mathcal{N}-2} & \mathcal{B}_{\mathcal{N}-1} \\
0 & 0 & 0 & \ldots & 0 & \mathcal{A}_{\mathcal{N}-1}
\end{array}\right|
$$

where

$$
\begin{equation*}
\mathcal{Z}_{3}=\mathcal{Z}_{1}-(-1)^{n} \prod_{j=1}^{n-1}\left(\mathcal{B}_{j} \mathcal{A}_{j}^{-1}\right) \mathcal{Z}_{2} \tag{A7}
\end{equation*}
$$

This enables writing $\triangle$ in the following way:

$$
\begin{equation*}
\triangle=2^{\mathcal{N}-1} \operatorname{det}\left[\mathcal{Z}_{3}\right] \tag{A8}
\end{equation*}
$$

where we have taken into account that $\operatorname{det} \mathcal{A}_{j}=2$. This factor is omitted in what follows as it does not change the energy spectrum.

Taking into account that the planes are equidistant, the determinant can be cast a slightly different form:

$$
\begin{equation*}
\triangle=\operatorname{det}\left[Z_{1}-(-1)^{\mathcal{N}} C^{(\mathcal{N}-1)} Z_{2}\right] \tag{A9}
\end{equation*}
$$

where $p=d \kappa$ and

$$
C=B_{j} A_{j}^{-1}=\left(\begin{array}{cc}
-\cosh p-b \sinh p & \sinh p  \tag{A10}\\
b \cosh p+\sinh p & -\cosh p
\end{array}\right)
$$

The $\mathcal{N}-1$ power of the matrix $C$ is executed by a Jordan form representation $C=T J T^{-1}$ with

$$
T=\left(\begin{array}{cc}
\frac{\cosh p+f_{-}}{\sinh p+b \cosh p} & \frac{\cosh p+f_{+}}{\sinh p+b \cosh p} \\
1 & 1
\end{array}\right), J=\left(\begin{array}{cc}
f_{-} & 0 \\
0 & f_{+}
\end{array}\right)
$$

where $f_{ \pm}= \pm \sqrt{\left(\cosh p+\frac{b}{2} \sinh p\right)^{2}-1}-(\cosh p+$ $\left.\frac{b}{2} \sinh p\right)$. Therefore, we arrive at

$$
\triangle=\frac{e^{-p(\mathcal{N}-1)}}{f^{\mathcal{N}-2}}\left(e^{-p} \frac{1-f^{2 \mathcal{N}-2}}{1-f^{2}}-\frac{1+\frac{b}{2}}{f} \frac{1-f^{2 \mathcal{N}}}{1-f^{2}}\right)
$$

where $f=\left|f_{-}\right|=\sqrt{\left(\cosh p+\frac{b}{2} \sinh p\right)^{2}-1}+\cosh p+$ $\frac{b}{2} \sinh p$.
To renormalize the spectrum, the limit $d \rightarrow \infty(p \rightarrow$ $\infty)$ is calculated resulting in

$$
\begin{equation*}
\triangle_{0}=\lim _{p \rightarrow \infty} \triangle=-\left(1+\frac{b}{2}\right)^{\mathcal{N}} \tag{A11}
\end{equation*}
$$

The renormalized determinant reads

$$
\begin{gather*}
F_{\mathcal{N}}\left(\frac{b}{2}, p\right)=\frac{\triangle}{\triangle_{0}}=-\frac{e^{-p(\mathcal{N}-1)}}{(1+b / 2)^{\mathcal{N}} f^{\mathcal{N}-2}} \\
\times\left(e^{-p} \frac{1-f^{2(\mathcal{N}-1)}}{1-f^{2}}-\frac{1+\frac{b}{2}}{f} \frac{1-f^{2 \mathcal{N}}}{1-f^{2}}\right) \tag{A12}
\end{gather*}
$$

To obtain the energy (see Eq. (2)) the following integration is needed

$$
\begin{equation*}
\iint_{-\infty}^{\infty} \frac{d k_{x} d k_{y}}{4 \pi^{2}} \int_{0}^{\infty} d \lambda \ln F_{\mathcal{N}} \tag{A13}
\end{equation*}
$$

Changing the integrand variables to spherical coordinates $k_{x}=\kappa \sin \theta \cos \varphi, k_{y}=\kappa \sin \theta \sin \varphi, \lambda=\kappa \cos \theta(\kappa=$ $\sqrt{k_{x}^{2}+k_{y}^{2}+\lambda^{2}}$ ), $y=2 p=2 d \kappa, \lambda=\kappa x, x=\cos \theta$ (note that $b / 2=\eta(x)$ the TM contribution to the energy becomes

$$
\begin{equation*}
\mathcal{E}_{\mathrm{TM}}^{(\mathcal{N})}=\frac{Q_{\mathrm{TM}}^{(\mathcal{N})}(\eta)}{d^{3}} \tag{A14}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\mathrm{TM}}^{(\mathcal{N})}(\eta)=\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x \ln F_{\mathcal{N}}\left(\frac{\eta}{x}, \frac{y}{2}\right) \tag{A15}
\end{equation*}
$$

and the dimensionless function $F_{\mathcal{N}}(t, z)$ is given in Eq. (5).

TE mode. The spectrum calculation for the TE mode follows the same path with the substitution $b=2 \eta \kappa / \lambda \rightarrow$ $2 \eta \lambda / \kappa$. Thus the TE energy is found as

$$
\begin{equation*}
\mathcal{E}_{\mathrm{TE}}^{(\mathcal{N})}=\frac{Q_{\mathrm{TE}}^{(\mathcal{N})}(\eta)}{d^{3}} \tag{A16}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\mathrm{TE}}^{(\mathcal{N})}(\eta)=\frac{1}{32 \pi^{2}} \int_{0}^{\infty} y^{2} d y \int_{0}^{1} d x \ln F_{\mathcal{N}}\left(\eta x, \frac{y}{2}\right) \tag{A17}
\end{equation*}
$$

## Appendix B: Force on the $m$-plane

The Casimir force upon a particular plane $m$ can be calculated using Eqs. (A8), (A14) and (A16) by taking an appropriate derivative with respect to $d_{m}$. For this purpose, we consider the following ratio $\lim _{\epsilon \rightarrow 0}(\ln \triangle((m+$ $\epsilon) d)-\ln \triangle(m d)) / \epsilon$. The matrix $\mathcal{Z}_{3}$ can be regrouped by realizing that $d_{m}$ appears in $\mathcal{A}_{m}$ and $\mathcal{B}_{m+1}$ only,

$$
\begin{align*}
\mathcal{Z}_{3}= & Z_{1}-(-1)^{\mathcal{N}}\left\{\prod_{j=1}^{m}\left(B_{j} A_{j}^{-1}\right)\right\} \\
& \times\left\{\left(B_{m} \mathcal{A}_{m}^{-1}\right)\left(\mathcal{B}_{m+1} A_{m+1}^{-1}\right)\right\} \\
& \times\left\{\prod_{j=m+1}^{\mathcal{N}-1}\left(B_{j} A_{j}^{-1}\right)\right\} Z_{2} \tag{B1}
\end{align*}
$$

Taking $d_{m}=(m+\epsilon) d$, one can expand in first order of the small parameter $\epsilon$

$$
\left(B_{m} \mathcal{A}_{m}^{-1}\right)\left(\mathcal{B}_{m+1} A_{m+1}^{-1}\right)=\left(\begin{array}{ll}
1 & 0  \tag{B2}\\
0 & 1
\end{array}\right)+\varepsilon b p\left(\begin{array}{cc}
1 & 0 \\
b & -1
\end{array}\right)
$$

Thus we can write the following relation

$$
\begin{align*}
\triangle((m+\epsilon) d)= & \operatorname{det}(M+\varepsilon b p P)=\triangle \operatorname{det}\left(1+\varepsilon b p M^{-1} P\right) \\
& =\triangle\left(1+\epsilon b \kappa \operatorname{Tr}\left(M^{-1} P\right)\right) \tag{B3}
\end{align*}
$$

where

$$
\begin{aligned}
M & =Z_{1}-(-1)^{\mathcal{N}} \prod_{j=1}^{\mathcal{N}-1}\left(B_{j} A_{j}^{-1}\right) Z_{2} \\
& =Z_{1}-(-1)^{\mathcal{N}} C^{\mathcal{N}-1} Z_{2} \\
P & =-(-1)^{\mathcal{N}} C^{m}\left(\begin{array}{cc}
1 & 0 \\
b & -1
\end{array}\right) C^{\mathcal{N}-1-m} Z_{2}
\end{aligned}
$$

and the matrix $C$ is calulated in (A10). Thus we find

$$
\begin{gather*}
\lim _{\epsilon \rightarrow 0} \frac{\ln \triangle_{m+\epsilon}-\ln \triangle}{\epsilon}=b \kappa \operatorname{Tr}\left(P M^{-1}\right) \\
=\frac{1}{2} \frac{\kappa b^{2} f e^{-p}\left(f^{2 m}-f^{2(\mathcal{N}-1-m)}\right)}{e^{-p} f\left(1-f^{2(\mathcal{N}-1)}\right)-\left(1-f^{2 \mathcal{N}}\right)\left(1+\frac{b}{2}\right)} . \tag{B4}
\end{gather*}
$$

In the limit of $d \rightarrow \infty(p \rightarrow \infty)$ the above expression tends to zero meaning that there is no need for renor-
malization. Changing the integrand variables to spherical coordinates as previously done in Appendix A, Eqs. $(12),(13)$ are obtained.
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