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We reconsider the perturbative next-to-leading calculation of the single inclusive hadron produc-
tion in the framework of the hybrid formalism, applied to hadron production in proton-nucleus
collisions. Our analysis, performed in the wave function approach, differs from the previous works
in three points. First, we are careful to specify unambiguously the rapidity interval that has to
be included in the evolution of the leading-order eikonal scattering amplitude. This is important,
since varying this interval by a number of order unity changes the next-to-leading order correction
that the calculation is meant to determine. Second, we introduce the explicit requirement that fast
fluctuations in the projectile wave function which only exist for a short time are not resolved by
the target. This Ioffe time cutoff also strongly affects the next-to-leading order terms. Third, our
result does not employ the approximation of a large number of colors. Our final expressions are
unambiguous and do not coincide at next-to-leading order with the results available in the literature.

I. INTRODUCTION AND CONCLUSIONS

It has been suggested thirty years ago [1], that at high energies hadronic structure is considerably different from that
at lower energies as hadrons exhibit perturbative saturation. Observation of saturation is of course a very interesting
possibility, as it would open a door for exploring a qualitative new regime of QCD - the regime of dense saturated
states, which is nevertheless perturbative in the sense that the relevant coupling constant remains small.

There has been a lot of activity in the last 20 years to try to better understand this regime theoretically. With
the advent of the Relativistic Heavy Ion Collider and, later, the Large Hadron Collider, many attempts to describe
available data in the framework of saturation have also been made.

It is fair to say that at the moment we do not have a clear understanding, whether effects of saturation (or
Color Glass Condensate (CGC), as its weak coupling implementation [2-7]) have already been seen in the current
experiments, although some saturation-based calculations provide good description of data (e.g. [8-13]). One of
the major reasons for this, is that the calculational precision of the saturation based approaches is still far from
satisfactory. For example, only a small (although important) part of next-to-leading order corrections (the running
coupling effects) is presently included in numerical implementations of high-energy evolution [14] even if the full result
is already available [15-18]. Calculation of various observables, like inclusive hadroproduction [19], photoproduction
[20], etc. has also been mostly confined to leading order in the strong coupling constant «.

There is therefore an urgent need to improve the accuracy of the CGC-based calculations. Efforts in this direction
have been made in recent years, with the calculation of NLO corrections to several observables, like deep inelastic
scattering [21, 22], or single hadroproduction cross section at forward rapidities [23, 24] in the so called ”hybrid”
formalism [25]. However, numerical studies have yet been performed only in the latter case, and indicate very strong
effects of the NLO corrections, with cross sections even becoming negative at moderate transverse momenta [26, 27].
The recent followup [28] to [27] underscores the problem even more, since a change which is supposed to affect the
result only at next-to-next-to-leading (NNLO) order, modifies the NLO results significantly. There is also an ongoing
discussion on the correct choice of the factorization scale for the high-energy evolution [29, 30], and on the eventual
relevance of additional collinear resummations at small z [31].

The purpose of this paper is to reanalyze the NLO calculation of inclusive hadron production using the wave
function approach employed in [23]. Such an analysis is necessary, since the calculations of [23] and [24] are not quite
complete. The most important element missing in [23, 24] is a treatment of the limitation on the phase space of
emissions due to finite life time of the low-z fluctuations, the so-called Ioffe time [32]. We rectify this deficiency of
the previous calculations and provide formulae which explicitly take into account this constraint.

We also address the question what is the rapidity to which the eikonal scattering amplitudes have to be evolved.
This point has not been addressed explicitly in [23], while [24] uses an heuristic argument based on the kinematics of
2 — 1 processes and [29] proposes a different solution.

The result of this work is a complete set of formulae for hadron production in the hybrid formalism, at NLO
accuracy, including all channels. We implement in our formulae the Ioffe time restriction which ensures that only



fluctuations that live long enough are included in the NLO calculation. This Ioffe time provides a scale that allows
a clean separation between the collinear and soft divergences. As in previous calculations, collinear divergences are
absorbed in the parton densities of the projectile and the fragmentation functions of the final state partons into
hadrons, evolved according to the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [33] that
we also deduce in our setup.

The soft divergences are regulated by the Ioffe time. We show that the correct scaling of the Ioffe time under
Lorentz boost leads to the leading-order Balitsky-Kovchegov (BK) evolution [3, 5] of the eikonal scattering amplitude
on the target, with a well defined prescription for the scale up to which this scattering amplitude has to be evolved.
This scale differs from those suggested in [24] and [29]. Our conclusion is that the prescriptions adopted in [24, 29]
are not strictly consistent with the NLO accuracy of the rest of the calculation. We provide the corrected expressions
and discuss to what extent they differ from those in [24]. We also present the results beyond the limit of large number
of colors.

At the end of the day, our formulae are somewhat different from those given in [23] and [24] which were used as
the basis of numerical calculations of [26] and [27]. The differences may be significant in some kinematical regions.
Whether these differences can lead to stabilization of numerical results will have to be determined by numerical
calculations.

We note that the collinear factorization scheme that we use, inside which the parton densities and fragmentation
functions are defined, does not coincide with the standard M S one. But the relation between these functions in both
schemes amounts to a mild rescaling of factorization scales.

The outline of our paper is as follows: In Section II we discuss the basic setup of our calculation, explaining what is
the relevant rapidity interval for the evolution, and paying special attention to the question of the kinematic restriction
due to finite Ioffe time of the fluctuations. In Section III we present the results of the calculation and discuss the
difference between our results and those of [24]. In these two sections, for simplicity of presentation, we limit ourselves
to hadron production from a projectile quark. In Section IV we present the results of the full calculation, including
the gluon channel. The details of the calculation are given in the Appendices.

II. THE BASICS

We consider inclusive hadron production at forward rapidities in pA scattering. We use the "hybrid” formalism [25]
as our calculational framework. This means that we treat the wave function of the projectile proton in the spirit of
collinear factorization, as an assembly of partons with zero intrinsic transverse momentum. Perturbative corrections
to this wave function are provided by the usual QCD perturbative splitting processes. On the other hand the target
is treated as distribution of strong color fields which during the scattering event transfer transverse momentum to the
propagating partonic configuration of the projectile.

For simplicity of presentation, in this and the next section we consider in detail only one channel for hadron
production: an incoming quark from the projectile wave function, which propagates through the target and fragments
into the observed hadron in the final state. The general discussion pertaining to all important aspects of the calculation
carries over almost verbatim to other production channels as well. Complete results for all production channels are
presented in Section IV.

A. The kinematics and the choice of frame

First, let us specify the kinematics of the process. We require the production of a quasi-on-shell parton with
momentum p, at a forward rapidity n (in the projectile-going diection) and with a sizable transverse momentum p, .
By definition, one has

1 + 2p™
n:flnp—:ln V2 (2.1)
2 p- Py

This parton then fragments into a hadron of momentum pj,. The fragmentation is treated as collinear, so that all
c ot = ot _ i ;
components of the momentum are reduced by the same factor ¢: p; = (p™ and py1 = (p.. Hence, the rapidity » is
both the rapidity of the produced parton and of the hadron it fragments into. Let us define the fractions z, and zp
of the light-cone momentum Pf; of the projectile carried by the produced parton and hadron respectively, as
i _ o
P

Tp = %}i and TF (2.2)



Notice that the standard Feynman-z variable zp = z,(. Since pT, p;{ and PP+ are scaled by the same factor under a
longitudinal boost, x,, and xr are boost invariant.

Ignoring the masses of the target and projectile, in a frame where the projectile has large momentum Pli' , and the
target a large momentum P;., one has
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Thus in the center of mass frame
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The rapidity of the produced parton and hadron in the center of mass frame is related to x,, or zp as

nem = In V'S =In Try's .
pil ¢lpol

(2.5)

As will be explained momentarily, we will find it convenient to work in the frame where most of the energy of the
process is carried by the target. We refer to it as PROJ (projectile frame). In this frame we have

S
Jany =\ (2.6)
P, PROJ =
2Pp pros
The momenta P; o and PIJ; proy Scale differently with total energy of the process.
P;, on < s P;: pRroJ = const. (2.7)

We will be interested in deriving the evolution of production cross section with the total energy of the process.
While deriving the evolution we will find it convenient to think of the change in energy s — se®Y as due to the slight
boost of the projectile. In this case PI; pPROJ X eAY . Also, we should keep in mind that if we increase the energy
of the process (by boosting the projectile) but still measure particle production at fixed center of mass rapidity, the
value of z, has to be changed according to

x, o 5712, (2.8)

Now, although the cross section can be calculated in any Lorentz frame, and the result should not depend on the
choice of frame, it is advantageous to perform the calculation in a frame where it is simplest. Clearly, if we choose
a frame in which the projectile moves very fast, this is far from optimal. In such a frame the wave function of the
projectile itself has many gluons, and one needs to calculate it with high precision (high order in perturbation theory)
in order to calculate the production probability correctly. On the other hand we would like to treat the parton that
produces the outgoing hadron as part of the projectile wave function. Thus it is most convenient to choose such a
frame in which the target moves fast and carries almost all the energy of the process, while the projectile moves fast
enough to be able to accommodate partons with momentum fraction x;, but not so fast that it develops a large low
x tail. Since the observed hadron has large rapidity, the relevant values of x, are not small, and thus such a choice is
possible.

For the scattering of the leading parton on the target to be eikonal in our chosen frame we need

2pPiros > M, (2.9)

where the scale M is of the order of the typical longitudinal recoil that the target can impart. This scale may slowly

2
depend on energy, and at high energy can be of order M ~ ASZ;D. At relevant energies this is of the order of the

typical hadronic scale, and we will treat it as such. Note that one cannot go to very large s at fixed particle rapidity.
This would take one outside of the validity of the hybrid approximation, where the projectile is allowed to emit an
extra gluon, but not too many gluons so that its wave function does not become dense. Otherwise one needs to
calculate higher order corrections to the projectile wave function and eventually resum those. Thus, condition (2.9)
fixes the region of validity of our setup.

Another auxiliary quantity we introduce is the initial energy so. Our final results do not depend on it explicitly
but it turns out to be a useful concept. This energy is arbitrary, except it is required to be high enough, so that the
eikonal approach is valid at s > sg. Starting from this energy we can evolve the target according to the high-energy



evolution. The energy sg is achieved by boosting the projectile from its rest frame to rapidity Yp, and the target from
its rest frame by rapidity Y, so that

M M M
s0=2PpprosPr's  Phpros= Tg e'ry T = 7; e'r; Pr = Tg YT (2.10)

Starting from this initial energy sg, the energy of the process is increased further by boosting the target.

Thus, in our setup the projectile wave function at any energy is evolved only to rapidity ¥, = In i + Yy, with Y
being a fixed number of order one.

The target on the other hand is evolved by

Yp=In-, (2.11)
S0
where s is the total center-of-mass squared energy of the process. The initial condition for the evolution of the target
wave function has to be specified at Y.

At first sight this setup looks very different from the one in [24], where the interval of the target evolution is taken to
depend on the transverse momentum of the final state hadron, but similar to that in [29] where the evolution interval
does not depend on pr. However, the choice made in [29] (without explicit justification) is to evolve the target over
the full rapidity interval In m, thus not allowing emission of extra gluons in the projectile wave function. Our
approach, on the other hand, evolves the target by p,-independent amount Y7, while simultaneously allowing for
perturbative emission of gluons in a significant (albeit not logarithmically large) rapidity interval in the projectile
wave function. Thus our setup differs from that adopted in both works [24] and [29]. Nevertheless, as we will show
in subsection III.C, in a certain kinematic regime our evolution interval turns out to be effectively similar to the one
in [24, 34]. The different scales are illustrated in fig. 1.

projectile M3

EEEEEEE———— | 2P
|
produced hadron :
S 7 Yp |
|

D1

EEEEEEEEEEEEEEEN v
|
In M;wp =Y :

A

Inz="Yr ,
|
|
EEEEEEEEEEEEEEEN I
|

Loy
target p

FIG. 1: Illustration of the different rapidity and momentum scales in our setup.

With this partition of degrees of freedom between the projectile and the target, our setup is fixed. Any projectile
parton scatters on a member of the same target field ensemble. Averaging over this ensemble leads to the dipole
scattering matrix sy, (x,y), which at fixed energy of the process does not depend on the transverse momentum or
rapidity of the final state hadron.

Note that at this point we do not have to specify what is exactly the evolution equation that governs the evolution
of the target. This equation is self-consistently determined from the calculation itself. Unsurprisingly, we will find
that at the accuracy of our calculation the relevant evolution is the leading-order BK equation.

B. Yruws Y,

Importantly, the above discussion does not uphold the prescription used in [24] and in current numerical implemen-

tations [26-28]. The procedure set out in [24] is to evolve the target to rapidity Y, = In -1 with 2, = p—ﬁe’”. The
g

reason for choosing this particular value of Y, in [24] is based on the following kinematic argument. At leading order

the incoming projectile parton carries momentum (p*,0,0). The parton measured in the final state has the same +



component of momentum, transverse momentum p,; and is on shell. This means that during the scattering it picks
2

up —-component of momentum p~ = % = e*"% from the target. If one assumes that this momentum has been

transferred to the projectile parton by a single gluon of the target, the gluon in question must have carried at least

this amount of p~, and therefore had to have the longitudinal momentum fraction of the target

P _ nPL
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On the other hand, the high-energy evolution (in the dilute regime) has the property that any hadronic wave function
is dominated by softest gluons. One thus may conclude that z, is the longitudinal momentum fraction of the softest
gluons in the target wave function, and thus the target has to be evolved to Y.

On closer examination, however, it transpires that this argument does not hold water. It overlooks the fact that
the target is in fact dense. For the dense target, the projectile parton undergoes multiple scatterings, and therefore
picks up momentum p~ not from a single target gluon, but from several. This means that x4 is actually an upper
bound on the momentum fraction of the target gluons, and therefore Y, only gives a lower bound on the rapidity
up to which the target wave function has to be evolved. In fact, it is very natural that the total rapidity Y7 should
not depend on the transverse momentum of the produced particle rather than depend on it as in (2.12). Recall that
in the dense scattering regime, the transverse momentum of the scattered parton ”‘random walks”’ as the parton
propagates through the target. Thus the total transverse momentum is proportional to the square root of the number
of collisions with the target gluons, p? o Ng. On the other hand the transferred p~ does not random walk, since
all the gluons in the target have p~ of the same sign. Thus p~ oc Ny, which is perfectly consistent with the relation
between p~ and p, that follows from the onshellness condition of the outgoing parton. Therefore, increasing p,; of
the observed parton (at fixed p*), while increasing the total p~ acquired by the projectile parton, does not change the
fraction of longitudinal momentum of individual gluons in the target wave function that participate in the scattering,
and therefore does not affect the value of Y.

In the leading-logarithmic approximation it is not important what exactly is the value of the evolution parameter
for the target as long as it is of the order of total rapidity. However, since we are interested in the next-to-leading
perturbative corrections, this question becomes important, as changing the value of the evolution parameter affects
the result at NLO. It is thus important to use Y7 rather than Yj,.

z, (2.12)

C. What scatters? The Ioffe time restriction

While in the hybrid approach one assumes that the projectile partons scatter eikonally on the target fields, clearly
this assumption can only be valid for partonic configurations of the projectile wave function which exist long enough
to traverse the longitudinal extent of the target [32].

Consider for example scattering of a projectile quark. The parton level production cross section at leading order is
23, 24]

do? 1
d?prdn — (27)?

/dzxdzye”’i(m*y)sYT (x,y), (2.13)

where sy, (x, y) is the fundamental dipole scattering amplitude at rapidity Y7, defined in terms of the eikonal scattering
factors as s(z,y) = Niptr [SF(:C)S}(y)], with Sp(x) the Wilson line for propagation of a high-energy parton in the
fundamental representation of SU(N,) at transverse position z.

At next-to-leading order the quark splits in the projectile wave function with probability of order a into a quark-
gluon configuration. The wave function of the “dressed” quark state with transverse momentum n,; and + momentum
xpPT (zp refers to Bjorken ) to order g is

(@zaPtins,a ) = [ Eacm o {At)@) Pt 2.0,5)
dLPS . _ .
+g/ 7/ F(qg)(IBP+7£ay — T,z — x)sg;j taﬁ‘(q) p+ = (1 - E)xBP+7y7BaS; (g) q+ = E'TBP+7Zaa7.]>} (214)
Yz

Here s and § are the quark spin indices; j - the gluon polarization index, «, 8 are fundamental and a are adjoint color
indices. We use the notation dLPS to denote the longitudinal phase space in + components for the splitting. This
z, Pt
=
running in the loop for the virtual ones, dLPS = d[¢x,P"], with & being the +-momentum fraction taken by

corresponds to the + component of the parent parton for the real terms, dLPS = d [ ], and the + momentum



the emitted gluon. The constant A9 differs from unity by an amount of order g2 and is needed to preserve the
normalization of the state at order a,,. At this point we do not need to know explicitly the form of the function F{,)
nor the normalization constant AY.

The dressed quark now scatters on the target and produces final state particles. In the spirit of the hybrid
approximation, we treat the scattering of the gg configuration as a completely coherent process where each parton
picks an eikonal phase during the interaction with the target. However this can only apply to configurations that have
a coherence time (Ioffe time) greater than the propagation time through the target. The usual argument for splitting
of a parton with vanishing transverse momentum into two partons, with transverse momenta +k, and longitudinal
fractions £ and 1 — & gives

26(1—&p*t _ 26(1 —§apPT

te ~ = : 2.15
: 7 P (2.15)

Note that PT = P} pRroy in this formula is the momentum of the projectile in the frame defined by eq. (2.11) rather
than in the center-of-mass frame. We will use this simplified notation throughout the rest of the paper.
Only the gg pairs that satisfy the relation

+
w ST (2.16)
k1
where 7 is a fixed time scale determined by the longitudinal size of the target, scatter coherently. As we will see later,
the time 7 actually stays constant through the evolution, it thus has to be identified with the size of the target at the
initial energy so. This is approximately given by the inverse of P; . Thus the parameter that enters our calculation
is in fact the initial energy

Pt/r=50/2 (2.17)
and the Ioffe time restriction can be written as
(1-&&rp _
> % L, (2.18)
1

This point is discussed in detail in Appendix A.

The pairs that do not exist long enough are not resolved. Those pairs have large £, and have a small transverse
size. The scattering and particle production from those two parton configurations must be indistinguishable from
that of a single parent quark. Thus only those quark-gluon components of the dressed quark wave function eq. (2.14)
that satisfy the condition eq. (2.18) scatter eikonally. For the rest of the components their scattering matrix should
be taken identical to that of a single bare quark.

Thus, for the purposes of the calculation of scattering cross section the dressed quark wave function should be taken
to be

|(q) xsPT,0,a,8)p g = /de{Aq\(q) rpPt x, a,s) (2.19)
dLPS 5 a + + - + + :
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where a quark with +-momentum p™ + ¢ = xpPT and zero transverse momentum splits into a quark with p* =
(1 —&zpP* and p; and a gluon with ¢* = £z PT and ¢, . The normalization constant reads

N2
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TTYZ
N2 i o
=1 g el [ [ FagsPt ey a) Ry esPt 6y — 2.2 5),

where the summation over 5 and j is understood in F| (2(1 o) Here ( is the part of the phase space for the splitting
defined by
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The second equality in eq. (2.20) holds due to the explicit coordinate dependence of F,z) which sets = equal to z,
eq.(2.29). Note that the normalization constant A? is ultraviolet (UV) finite. The constant S is the total transverse
area. As we will see later it cancels against the integral over the coordinate z. The longitudinal momentum factor
xpPT in eq.(2.20) appears due to the normalization of the longitudinal momentum eigenstates.

An analogous formula holds for a quark with arbitrary transverse momentum.

The function Fqz) can be read off the known formulae, for example in [23], where to order g the single “dressed”
quark state was written as

5\(q)p+ +(]+,pj_ +4q1,0, S> - |(q)p+7pJ_a67§; (g) q+7qJ_7a7j> tiﬁ (222)
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It is convenient to define
li=p1—(1—=8(qL+pr)=Epr —(1—-&qL, (2.23)

which is the transverse momentum of the daughter quark relative to the one of the parent quark.
The Ioffe time constraint for a quark state with an arbitrary initial transverse momentum then reads

+ + +
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eq. (2.22) can be rewritten as
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To Fourier transform F' into coordinate space, it is convenient to perform the change of variables with unit Jacobian

lh =&pr —(1-8&qr; my =&+ (1+pL (2.26)

or
L=+ A =8my;  qr=E&mi — 1+l (2.27)
We then have
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We can get rid of = by realising the d-function with the result
1
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where we have used p* + ¢™ = xpPT, and the modified Weizsicker-Williams field is defined as
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For future use we also define

Af(y—2)= AL = (y—2)
3

1 —2)° T, Pt
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When we discard the Toffe-time cut-off, or equivalently in the P /7 — +oco limit, both Ai’wB (y — 2z) and Az(y —2)
reduce to the standard Weizsacker-Williams field

(2.31)

‘ 1 (y—2)
A== 2.32
(y—2)=-5- ) (2.32)
Using the result (2.29) we can write the normalization factor eq.(2.20) as
NZ 1 1d§1+(1_§)2 , ,
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Two comments are in order here. First, the function F,, in addition to transverse coordinate variables and the
momentum fraction £, also depends on the longitudinal momentum of the parent quark, and therefore on x g at fixed
P*. This dependence has to be kept in mind especially whenever xp has to be integrated over.

Second, note that we have now implemented the Ioffe time constraint on the phase space {k,,¢} in the definition
of F4g)(xpP™,&,y — x,z — ) rather than in the integral over £ as in eqs. (2.19,2.20). This is of course equivalent,
but is in fact mathematically more appropriate, since the energy fraction £ in eq.(2.19) is integrated last. Thus,
in the following we will not denote the restricted phase space by  but will instead directly use the analog of the
Weiszacker-Williams field A¢ ,,,, which explicitly depends on the energy fraction £ due to implementation of the Ioffe
time constraint in the transverse phase space.

As noted above, neglecting the Ioffe time constraint on I, , one gets for A*(y — z) the standard Weizsacker-Williams
field at point z. The only difference with the soft approximation then is in the “recoil” position of the emitter after
the emission, which does not remain at the same transverse coordinate. With the constraint, on the other hand, the
relative contribution of short distances in A%(y — z) which is the reflection of the short Ioffe time of small dipoles, is
suppressed.

III. THE RESULTS: PRODUCTION FROM QUARKS.

The calculation of the production cross section from this starting point proceeds along the standard lines. We use
the approach developed in [23] and consider scattering of dressed parton states. Compared to the calculation of [23]
we now include virtual corrections, which were not important for the purposes of [23]. Although our technique is
slightly different than the straightforward summation of diagrams as in [24], we have checked that modulo the Ioffe
time constraint and the value of Y7 in the leading-order term, our results agree with those of [24].

We present the detailed calculation in the appendix for completeness. In the body of the paper we only present the
final result and discuss some of its features.

Our result for the inclusive hadroproduction of hadron H from an initial state quark via hadronization of the final
state quark in pA scattering, is

quﬁq_)H 1 ! dC q rEp q rEp iPhl
= - R R d2 d2 (3 (z—vy)
Ppcdn @ J,, @ Dl ( ¢ ) / e sl y)
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— —1 3.2
d2pj_d77 (pla mp) dQPJ_d’I] (pl7 IP) + d2pJ_d77 (va xp) ( )

where the real and the virtual contributions to the quark production cross section are given by



%<M><zg§>s“’ /olwpdgleﬁf*zz(lef” ]/y e
x [Ag(y_ 2)AL(G — 2) — Ca (g, f_f’fz)} {s[y,y} +(1=€)?s[(1 -y, (1 —£>y]}
*(297:)3 / €% gL(l—pﬁ) [1+(15_£)2Myfm_y)
xAgy_z)Ag(y_z){ B (sl €tu = 2121 st + 5[z - €65~ 2)] sl
+2]1V([y € —2).3) + s[u 7 - £@ - >]>} (3.3)

and

&p dn) (2m)
x| A, (v - 2) z,%<y—z>+Aﬁ%<y—z> o, (5= 2) = 20,0(6, 3y, 2)]

g q ' [1 + (- 5)2} ip1L (y—79)
Ty ol () /0 “lT e /yyze

x{ é,%@z)Ag%@z)[]}s[wg(yz>,z+5<yz>}s[z+§<yz>,y}

dgd v 2 14 ( 1_ )
(P, ) :*973CF zp f2(zp) / dﬁ{ ]/ LD [y, 7]
vy

—2]1\[6 8{y+£(y—z),y”
AL (- A, (1 - 2)| o[ - 7+ - 9] [z + €7 - )

AN z)}] } . (3.4)

In the above, DY, 2 and fq2 are the quark fragmentation (FF) and proton quark distribution (PDF) functions

respectively deﬁned below in (5 7). Both are calculated with a generic factorizations scale (resolution) u. The natural
value of the factorization scale to use in the present problem is pu = |pp |-

The function sy,.(z,y) = I\%TK[SF(X)S}LT (y)] is the eikonal dipole scattering amplitude on the heavy nuclear target.
The eikonal dipole amplitude in eq.(3.1) is evolved according to BK equation up to rapidity Y7 as explained above.
The ones appearing in the NLO expressions have also to be evolved up to the same rapidity Y but, for brevity,
hereafter we will only make the rapidity dependence explicit in the LO term.

The collinear subtraction term is defined as

Cp(& xB) E/d2z Cp(& B, 2 )_/d2z A§ ep(2) gmB(z)H(z%uQ -1). (3.5)

Note that the PDFs and FFs are defined in a given factorization scheme that, in our framework, does not coincide
with the standard MS one. But their relation, as discussed in detail in Appendix C, amounts to a mild rescaling of
factorization scales.

These expressions can be somewhat simplified. Before getting to that we discuss the region of applicability of these
formulae.

A. How much should we believe it?

Here is the run down on the approximations employed in our derivation.
1. The eikonal approximation for the partonic scattering matrix at initial energy. This approximation is tantamount
to neglecting power corrections of the type Q?/so and pﬁ_ /S0 in the production cross section. We do not expect this
to be a major concern, since with a reasonable choice of sy and at not astronomical transverse momenta, both ratios



10

in question should be very small. Consistently, the rapidity evolution is also required to be accurate only up to such
power suppressed terms. The BK evolution for amplitude indeed arises when we omit such power corrections in the
derivation (see Appendix A). Equations (3.3,3.4) contain explicitly some such power suppressed terms. While formally
this is not a problem, within our accuracy we are able to discard these terms and thus simplify the evaluation of the
cross section. This will be done in the next subsection.
2. Collinear approximation for the projectile wave function. As usual, this approximation is expected to be good up
to power corrections of the type A?QC p/p%. Note that the O(as) correction we have included seems to go beyond
the collinear approximation, as discussed in [23]. It includes the contribution from the partons in the projectile wave
function which have high transverse momentum, of the order of p,, and is not power suppressed. This contribution
is not part of the collinear DGLAP evolution, but is rather a genuine NLO fixed order correction to the cross section.
As discussed above, the Ioffe time constraint eliminates contribution of very high tranverse momentum partons, and
it remains to be understood how important is the remaining contribution from this kinematical region.
3. Use of the light cone PDF while not working in the infinite momentum frame. As we have discussed in detail,
we work in the frame where the projectile has a large but finite longitudinal momentum. We have nevertheless used
the quark distribution function f,2(x,) in our formulae. Strictly speaking, our function f,2(x,) also depends on the
momentum P*. If we had to take the dependence on P* into account, this would complicate things considerably.
In particular it would affect the derivation of the evolution equation in Appendix A, since changing PT through the
boost of the projectile would also change the distribution f,2(x,). We have neglected such terms while deriving the
evolution equations eqgs.(5.32,5.34) for the following reason. We do not expect f,z2(z;) to depend significantly on P*
as long as the value of z,, is not too small, namely x, > %. For small values of  one indeed has to take into account
the P+ dependence, and in fact one expects fu2(zp) to drop to zero quickly in this range. However for z;,, ~ 1, all the
partons involved are moving very fast, and the correction due to finite P+ should again be a power correction in the
ratio %. It is thus the same type of power correction as discussed above.
4. Leading order in oz BK evolution. This is probably the most important approximation of all and we expect it to
be the most important limiting factor of our results. The point here is the following. While writing our expressions
we have assumed that the dipole scattering amplitude is O(1), and under this assumption have calculated the order
O(as) terms in the cross section. However, if we really want to know the production cross section to O(a;) we also
need to know the amplitude sy, with the accuracy O(as). The question is how far in energy can we evolve the
amplitude from the initial sy using the leading-order evolution and still correctly account for all O(a,) terms.

To answer this question imagine calculating higher order corrections without resumming them into the evolution
of sy;.. The result will have the form

do

Pordn = Boo + s Bio + X% YR B + s X5 1Y Byt + a2 By + ... (3.6)

For small Y7 this is a genuinely perturbative expansion. However when Y7 is large enough, so that Y ~ 1/as,
one needs to resum all terms where the power of Y7 is the same as the power of ay, namely all terms B,,,. This
resummation is equivalent to solving the leading-order evolution equation for sy;,. Our calculation with leading-order
evolved sy, is equivalent to this resummation and the inclusion of the term Bjg. The problem is however, that for
these values of Y7 any one of the terms B, , is as large as Bjg due to the enhancement by the right number of
factors of Y. Thus if we want to keep the accuracy O(«;) all the way up to rapidities Yr ~ 1/a;, we need also to
resum the terms By, 5, which is equivalent to solving next-to-leading-order evolution for sy,.. This sets the limit on
the applicability of the current calculation with the LO evolution. Within this range it still makes sense to resum B,

terms, as some of them may be parametrically larger than Byg. For instance if we push up to rapidities Yy ~ 1/ a;/ 2,

the terms By1 and Bss are at least as large as B1g and both are resummed in the LO evolution, while for Y ~ 1/042/4
the terms By1, Bag, Bss and Byy are all important and are all resummed. On the other hand all the B,, 11, terms
are parametrically suppressed with respect to B1g and do not have to be resummed.

Also on the positive side, even for Y7 ~ 1/a, we can modify the formalism by solving the evolution of sy,. at NLO,
but still keeping only By as the only unenhanced contribution. This will indeed make the overall accuracy of the
result O(a) in all of this larger rapidity range without ever needing to calculate By etc.

To summarize, even though we have calculated NLO terms in the production cross section, our result can be
considered as a complete NLO result only for rapidities Yr < 1/as. For larger rapidities, the accuracy of our
calculation is the same as of the leading order. To have NLO accuracy for all rapidities one needs to include NLO
terms also in the evolution of sy, [15].



11

B. Discarding power corrections: The quark channel

As discussed in the previous section, our results only hold up to power corrections in powers of p?% /so and Q?/so.
We can thus simplify our final expression somewhat by discarding these terms. Our final expression for the production
cross section is given in terms of the real and virtual part of production cross section egs.(3.3,3.4) where the dipole
amplitude sy, (z,y) is evolved to rapidity Y. We now add and subtract from eq.(3.2) the following expression, which
is obtained from the quark production amplitude by setting & = 0 everywhere except in A¢ and the explicit factor

1/&:

2 1d
ANy flay) [ [ emr)

3 ) Aply = 2)Ae(y — 2) + Ay — 2)Ae(y — 2) — 24¢(y — 2) AL (5 — 2)
(277) 0 g Y,Y,2

% [s(y2)s(29) — 5(5:9)] - (3.7)

This simple form follows if we take the same modified WW field in the real and virtual terms to be A¢, and set £ =0
in all other entries. Now the term that contains the difference between the quark cross section and the expression
eq.(3.7) is finite at £ — 0 even if we remove the loffe time cutoff in the WW field and take Ag(z) — A'(z), where

A?(z) is the standard WW field with unrestricted integral over the transverse momentum [, . The difference between
keeping A%(z) and modifying it to A%(z) is clearly a power correction in inverse powers of sg, and the same holds
for C,2. We are therefore allowed to simplify this term by dropping these power corrections. On the other hand we
cannot simplify the stand alone term of the form eq.(3.7), and we leave it as is. The final result of this operation can
be written as

do 14 A 1+(1-¢)?
_ d ePry=g) - T\~ 5/ .
d?p ., dn (P, p) (2m)3 /0 5/yg €]+ (38)

et (17 {OF Ay - )45 - )~ (4(2)4(2)

+Ai(y—z)Ai(y—z){—J\2[[ [y = &y — 2), ] slz,9] + s[5 — €5 — 2)] sly, 2]
2]1\,C [S[y—f(y—Z),zﬂ +S[y,y—§(y—2)]}}H
_i ' eim(y—ﬂ)ﬂ

(2W)3A dé_ Y,Y,2 [§]+ [

2y £ (2) {cp A =)A= 2) + A - A (G - 2) - 2(A () A=)

| {S[y’y} +A=?s[1-9y.01 —§>y]}

w

E%

m

A= a2 | ol e - vt 9] s[4 et 29] - g s[o+ - 200

FA = A~ 2) |G s[s + €0 - 20+ 6= 2] sz 4 60— 2)] - i o[w + 60 -] }H
+ (2g7:)3Nca:p fig (z,) /01 % » ePL(y=70) [Aé(y —z)— Aé(@ — z)][Ag(y —z)— Ag(g —2)] [s(y, 2)s(z,9) — s(y, g)}

where, as usual, the + prescription is defined so that for any smooth function F'(£),

a 1

and

(Ai(z)Ai(z)) = A()A ()00 - 1), (3.10)

m
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C. Discussion.

The last term in eq.(3.8) looks somewhat similar to an extra contribution to the evolution of the leading-order term.
It would be equivalent to extra evolution if the Ioffe time modified WW field A could be substituted by A*. This
substitution is of course not possible, since the Ioffe time regulates the pole at £ = 0 in this term. Nevertheless let us
try to interpret this term in the language of additional evolution. To do that we interchange the order of integration
over £ and the momentum in the Fourier transform of the WW field, similarly to eqs.(5.35,5.38). Performing, in the
last term in eq.(3.8), the integral over rapidity first we can write it in terms of the Fourier transform of the derivative
of the dipole cross section

1 d
/dQZJ_/deJ_ln (gmzn> WS(ZJ_ —|—pJ_7mJ_—pJ_) (311)
with
l2 2
Epmin = MAX {l, m} . (3.12)
TpSo TpSo

If &in did not depend on the momentum [, and m , this would be equivalent to extra evolution of the leading term

by an additional rapidity interval AY = In &—. In this case we could forget about this term, and instead evolve s

min
1

in the leading-order term to Y7 + In . However &, itself depends on the momentum I, (or m_ ). Note that

momentum [ is the transverse momgegt’;lm of the gluon in the projectile wave function. Since this extra emitted
gluon is not present in the leading-order term at all, it is impossible to ascribe the contribution eq.(3.11) to extra
evolution. As discussed in [23], there are two distinct regions of [, that contribute to the production, I} ~ @, and
Iy ~pyi. Thus it is important to keep the full dependence of [, in the calculation.

Nevertheless, it may be instructive to think of this term as extending the evolution interval of the leading-order
term as this makes it easier to compare our final expression with those of [24] and [29]. The expression in [24] does
not contain the last term in eq.(3.8), but instead evolves the leading-order amplitude to rapidity ¥; = In i On the

other hand [29] argues that the leading term instead has to be evolved to Y; = In 57z with M 2 being typical hadronic
scale. Our expression, if interpreted in terms of the evolution of the leading term, means that the correct interval of
the evolution depends on the transverse momentum of the gluon, and is given by

1 2
Y, =Yr+In I;’;O =In—+ m% . (3.13)
1 g 1

Thus the correct evolution interval is neither the one suggested in [24] nor in [29].
Note that for the contribution of high transverse momentum gluons [; ~ p,, and thus In Ii is indeed a reasonable

approximation to Y;, . These high transverse momentum gluons contribute to the “inelasticgpartonic scattering” in
the language of [23]. However the “elastic contribution” that is driven by gluons with I, ~ Qs corresponds to a
significantly higher interval of rapidity evolution. Our results show that for p; ~ Qs the correct interval of rapidity
evolution is larger than the one suggested in [24]. For large transverse momentum, p; > Qg, when the “inelastic”
contribution becomes significant, the difference between our results and those of [24] becomes less pronounced. One
should also keep in mind that the hybrid approach per se is only viable as long as p7 < so.

We stress, that thinking in terms of the evolution of the leading-order term is only mnemonic, since the “evolution
interval” depends on momentum [ , which itself does not characterize any of the kinematic variables in the leading-
order expression.

Finally we wish to comment on the choice of the initial scale sg. As explained above, our results are formally
independent of the value of s!, in the sense that changing so and simultaneously changing the initial dipole amplitude
profile sy, (z,y) (evolving it via BK equation) leads to the same result for particle production. Thus for numerical
implementation it makes sense to choose such sg for which the dipole amplitude s, (z,y) is constrained the best by
fits to other data, e.g. DIS. On the other hand, dropping power-suppressed terms, as we did above, is bound to result
in some sensitivity to the value of sg. It would therefore be prudent to perform calculations in some range of sg to
make sure that the results are stable with respect to this variation.

1 The scale so plays the role similar to the rapidity factorization scale in [29]. It regulates the soft divergence that is the source of
high-energy rapidity evolution. A physical observable, like inclusive gluon production cross section, should indeed be independent of
this factorization scale.
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IV. THE RESULTS: ALL CHANNELS.

The calculation for the contribution from all channels is presented in Appendix B. The final result is

dCTH 1 ! dC rp rp i Phl i
_ E : D4 q i (y—9) 7 7l _
Pppidy — (2m)2 - /IF & H,;LZ(C) ¢ fﬂz ( ¢ >/y € syr [y, Y] + (q — 4, Phl — phl)

J
+ % Dt E 12 () [ P sasilu
+Z/ 22 dzdiqdn (pzlv JZ?) + (q — q, Phl — —pm)
. % Dy 2(Q) dgiigdn <ph; xg) (4.1)
where summation over all quark flavors is assumed. The adjoint dipole scattering amplitude s (z,y) is
sale] = =gt [Sa@si] (1.2

In the following we do not write out explicitly the antiquark contribution. As indicated in eq.(4.1) it is obtained from
the quark contribution by substituting the antiquark PDFs and FF's for the quark ones and flipping the sign of the
transverse momentum py; — —pp in all the relavnt expressions (i.e. the leading order cross section and eqs. (4.4),
(4.5) and (4.6)).

The quark production cross section is

- _q—q, _q—q, _g—q,
da? dag or daij v daf T

d?pidn  d?pidn  d?pidn - d®pidn

(4.3)

with
dga—ar

1—z 2
1 9’ i Tp  4q Zp 1+(1-9 ]/ ipL (y—7)
— C d 5 PL(Y—yY
Foa = o, TN (15) { ¢ e

0= 4L - 2) ~ G (6 725) | {stal + (- €25l - 00 - 9]}

yT—¢

+(2g7r2)3 /OHP g e (1?}) [1 e 5)2] / et
<AL e 0= A, (-2 = B2 (sl = €= 20.5] sl o[ 7 - €0 2)) ol )

2]1\,([11 §y—2),9] +sly.u- €@ - )])}, (4.4)
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dc_? oY 92 q |:1 (1 5) :| 13 ( 7‘) _
= — f d. -~ @7 pPL Y=Yy
CF IP /U' ( ) / 5 5 /ygz € S[y5 y]

X Aéﬂ?p (y - Z)A,éJp (y - Z) + Aé,wp (g - Z)Aé,a:p (g - Z) - QCM2 (57 Zp, Z)}

g9 D, ! 14+ (1—-¢)? i1 (y—7)
+(27T)3CF Tp f;ﬂq(xp) /0 d€|: ¢ :|/yyz€p vy

1
2N,

de{7er 1 g? 1=y x x . _
== d P_r9 p 24 (1— 2/ i1 (y—7)

x{[Agips(y—z)Aéxp(y—z)—Cuz (g Tp )H[y y]+(1—5)23A[(1—€)y,(1—£)y]]

e —¢
(Név )Aé 1sz( y [ i+ &z]s[(1 -y + &z, 2] — ]\;s[y,z]}
(Né\f_ l)Alf 1551)5( y [ y+&z|s[(1 -y + &z, 7] — J\;s[z,y]} } , (4.6)

The gluon production cross section is

_ _q— _g— _g— _g— _g—q
dc9 dei7%"  de{T%"  de{T0Y  de{TtY deiTvY

(4.7)

d>pidn  d?pidn  d?pidn T dPpidn  dPpidn o dPpuidn

doi ™" g* [N T (%> [W] ipL(2—3)
d?pydn  (27)3 /z & 3 fie 3 3 /zzye
x [A;wg(z - y)A;%p(z —y)— Cpe (5, x > } {CF salz, 2]+ Cr &2 5[52,52]}

g T g (xp> [1 +0- 5)2} ipL(z—2)
de = o | — L S A PL
5 ), % e e ; /y

A 2 (2= )AL G )] = 5 (s[5 (= O+ 2]l + szl s[(1 - O+ 62,7
1

with

(st 1= 0w+ &3] + sl - 0w+ €20] ) | 48)
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da_gﬂg,r 2 1—x, T
1 — g )320A / df p
0 —_

x 1-¢ 13 B iy (y—7)
Pprdy  r ¢ e (1—105” e it 5)} /yy o

4L 0= 4L, 72 = G (6 7755) |{salwal + 1= 924 [0 - 1 - 9]}

g° 1=zp Zp Tp 1-¢ £
o ), dfl—ff/fz(l—f” : +1—5+§(1_§)]
Yy

/ . {3[972]8[(1—§)y+£z,y]S{z, (1—§)g+§z]

X

0
eiPL(y=7) Aé zp. (y — z)AE%(y — Z)Wc—l
+5(z, 9] s[y, 1-8y+ 52} s {(1 =&y +¢z, Z}
s[5, (1= Oy + €2 s[(1 = Oy + 62, 2] slz. 3]

o[-+ €] s[5 (- O+ €8] slins] - 5% | (@9)

~9—g,v ] ~
=~ isCas, fhle) / de| et pipre-o| [ o
Yyyz

2
X {A A5 oy —2)+ A’g,zp (g — Z)Aé,xp (1 —2) = 2C,2(&, zp, z)}

' 1-¢ § i1 (y—7)
i 1) /0 "f[f e [ e

i ; N, —
X Ag,zp (y — Z)Ag,m,,(y ) { - meyz

3

oy (o[ € 210 €l )]s s+ 60— 20 )s[rw+ el - 2]

c

rofst e+ - s[r. s+ e - sl - 2.0] )|
FAL (5= )8, (5= 9)| = 353 o
+2(N]2V§_1)<s[y+£(y—z),z+£(y— 2)]s[z+ €@ - 2)9)s[v. 5+ 6w - 2)]

+s[z+£(y—z),y+£<y—z)}s[y,z%(y—z)]s[wf(y—z),ym} . (10)

2

(2g7r) zp fi2(zp) /01 de [52 (1 5)2} /yyz oL (v=7)

[Ag - Z)Aé,m,, (y—2)+ Ai’zp (g — z)Aé’Ip (7 —2) = 2C,2(&, xp, z)] saly, 7]

do{™""

1
Ppirdy 2
o

, N2 L
A (0= )AL, (0= )| 3ol + €= 23l 4 6y )]

s[y+£<y—z>,z+s<y—z>]}

SN2
A, - 2) A, (5 - 2 >{Niv 5[0 6@ —2)u)s[y 2 + € - 2)]
el - a2 | 7

Here the various combinations of six point functions are

Xle,y, 2 3,5,7] = -t [7(0)87 T ()87 ()87 1 (@)8F (9)5" (2] (412)

c
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Yygjz = X|:Z7y7 (1 - g)g +£szayv (1 - g)g +’£Z:| + X|:Zv (1 - ’g)g + fzvyvz7 (1 - g)g + fz,y:|

+X |:(1 - g)y + fZ,Z,g, (1 - E)y +€Z,Z,g:| + X[(l - g)y + fzanga (1 - E)y + fzag7zi| ’ (413)

Xyge = X[z =€ -2y~ 6w~ 2).7.2 ~ €~ 2y — &y — 2).7]

—&—X{y—E(y—z),z—f(y—Z),;y,y—ﬁ(y—z),z—&(y—z),g} ) (414)
Xy =X |2 =620 - €@~ 22— €@ —2). 7~ 7~ ).y
+X[1 -6 - 22— € -2y 7 - €G- 2)2 — €G- 2)y] - (4.15)

A. Discarding power corrections: The gluon channel

As for the quark channel, we can get rid of the power corrections ehmlnatlng the Ioffe time regulator in all terms
g—q,r do.QANZ v q

. o . .. . . ds .
which stay finite in the limit & — 0. This can be done in dZ;L o dzm o and d2p o Two gluon production terms

are divergent, and we have to keep the ¢ dependence in the Ioffe time regulator in those. However we can take the
same route as in the previous section, adding and subtracting the expressions corresponding to the small £ limit in
the integrand. For small & we have

dag—m,r B i o )
d?p.dn - (2 gﬂ) ACazy f / /* ey [Ag(y — 2)Ag(y — 2) = C2 (&, p, 2) | 54y, 7]
e
2 3
g 2N, d . ) L
T@rpPNZ-1 p f / */ ety y)As(y —2)Ae(y — 2) (4.16)

X{S[y,z} 3[@7?4] S[Zag] + s[z,y] S[y,g] S[ga ] jégjyz} Y

d61g%g,v 292 5 ”u(y 7

<At - 90— + A(—z>Ag<y—z>—2cuz<svxp,z>}

2 3 1
9 NC g / % ip1 (y—7)
omp (V2 1) @) | [ e

(
X [Ag( —2)Ai(y — 2) + AL (Y — 2) ALy — z)]
|

+

o _ ~ 1 —a
st 1ot a1t + sl 1ol - 535 %o (4.17)
C
where
714 _ _ _ _
Xygz :X[Z,y,y,z,y,y]+X[y,2,y,y,z,y] . (418)
Thus

do_i]—)!] T d i]-)gﬂ’ 92 g 1 dE oL (9—17) ) o 2
— 5 > (3 Az _ _ AZ _
d2p . dn + d2p . dn - (27 Tp fu (xp) /0 ¢ /yyz € g(y Z) g(y Z)
_ N3 _ , R 1 —=a
x |2Ca saly,g] — N2 1 sly, 2] s[g, y] s[z, 9] + sz, y] s[y, §] s[g, z] — SRR (4.19)

Adding and subtracting this term from the gluon production amplitude, the final expression for hadron production
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can be written as

dot 1 bd¢ q TF oq (mF) iPBL (y—7) = ! ¢ g do1 Pl ZF
o~ o @ DO () [ et + [ S0h 00 mr (e.2)
1 ! dC TE TR PPl (y—g) _ bd¢ do? (pn1 xF
+(27T)2 - ?DHMQ(C) ?fﬁz (C) /yye ¢ W=y SA,YT[yay] +/mF ?D?"LIH(C) d2pJ_d77 <<7<>

+(q — q; Phl — *phL) (4.20)

where the quark production cross section is
1+ (1-¢)?

d5'111 92 / i1 (y—7 /1wp T ( T >
T _ P (y ) d P q2 j4
Pprdn P = @y ), A AV Gh

x (cF Al =242~ (A A) ] {s[y,y] +(1-&)s[(1 -y, (1 - sw]}

(4.21)

Ay = 4 = )| [sly — ey - 23] sleusl + 5[5, - €07 - 2] ol

N,

C

- 12 [sly — &y —2),9] + s[y, 5 — &7 — 2)]] })

e -9 ([A%y 99 - (A@AE) [+ 1= 9%l - 9n 0 - 0]

2
- (N‘;VC A= 24w - 2) {s [y, (1 — )+ £2]s[(1 — €)F + €2,2] — %s[y, z]}

A = DA 2) [ (1= O + ][ - Oy + €8] - ol ylm
~opfiotay) [ ag| A= (cF[A%y—z)Ai(y—z)+Ai<y—z>Ai< 2) - 2(A()A >)u2} sly. 7
—]ZCA%y—z)Ai(y—z)[s[y+«s<y—z>,z+f<y—z>]s[z+f<y—z>,y}—]j y+E ]
—%Ai(y—zw@—z)[s[z+£<y—z>,y+s<y—z>}s[y,z+s<g—z>}— 5[+ €@ D
+%[£2 +(1- 5)2} ([Az(y —2) ANy — 2) + A (j — 2)A'(j — 2) — 2(Ai(z)Ai(z))u2} saly, vl
Ay~ Ay — 2) sl + €l 21 3)s[7.2 + €~ 2)) = pzlu+Ely— 2z el )|

N?‘_ TAY (5~ 2)AY(5 - 2) [s[y+£(y—z)7y]s[y,z+£(y—z)] - ]\%s[wé(y—z),z%(y—z)]D]}

e o) [ [ ety = ) Al = AL )~ Al — 2] 300 2)5(2.9) ~ 5009
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and the gluon production cross section is

dof _ ¢’ ip1 (y—7) @ ( Tp ) (15 & B )
d2pydn  (27)3 /yyze /0 dgl_gfuz 1—¢ GR +1_€+§(1 £) (4.22)

[{satat+ a2 safa-omi -]}

X (20A [Ai(y —2)A (G —2) - (Ai(Z)Ai(Z))uZ
N3
N2

LAY = 94 - ){slr (1= 9+ 6200] o[ 1 - 5 + €
sl 95|y, (1 - O+ €2 5| (1 - Oy + 2.2

+[ y+£4 [ Oy + &z, Z] sz, 7]
s|(1= Oy +€2,3] 5[z (1L - Oy + &2 sly z];ngyzD

e (cF =94 -2 - (4a) ] {saba+ 0 -2 sla-ona -0}

-¢
- Ay = 2) A"y~ Z){S[y, (1= &)+ &z] slz,y] + [, 2] s[(1 — )y + &2, 7]

_|_

1
N
2

N2

c

~pf5a () /01 dg (Ef Ml —gf]+ Fete £)> [

xC'a [Ai(y — ) ANy —2) + ANG — 2) AN (G — 2) — 2<Ai(z)Ai(Z))

1 (s[z,<1—5>y+fz]+s[<1—f>y+fz’z])}>

ﬂz} saly, vl

N3 ; ; 1 —
JFmA (y—2)A"(y — Z){NCQnyz

—(s[y+f(y—z>,z+f<y—z)]s[z+f<y—z>,y}s[y,y+s(y—z)]

5|z €W =2y €y —2)]s[m 2 € - )]s[y%(y—z%yD}

N3 1o
Tave AT {

—(s[y+5(y—z>7z+s<y—z)]s[z+5<y—z)w}s[wﬁ(y—z)]

+s[z+€(y—z>,y+£(y—z)]s[y,z+€<y—z)]s[y%(y—z),yDH}

+(2 WAL /d5 / e ALy - ) — AL — )]

1 A

[Ny 1 {S[y7 Z] S[gvy] 8[27g] + S[Za y] 3[%@} S[ga Z] - Nnggz} - 2CASA[y7y]] :

c

This is the final result of this paper. All the discussion of the previous section applies to this result in the same
measure. In particular the last term in eq.(4.22) should not be mistaken for an additional evolution of the adjoint
dipole, since the “effective evolution interval” then depends on the momentum of the extra emitted gluon. This term
does not appear in [24, 29].

As stated before, in all the above formulae the PDFs and FFs are defined in the somewhat unconventional scheme,
defined explicitly by the subtraction in egs. (5.22) and (5.29). For numerical implementations it is convenient to

use the standard M S scheme instead. The conversion between the two schemes is given by f,. = f@m. This is
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discussed in detail in Appendix C.
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V. APPENDIX A: THE DERIVATION. QUARK TO QUARK TO HADRON CHANNEL.

In this Appendix we describe in detail the derivation for hadron production cross section for the simplest channel,
where the projectile quark produces an outgoing quark, which subsequently fragments into the hadron. In this setup
we show how the Balitsky-Kovchegov evolution equation arises as the appropriate tool to evolve the leading-order
amplitude. In Appendix B we complete the derivation for all the other production channels.

A. Eikonal production.

The standard eikonal paradigm for propagation of the initial dressed quark with vanishing transverse momentum
through the target leads to the final state

mmm@/ngwmmﬁﬂa@$ (5.1)

dLPS . i .
d‘_g/Q F(qg) ($3P+,€,y — I,z x)sg,i ta,(i’ ngy(y) S(fb(z) |(q)p+a Y, 7, S5 (g) q+7 Z7b7 Z>:|

2 Jys

- [{sts@l@ 2nr 05000

dLPS _ .
+9/Q o / F(qg)(mBP+»§7y — T,z — x)s,§,i [thSﬁF'y(y)Stﬁ)(z) - Sgﬁ(x)tg'y] |(q)p+7y7’77 S5 (g) q+,z,b,z>} )
yz

where pt = (1-&)zg P, ¢t = ¢xp Pt and ST (x) is a unitary matrix in the fundamental representation - the eikonal
scattering matrix of a projectile quark in the color field of the target, and () is the phase space for the splitting
defined in eq. (2.21). As explained in Section III, dLPS stands for the phase space in + components for the splitting,

+
xl,,fg
running in the loop for the virtual ones, dLPS = d [z, PT], with £ the +-momentum fraction taken by the emitted
gluon. After this point, we will use the explicit expressions for dLPS.

It is convenient to rearrange this expression in terms of the dressed quark states. The single dressed quark state is
defined in eq.(2.19), and so the first term in rhs of eq.(5.1) is already in the correct form. However the second term
needs some work. The dressed quark-gluon state is different from the bare quark-gluon state at order g. In particular
it has an admixture of a single bare quark state. This is easy to see, since it has to be orthogonal to the single dressed
quark state, but without such a term it is not. To order g the requirement of orthogonality is satisfied by

|(q) (1 _g)xBP—i_ayaaaS; (g) fxBP+az7aai>D = |(q) (1 _f)mBP+7y7rY7§; (g) fxBP+&Z’b’7’>

_g/F(qg)(xBP+a€7y — T, 2= x)s,§,i tiﬂ |(q) SCBP+,(E, 5;§> . (52)

corresponding to the + component of the parent parton for the real terms, dLPS = d [ } , and the + momentum
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Thus in terms of the dressed states we have

bmm@/{ﬁmmwxﬂﬂmA$D (5.3)

2
9 a
+o- /Q d[gx, P*] / Flag)(@sP* &y = 2,2 = 2)o5i [te595, () S (2) — Sas (@)t ]
z'yz

X F(zg)(xBP+7£a y— xlv Z = x/)§,§,i t?y(S |(q) JUBP+,$/, 53 §>D

9 [ {mpP"‘

I 1_ £:| / F(qg)(ajBP+a§7y — T,z — x)s,§,i [tgﬁ‘s’g'y(y)sfb(z) - Sgﬁ(x)t%’y]
yz

X ‘(q) (1 _f)xBP-’_vya’yvg; (g) fxBP+7Zab,Z’>D } .

The integration over ' identifies ' with z by realizing one of the d-functions. We can thus write

|mmm@/{#w><>mpta@$D (5.4)

g . _
2*/ [Ex, PT / [tesSE (y )Siy(2) — Sgﬁ(w)t%fy] F(ig)(mBPJr,&y—%Z—x)tzé|(Cl) xpP", 2,6, s)p
L9

2

fl3

] [ FaenP® ez = ) [8aSE 0)SAE) — Sptalh)]

X|(q) (1 - §)$3P+7y,’}/, §; (g) §$3P+7Zaba Z>D }

where

_£)2 .
R e (- gy ) Al - AL, -2 (69

qug)($BP+,£,y—l'7Z—1') =

As usual, in order to calculate production of hadrons rather than partons we need to introduce particle distribution
functions for the incoming proton as well as fragmentation functions for the final state partons. Denoting the quark
distribution function in the proton by fzz (2p), and the quark fragmentation function to hadron H by D 2 (€), we

have for the hadronic level production cross section at leading order?

dotl (1 d¢ ap TF Ao (ppL wp
d2phid77 — o ? T fsQ <<) D?{ (C) d2 Ld77 < C ) < ) (5.6)
1 Ld
= (271')2 o Cg xg fq (:EF) D?—I,;ﬁ(g)/dzxdzye R (@) SYT(:Cay) )

¢

where sy,.(x,y) is the eikonal dipole s-matrix evolved to rapidity Yr.

The operator definitions of the distribution and fragmentation functions, which we will find useful in the following,

is3

fia(z) =P* /k?< | @ki(Plg' (k1 @)a(kr, @)|P); - Dy ,(C) =/k &’k 1 (g(p)| H (k1. Cp)H (K1, Cp)|a(p)) (5.7)

1<n?

Here |P) is the wave function of the proton while H is the operator annihilating the appropriate hadron?, and the
momentum k, is perpendicular to the momentum of the outgoing quark p.

2 As mentioned in the body of the text, our PDFs and FFs are defined in a given factorization scheme that does not coincide with the
standard MS one. But their relation, discussed in detail in Appendix C, amounts to a mild rescaling of factorization scales.

3 The operators q(ky,z)and qu(kJ_7 x) are bare quark creation and annihilation operators normalized in such a way that their commutator
is proportional to 6(2) (k, )§(kt).

Fragmentation functions are defined as matrix elements in a state with one parton, e.g. eq. (12.35) in [35]. There they are defined as a
square of an amplitude to find a hadron in a parton. Our definition is slightly different, since we use the expectation value of the hadron
number operator. The two definitions can differ only if one parton has an overlap with a two-hadron state, which is not a physically
realizable situation. In practice one of course never defines the hadron annihilation operator H, however we find it more convenient to
use the notations of eq.(5.7).

4
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In the following, using these operator definitions of PDFs and FFs, and the wave functions of dressed partons
computed to next-to-leading order, we show that they evolve according to the standard DGLAP equations. We also
show that all collinear divergences encountered in the calculation of the single particle spectra are absorbed into this
DGLAP evolution of the PDF’s and FF’s. In other words, when expressed in terms of the evolved PDF’s and FF’s,
the produced particle spectrum is free of collinear divergences. This is done in the present Appendix for the quark
contribution and in the following one for all other channels. This part of the calculation is the exact equivalent of
that in [24], albeit our notations are somewhat different.

Let us first set aside fragmentation and consider quark production at NLO. The quark production cross section
is given by the expectation value of the dressed quark number in the outgoing state, multiplied by the number of
dressed quarks in the incoming wave function. For the quark production we find

do 1 ) B
d?pdn N (27T)2$p f‘g (xp)/d2md2yeim(’” Vevaley) +

do?
d? Ld’l]

(5.8)

where fP is the number of dressed quarks in the projectile wave function, or equivalently the leading-order quark
distribution function, and

daf B da‘fﬁq’r da?ﬁq’v (5.9)
d?pidn  d?pidn ' d’pidn '
The real contribution to the cross section is
doi” et g° drp x, Pt xpPTY [14( 1 —
— Pt q2 p p+_ P 7.pL(y 7)

&2p  dn (27r)3/xBP+ P 1, (J:B)/d 1—¢|o\@8 1-¢ /y

<AL 0= )40, 0~ 2 {Cr sl + Cos[(1- Oy + 0.1 - g + fz}

N, _ _ _
- (s [y — &y — 2), 2] s[z, 7] + s[2. 5 — £(7 — 2)] s[y, Z]>
1
s (ol - €= 200+ slwi - €r-2)) }. (5.10)

Note that one can perform a change of variables in the second term by first changing (1 — &)y + €2 — ' and
(1 =8y +&2— ¢ and then rescaling y' — (1 — &)y, ¥ — (1 — &)y and z — (1 — £)z to write the real contribution to
the quark production in ¢ — ¢g as

ot = g p 1+ (1-¢)° i1 (y—7)
Pprdy 27r / dos iz xB)/o d£1—§6<x3_1—5) { 3 ]/We

<AL, (y— )AL, (5~ 2) {OF oy 7]+ (1= €2 Cr s[(1 = )y, (1 — ©)7]

_% (s[y — &y —2), 2] slz, 4] + s[z,0 — &(§ — 2)] s[y,z])

211\7 ( [y =&y —2),9] + [y, 9 - €@ - ﬂ)}- (5.11)

The virtual part of the cross section is

do{™®" g* drp 1+ (1-¢)? o
= Pt e, Pt — ¢ Pt pr] | 5 ipL (y—7)
d2pLd77 (27T)3 / LUBP+ Lp fH (xB) d (xB Lp ) /d I:fxp ] 5 /yyz e

{ z,gL.B(y—z)Az,wB(y—z)[—cF sl 91+ 5 [y + €y = 2)o2 + &y = 2)] 5[ + £y~ 2).9]

sly+&w-2).]

2N,

T AL (0= 2) AL, (0 2) [ ~Cp sly g+ 55 5[+ 65— 20,5+ 60 - 2)] o[y + £ - )]

AR z)}_ } 7 (5.12)
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which can be simplified to

do.q—HLV

(e[ : = { ] ¢ip L (4=7)
d2p dn - (2ﬂ)3/0 drp x) fuz($3)5(xB xp)/ d& /y pi(y—7

x{ é,mwz)Aé,mB(yz)[Op sly. 9] + %s[way—z),ws(y—z)} sz + &y —2).7]

—QNCS[y+£(y—Z),§}

+ AL, (7 2) z,xB@—z)[—cF sl )+ S s+ 6@ — 2.5+ €@ 2)] 3wz + €G- 2)]

" 2N,

L s[y,y—i—f(y—z)}_ } ) (5.13)

Here we have taken the initial quark to have zero transverse momentum (integrated over x and Z) and have averaged
over the spin and color in the initial state. In the order o, term, there is no difference between the dressed and bare
quark distribution and we use f;jQ (zp) for both.

B. Collinear pieces

The expressions in egs.(5.11,5.12) contain collinear divergences. Those come from the infrared region of integration
over the coordinate z. We assume that the dipole scattering matrix vanishes when the size of the dipole is larger than
the inverse saturation momentum?®, in other words s(z,2)s—_. .00 = 0. This behavior cuts off the large z integration
region except in three terms in eqs.(5.11,5.12). The two divergent terms in the real part of the cross section and the
divergent term in the virtual part are

l1-—z, _a27
e e R R Y e
/ e sty gl (5.14)
1—x, A2 )
Iy = ( ) /de f@q(xB)/o dg 195_”55(;53156_;95) [1+(1g §) }(15)2%2(5@3)

/ P+ s[(1 - &)y, (1-€)g]

1= 2 [ ann 180w 0 o) [ [0 Gt

x/ P (y=79) sly, 7] .
Yy

where the integral over z up to “factorization scale” p is defined in eq.(3.5).
By separating these divergent pieces, we can write the real contribution to the quark production as

do.‘ll—ﬂlar da.q—”Lr

- I+ I 5.15
Ppody  Epidy 1T (5.15)

5 This assumption is only used for convenience to make the presentation simpler. One can identify the collinear divergences without
assuming translational invariance or certain behaviour of the dipole scattering matrices s at large arguments. This can be achieved by
making a change of variable, so that z appears in the phases of all terms but the collinearly divergent ones. In the former, the |z| — oo
region is suppressed due to large oscillating factors, and no additional assumption is required.
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where the collinear finite part reads

da.g—?q,f B g 1 Dyg 1—wp Tp Tp 1+ (1 — 5)2 ip1 (y—79)

[ oy )AL, (2 c/ﬂ(f,xB,z)} {s[y,m €2 s[(1— &y (1 5)@]}

e e e el A
KAy (0= A4y (7= 2 { = 5 (5l = 600 = 20,3] sleasl 4 5[0~ €7~ 2) slona]

+211vc (S[y—ﬂy— 2),9) + sy, 7 - € - z)J)} : (5.16)

A similar decomposition for the virtual part reads
—q,v —q—q,v
do{ """ doi™?

— IV 5.17
d?pidn  d*pidn * (5:17)

where the collinear finite part of the cross section is

dfq—NZ,V .
dggludn - (g) CF/ drg f, 7q(33B)mp6(mB—xp)/O dg[ ]/y L (=0 gy, 7]
X{A ,mB é,ms(y )+A§xB( Z) é,zB(gZ)Qcﬂg(é”xsz)}

+&gﬁ)’CFA dSUB f“Dg’q(SUB) Tp 5(1’3 71'[,)\/0' dé’ |: :| /y 1pL(y 7)

X{Aé,m(y—z) é,m3<y—z>[]§cs[y+§<y—z>7z+5<y—z>]s[z+s<y—z),y}

sly+€y—2).9]

1
2N,

FAL (5= )AL 7 )| se 4 60— 2004 €0 - ) s[p s+ €00 - 2]

—2]1\765[24,@—#5(3]—2)}- } ) (5.18)

The collinear divergences of eq.(5.14) can be absorbed into NLO corrections to the quark PDF and the quark
fragmentation functions.

Recall that the function f? that appears in the leading-order term is the number of “dressed quarks” in the proton,
or equivalently, the leading-order quark distribution. Part of the O(as) terms complete it to the NLO PDF of bare
quarks, the quantity that is familiar from DIS etc. It is straightforward to relate the two, since we simply have to
calculate the number of bare quarks in the O(«;) part of the wave function of the incoming proton.

In the collinear approximation (that is assuming that all incoming dressed quarks have zero transverse momentum)
we have the dressed quark distribution

fB(x,) = P /k (PID' (2, k1) D(zp k1 )| P) (5.19)

Here D(zp, k1) is the annihilation operator for the dressed quark. The simple probabilistic interpretation allows us
to write the bare quark PDF defined in (5.7) in terms of the dressed quark PDF in the following way.

9 —P7+ ;QCPP'*' T( Zp ) ( Lp ) <1 E,lJ_|qT(l‘p7k]_) (xpaki_)l%fgall)D
fiaten) = 2 /d[l_f}/lfP'D 1-¢ b 1—§’ZL |P>/h pl1te L1 l)p

:xpP+ dg§ D( Tp ) <1 570|q (Tp k1)q(wp, k1) wf&aO>D
e () LT ~ (5:20)
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With the explicit form of the dressed quark wave function (2.14) we find
2 1—z 2
4 D g°Cr Podé [ 1+ (1-¢)° ~ zp
i) = £ + S [ BB (g ) e (612

20 1 _ )2
_ 92ﬂﬁﬂﬂg(xp)j£ dgl'*(iséjcuz(g,xp) (5.21)

where A’i(y — z) is defined in eq.(2.31) and the second term is due to the virtual correction to the quark wave function
eq.(2.33). Writing the last two terms together we get the usual + prescription for the splitting function, so the
expression now contains no soft singularity and we can remove the regulator in the C)2, giving

f52($p)=f,?2($p)+922iF /01—% ifﬁ <1xp > |:1+(1_§)2:|+/(Ai(Z)Ai(Z))H2. (5.22)

1-¢ - £ P
The last two terms in eq.(5.21) are equal to I] and half of IV in eq.(5.14). Thus we have

do? 1
d2p,dn  (27)2

_q—q,r _q—q,v
do do

N d?p,dn * d?p.dn

: 1
p f2(2p) / dPxd’ye™ "V sy, (x,y) + I+ I (5.23)

C. Fragmentation.

The other collinearly divergent term in eq.(5.11) has a similar effect on the fragmentation function. Recall that
we are interested in calculation of hadron production rather than quark production. On the other hand, eq. (5.11)
gives the production cross section of dressed quarks. To convert it into the hadron production cross section we have
to multiply it by the fragmentation function of a dressed quark. The difference between the dressed and bare quark
fragmentation is only important in the leading-order term. For hadron production from the final state quark we have

do® La T T iPhL (e
P =, @ PR 5 () [ ot oo
TR
1 q
d¢ do Dhil ZF
+ —= D% L () 5.24
e ¢ Py T 24

In order to write this in terms of the standard bare quark fragmentation function we need to do a little calculation.
The dressed and bare quark fragmentation functions are defined as

D2 = /k » k1 {q(p)|H' (k1 Cp)H (k1. Cp)la(p)) , (5.25)
DO = [ @ e o) (ks o) (5.26)

To relate the two we write in the collinear approximation

¢ ¢
1—¢ 1—¢

* /lz 2 &1y plala" (1L, (1= &P )a(lL, (1= &PT)la)p

)H(kla

DDA, (¢) = / e [ Phs b Jlg)
1<p?

+ / e dky (gl H (k. H (kL $)lg) / 1y plalgt (L. €P g1, P g)p (5.27)
k2 <p? 3 § 12 <p?

where the last term accounts for the fragmentation of the gluon component of the dressed quark state.
Given the explicit wave function of the dressed quark we find
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2 1 _ 2
DE8(0) = Dl €) + 50D (@) [ a6 0000 (67

0 § ¢
g’ S ¢ \1+(1-¢2~ TP
“50r ) e () T e ()
g bde C\ 1+ (1-¢8)7 TR
“groe [ Erhe () e e (677 (529

Again, as we did when going from eq. (5.21) to eq. (5.22), we can write

, . 9° e ae ¢ 14+ (1-¢)?° i i
Dyt (¢) = DY ,2(C) — EOF/O QD;IW (1_€> [ z L/ (A (2)A (z))ﬂz

z

B ch Cl %Diw (Z) 1+(1€—§)2/ (Ai(Z)Ai(Z))MQ : (5.29)

Here the last term corresponds to the fragmentation of the gluon component of the dressed quark. This term pairs
up with the collinear divergent piece in the production cross section from the final state gluon, and we will postpone
its discussion for later.

Note that the Weiszacker-Williams field in eq.(5.28) is defined with the constraint corresponding to the longitudinal
momentum of the incoming quark z,, = ITF This is because the total momentum of the dressed quark which fragments

does not depend on the fraction of momentum carried by the “soft” gluon.
Using eq.(5.28) in eq.(5.24) we find that all remaining collinear divergences combine into the quark fragmentation
function with the final result:

do™t 1 ' dc ' T \ TF i Phl o
= = p4 drn§ _ “E g i~ (y—7) m
dQPhLd'r] (277)2 TE CQ Hop (<) A B (1’3 C ) C fN (xB) /yy e ¢ Syr [y7 y]
g do? Dhl TF
+ | @ D () : 5.30
ep G210 ©) d*pidn \ ¢ ¢ (5.30)

Collecting all the collinear divergent pieces into the bare quark PDF and fragmentation function leads to the
expressions eqs.(3.3,3.4).

D. Evolution.

Now we have to understand how evolution figures into this. All the expressions so far contain dipole scattering
amplitude. The way we set up the calculation, this amplitude depends on rapidity. It is evolved up to rapidity Yr
starting with an initial condition provided at Y2. So far we have not specified what is the evolution equation that
governs this evolution. The consistency of the calculation presented above determines this equation.

There are several equivalent ways of deriving the evolution equation. A simple physical way to do this, is to require
that the increase in total energy of the collision can be either encoded in the increase of PIJ; or in the additional boost
of the target with the same effect. Let us consider the production at fixed x, but at higher energy (note that this
means that we are also increasing the rapidity of the observed hadron in the center of mass frame), such that

Pt 5 Pre® =~ PH(14A). (5.31)
This must be equivalent to evolving the s-matrix without changing PT. This requirement leads to the equation

0 do B dSYT ) do
Oln P+ d?p,dnp  dYr sy, d?pidn’

(5.32)

Note, that while writing eq.(5.32) we have assumed that the parameter 7 does not depend on the rapidity of the
target. This is something worth clarifying, especially since our interpretation of the parameter = was the thickness of
the target. One would naively expect that if the target is boosted, the time 7 should experience Lorentz contraction.
Indeed, since the cross section depends only on the combination P* /7, it is obvious that

do
d?pdn

(PTed,7) do

__do
’ d*p1dn (

Pt re?). (5.33)
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Increasing PT increases the number of quark-gluon pairs that live long enough to scatter coherently off a fixed target
(time dilation of the projectile). Alternatively, decreasing the thickness of the target (Lorentz contraction of the
target) increases the time resolution, and therefore now more quark-gluon pairs are resolved in the wave function of
a fixed projectile. The two descriptions are indeed equivalent.

However what we mean by evolution of the target is the effective change in the scattering matrix on the target,
which, without any functional change in the expression for o, completely accounts for the change of the cross section
with energy. This means that we want to keep “parameter” 7 fixed through the evolution. This is yet the third
description of the evolution consistent with the idea, that when one boosts the target wave function, effectively its
thickness remains unchanged due to emission of softer gluons. However this emission of softer gluons modified the
dipole scattering amplitude on the target. Thus we can either think of a projectile dipole accompanied by fast
fluctuations in its wave function, in which case the cross section grows because the faster moving target resolves more
fluctuations, or alternatively think about a “bare” dipole, whose scattering amplitude changes due to emission of
extra soft gluons in the target wave function.

The corollary of this discussion, is that the constant (rapidity independent) parameter 7 has to be interpreted as
the thickness of the target at initial rapidity Y2, since it does not depend on the total energy. This naturally gives
771 = P;% and therefore Pt /7 = 50/2 as used in the text.

With this interpretation of the cutoff parameter in hand, we can derive the evolution from a different point of view.
The result for our calculation of the cross section should not depend on our choice of sy. After all our choice of sq
was arbitrary except for the requirement that it should be large enough so that eikonal approximation is valid. If we
start with a higher sg, the scattering amplitude would have to be evolved over a smaller range of rapidities. The final
result should not care which sg we choose if we evolve the dipole cross section appropriately.

The dependence on sg enters explicitly through the cutoff on the phase space and through the dependence of
the scattering amplitude on the amount of evolution Y. The evolution therefore has to be such that the following
equation is satisfied

d [ do ]:{ 9 dsy, 0 do (5.34)

- _— =0
%0 dsg | d?pydn 5o 0sg  dYr dsy, | d?pidn

which is equivalent to eq. (5.32).

We can now derive the evolution equation satisfied by the dipole amplitude. The only dependence on PT in the
production cross section is in integration limit in the next-to-leading-order term. We can change integration limits,
by integrating over & first, and over the transverse momenta [ and m, later. The production cross section can then
be written in the form

dg

/d2lj_d2mj_/ —=%,®;(&,1,my), (5.35)
EEmin &

where the i-th term in the expression for the production cross section is represented by some regular function
®;(&,1,,my). Here

l2 2
gmin,r = max { é: m} (536)
TpSo TpSo
for the real part of the cross section, and
l2 2
gmin,v(]- - gmin,v) = max {J_a m} (537)
TpSo TpSo

for the virtual part. The momenta [, and m_  are the momenta in the Fourier transforms of the two factors of A;
present in every term. Differentiating with respect to In sy sets £ at the lower limit of the integration and gets rid of
the explicit factor 1/£. We then have

L0 o
0 Oso d?pdn

= /dzlldeJ_Eiq)i(fmmJ, lj_, mj_) . (5.38)

Note that the minimal value &,,;, < 1, since the relevant momentum in the Weiszacker-Williams field is either p, or
Qs, and both must be much smaller than the initial energy sg in order for our initial eikonal approximation to hold.
Since ®;(£,1,m) is a regular function of £, we can set &, = 0 in eq.(5.38) up to corrections of order p2 /so or Q2/sq.
This simplifies the expressions in eq.(5.38) considerably. The real and virtual contributions then combine into

sl [odo ] aeNe o f L e WD
0330 l:dQPLdU] = pfm( p)/y%z (27)3 (y_Z)Q(g_Z)Q[ (v, 9) (y,2)s( ,y)] (5.39)
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This, by virtue of eq. (5.8) and eq.(5.34) means that the dipole amplitude evolves according to the BK equation.

Note that in this derivation we have assumed that the number of dressed quarks in the proton f /?2 (xp) does not have
significant dependence on sy and therefore its derivative with respect to sg can be neglected. This point is discussed
in more detail in Section III.

VI. APPENDIX B: THE DERIVATION. OTHER CHANNELS.

In this appendix we provide the derivation for the cross section for all other channels. First we derive expressions
for the partonic level cross sections, explicitly separating collinearly divergent terms. Then we show that these per-
turbative collinear divergent terms combine into final results in terms of partonic PDF’s and fragmentation functions.

A. Quark to gluon channel.

Production cross section of the final state gluon from initial state quark is given by

q—g,r 2 pt Pt 1 1—¢&)2 ) _
gy [a[ 25 (- BT [EEA] [ s
ZZY

d2pidn (27 xp Pt I3 § 3
XA o (2= Y) A0y (2= Y) {CF salz, 2] + Crs[(1 =y + €2, (1 — &)y + €2]
—% <8[z, (1 =&y +&2] sly, 2] + sal2,9] s[(1 - &y +§z,z]>
TN (S[y, (1-&y+¢&z] +8[(1—€)y+§z7y]>} (6.1)

where the adjoint dipole scattering amplitude is defined in eq.(4.2) Naturally there is no virtual contribution in this
channel. Performing in the second term change of variables (1 — &)y + &z — 2’ and (1 — §)y + £z — Z’ and then
rescaling 2’ — £z, Z — £z and y — &y this can be written as

dgg%g,r B 92 1 1 T T 1+ (1 _ 5)2 ip1 (5—2)
Pzt ~ oy Jy o0 e [ 2 8 (02 ) SO [

P

XAE:IB (Z - y) Z,ZJL’B(E - y) {CF SA[ZWE] +Cr 52 s[fz,{:i]

_% <s [z, (1= &y + &z] sly, 2] + s[z,y] s[(1 — &)y +§Z7g])
+21Nc<s[y7(1§)y+€2}+s[(1£)y+5z,y])}_ (6.2)

Separating the collinearly divergent pieces this can be written as

doi™9"  deiTo" g* /1 b x 1+ (1-¢)?
= + C dzp fi,(z / d¢ L5 2p— L) | ———
Pprdy ~ @pidy T @np OF ), B fi2(2B) . 3 ¢ BT £

%G (€. 2) / P (=25 412, ]

zz

2 1 o ) e
e [aen g [ a7 o (o %) [

%G (€,25) / P2l €3], (6.3)

zz
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with the collinearly finite part

d&i’—m’r - g2 ! ! Tp Tp 1+ (1 — 5)2 ip)(2—2)
ﬁmm_whﬁécmﬁﬁmﬂéfg55G3_5>{ € ]Lw“

X {Ang (z — y)AéxB(E —y)— C'Mz(f,xB,y)} {C’F salz, 2] + Cp & 3[52752]}

92 ! T 9 (r ' ﬂ (.T _‘Tp> |:1+(1§)2:| eipl(zfi)
+<2w)3/0 dz5 fa( B)/x e o\ : /y

p

%%@JZy%%@B@zD{éf(ﬂa(l®y+£ﬂsw&]+AZMSK10y+£zﬂ)
+2jlvc<s[y,(1—§)y+£i] +s[(1—§)y+§z,y})} . (6.4)

The first and second collinearly divergent terms in eq.(6.3) combine into a part of the NLO corrections to the gluon
PDF and quark fragmentation functions respectively, as we will see later.

B. Gluon to gluon channel.

We next discuss hadron production from the projectile gluon. Just like in the quark case, we first consider the
production on partonic level and take care of fragmentation later. At leading order the projectile gluon scatters
elastically producing a gluon in the final state. The cross section for this process is

do9 1 D.g / o B
@pody o e Z 6.5
Epidy ~ (2m)2 " 12" (@p) o sayr [y, 9, (6.5)

where ffz’g (xp) is the dressed gluon distribution function.

At next-to-leading order the gluon in the projectile wave function splits into a gluon-gluon configuration and also
into a quark-antiquark configuration. Thus, the ”dressed” gluon state has both a two gluon state component and a
quark-antiquark state component.

@) 75P* .0 kip = [ d%e“W{Aﬂ(g) 25 P* 2.0, k) (6.6)

dLPS b . ‘
+g/ﬂ om / F(gg)(xBP+7£7y7xvzix)ijsz b |(g)p+:(1*5)IBP+,y,b,Z;(g)q+:£I3P+7Z,C,]>
Yz

dLPS . i
+g/Q o F(qq)(xBP+a§7y_aj?'z_x)ss’,ktaﬁ|(q)p+ = (1_§)$BP+,y,Oé,3; (q) q+ :ngPJF,Z,B,S/)},
yz

where the measure dLPS stands for the longitudinal phase and it is defined as in the case of quark production. The
normalization constant A9 is

C
A9 =1 — gzﬁxBPJr/Qd{ dZ:Ud2£d2yd22F(gg)(xBP+,£,:ﬁ,y,z)F("‘gg)(:cBP+,£,£,y,z)

C X _
—gzﬁxBP”L/QdfdzxindzydzzF(qq)(zBPJ“,§,x,y,z)F(qq)(xBP+,§,m,y,z). (6.7)

The two gluon state and quark-antiquark state are orthogonal to each other, and the virtual corrections (normal-
ization factors ) to the ”bare” gluon state due to these orthogonal states are additive. Thus, we can consider gg
component and g¢ components of the ”"dressed” gluon state separately.

The two gluon component of the ”dressed” gluon state with color a, transverse index k and vanishing transverse
momentum component after passing through the target is given by
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lout, a, k) — / {s;b(x)ug) 2uPT 2 b,E)p

2

+% o d[éwp P ] if e SG(y) 8% (2) — if*e? Sfxb(x)} Fegy(zpPt &y — o,z —a)if'"|(g) 2pP¥, 2,1, k)p

yz
i d xPP+ F P+ _ _ ... | pabc Scd Sbe _ s pbed Sab
+3 (ee) (@BPT, &y — @, 2 — x)iji | 1f S (y) 54 (2) — if 7 SF(x)
™ Ja 1- 'f yz

|

X (g) (1 _g)mBP+7y7d7j7(g) £$BP+,Z7€7Z'>D} . (68)

The function Fge)(zpP*, &,y — 2,2 — x)i; can be read off, for example from [23]

—1

X0 Ol {(1

F(gg) (xBP+v g? Yy—x,z— x)ijk? = - 5)617716]/@ + g(sjmézk - 5(1 - g)(s}i)mé’bj}

x6@ (1= &)y + €2 — 2| AL, (y—2) (6.9)
and similarly
_ 1 1—
Fiy(@pPt &y — 2,2 — ) = 2 p Pt { ¢ : + 155 +§(15)]5(2) {(l—f)erfz—:z:
X Agay (U= 2) At e, (Y —2) - (6.10)

1. The real contribution

The real contribution to gluon production cross section is

d0§%g,r 492 . Pt . Pt . _
_ d pt 9 d|=2 S pt_ P~ / ipL (y—9)
d*pidn  (2m)? / 7ol e (wB)/ [ 1 - 5} (xB 1= §> ©,yy,z ‘

1 . o _
Xm tr [F(gg)(ﬂfBPJr,&y —x,z— ﬂf)iij(gg)(xBP+7§, y—T,z— x)ijk:|
i) - if sy | - it sTse) i asia] (6.11)
Noting that the SU(N.) generator in adjoint representation T}}, = —i feb¢ and using color algebra to write the result

in terms of fundamental traces, we obtain

daf—wr 1—a,
26’ / dx (z /
d2pydny 27r 4 8 Jya(w5) 0 5
X/, eim(y—@)AZ’w ( A§ ZB
yyz
N2

_Wil) |:S[y7 z] 8[(1 - Oy + &z, y] 5 [z (1-67+ 54

2 (o 1%})[1g5+1f§+5u—5ﬂ

saly 7]+ 5a (1= Oy + €2, (1 - 5 + ¢2]

sl 0] 5[y, (- €5+ €2] 5[(1 - 5+ €2,2]
5|7, (1= )y +€2] 5| (1= Oy + 2,2 5[z, 7]
#1551~ O+ 2] ol - 150w |, (6.12)

where the definitions of X[z,vy, 2, 7,7, y] and X ;. are given in eqs.(4.12) and (4.13) respectively.
By performing the same change of variables in the second adjoint dipole and rescaling the variables exactly in the
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same way as in the case of the quark production in ¢ — qg, we finally obtain

dO'g_m’r

R 1 e o\ [l-¢ ¢
d?pldn‘@w)fﬂzc“‘/o defiz(mB)/o dgl—pg‘s(“"B_l—ps)[ ¢ +1—5+€(1_5)}
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2N
sl 0] 5[y, (1= €5+ €2] 5[(1 - 7+ €2,2]
5|7 (1= Oy + €2 5[ (1 - Oy + 2,2 sl 4]
+s[(1= &y +€2,5] 5|2 (1 - Oy + 2] slg 2] - J@ny} } - (6.13)

Separating the collinearly divergent terms we obtain

dod79"  dgdT9r g2 1 . 1—z, zp Zp 1—¢ ¢
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y, (1 - )’}, (6.14)

where the collinearly finite part of the cross section is

de7 9" g° 1 1=zp x x 1-¢ I3
— 9 9, p __"p ePL(y=7)
Ty = 20 [, ndieten) | dgl—ﬁ(” 1—5) { ¢ Ti-e” ]/y
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+5[(1 = €y +€2.3] |2 (1 - Oy + €2 sl 2] - ]\;X] } : (6.15)

2. The virtual contribution.

The virtual contribution to gluon production cross section in ¢ — gg, can be written as

g—g,v
do?

2
g E /de fi2($3).73pp+6($BP+ —xpP+) /d[ﬁmpPﬂ/ etPL(@— I)Fég)(xBPJr,é,y—m,z—a:)

TTYZ

d?p, dn - (2m)

N2 oSY(@ )[ifabcs;d(y)sﬁf(z)—ifbedsgb(@]z’fbdwc.c. : (6.16)

By using the explicit expression for F )(;UBP &,y —x,z — x) eq.(6.16), changing variables y — y + {(y — 2z) and
z = z+&(y — 2) and writing the octet dlpole in terms of fundamental traces, we obtain
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do¥79" B g2 1 1 1—¢ ¢ o
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where the definitions of 6-point function, X, yj- and X/ yj- are given in egs. (4.12), (4.14) and (4.15) respectively.

Separating the collinearly divergent piece, we obtain
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with the collinear finite piece
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C. Gluon to quark channel.

The quark-antiquark component of the ”dressed” gluon state with color a, transverse index k and vanishing trans-
verse momentum component reads after passing through the target

|out,a,k>/{ '(2)/(g) w5 P, b K)
*/ €2, PT] /yz{[S 2)t*Sp( )]577 Zb(w)tg,y}F(zqq)(xBP+,£,yw,zx)tz”(g) rpPt 2,0, k)p
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x |(q) (1= &apPT,y,v,5(a) éepPT, 2,4, s’>D} : (6.20)
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yz

2 oy

The function Fyq)(xP*, &,y — x,2 — x)s ; can be read off from [23] and its explicit form reads

—1

F(qﬁ)(xBP+7§ay — T,z — x)ss’,j = \/ﬁ |: — (2§ )5U5_5 s —|—Z€”(73_é 5:|
x 6 [(1 —§)y+§z—x]A2,xB(y—z) , (6.21)

and similarly

F(zqq)(zBP+a€7y7I727I) [52 ( 6)2]5(2) [(1 75)y+fz7I]Aé,13(y72)Aé,mg(yfz)‘ (622)

$BP+

The ¢q¢ component of the ”dressed” gluon state contributes to quark, antiquark and gluon production. At the level
of the cross section the real term corresponds to the quark (and antiquark) production cross section, while the virtual
term corresponds to the quark loop contribution to gluon production.

1. The real contribution.

The real contribution to the quark production cross section reads

da_iyﬁq,r g2 / T P+ 2 P+ ‘ .
= dzg % (z)x P+/d[ P } ) {x pt _ 2P ]/ ePL(y=7)
Eprdy ~ @np | P helen) 1-¢ o R [ -
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{[shorsew], - st { [showesee)] | - st@ds] . (623

We now use the explicit form of the function Fiqq)(xpP™,&,y — 2,2 — 2)s ; given in eq.(6.21), use color algebra to
express adjoint matrices in terms of fundamental ones, and perform the same change of variables as in the previous
cases to obtain
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Separating the collinearly divergent pieces this becomes
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with the collinear finite part
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2. The virtual contribution.

The virtual term in the cross section corresponds to the quark loop contribution to gluon production and it reads
—q,
do7 Y

2
g ip. (2—7)
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Using the explicit expression for F, (qq) (&, 2B,y — x,z — x), shifting the variables y — y + &(y — 2) and z — z +

&(y — z), writing the crossed terms in fundamental representation and separating the collinear divergences, the virtual
contribution becomes
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where the finite part is
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D. PDF’s and Fragmentation functions.

Here we present the relation between the PDF’s and fragmentation functions of ”‘dressed”’ and ”‘bare”’ quarks
and gluons. The derivation follows the same route as the one that leads to eq.(5.21) and eq.(5.28).
The NLO expression for the quark PDF which solves the DGLAP equations is:

2 1-z, e
f32<%>:fﬁ’q(%)+g7CF/o ggf,ﬂ"’<1$_p£> {1+(1§ . ]Cw (&ff)

2 27 .
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1 1—x, d ~
e (e (o) o

As we have shown in the previous section, this relation arises when using the operator definition of the dressed and
bare parton distribution functions. This is identical to the standard perturbative relation when f?:¢ is understood
as the leading-order PDF. The only subtlety here is that the collinearly divergent integral C,2 in eq.(6.30) depends
on the momentum fraction £ through the Ioffe time cutoff. This dependence is very weak, and shows up only as a
power correction of the type p?/so to the logarithmically divergent integral. Therefore, as we did when going from
eq. (5.21) to eq. (5.22), we can write

e = s e |1 gt (2 [ (o),

z
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The analogous expression for the gluon PDF is given by
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that, again, can be written as
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The analysis analogous to that preceding eq.(5.28) leads to the following NLO relation between the dressed and
bare quark and gluon fragmentation functions:

2 1 1 1— 2
DRIC) = Dl (O + $-Cr Dy a0) [ dg“Sf)c#Q (g, xg)

g [ dg ¢ \1+(0-¢% (, =
‘%”A Lf%ﬂ@—ﬁ e (e 7)

92 C) )2 < :Ep)
- =C 2 ) —— =L Cp — .
m F C é. H 2 <£ “w g; C ) (6 34)
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7g70F d§ <§>1+ (1-¢

: (Ai(z)Ai(z)) , (6.35)

z w2

D24,(¢) = DYy . (C) + —OA Dy, / [55 + % +e(l— s)] Cp (5, ”2)
_Poe, [T, ¢ \[i-¢, ¢ A xp)
2w20“/0 —¢P ( 5){ e Tt 5)}0“2 (5’ ¢
+ —Nf 5D / C*M (g, ICP) (6.36)

g*1 ['7C de ¢ ; ¢ " @
5 15[” (15) D0 () e ra-erfen ()

D0 = Pt = S0 [ % eoh (75 ) [ (FE 50 -0) g se-o] [ (),
+ LNy 105,00 [ Lele -] [ (@) (6:37)
£ e 19) e (5 - [,

E. Including PDFs
1. Quark production

The leading-order quark production cross section reads

do1 1 o _ B
= g | dep S - a i1 (y-) il 6.3
d%p . dn (27r)2/ B Tp (xB xp)fﬂz (;L’B)/yge Sy Y, ) ( )

Combining this with the second term in eq.(5.15), half of the second term in eq.(5.17) and the second term in eq.(6.25)

turns the dressed quark PDF fMDQ’q(xp) into the standard quark PDF f32 (xp) in eq.(6.38). Thus, the quark production
cross section at NLO is

do? 1 ! , _ dg?
- d 5 _ q ip1 (y=7) 7
dQPLdﬁ (27-[-)2 /0 TB mp (xB l‘p) fuz (Z‘B) /y,y € SYT [y7 y] + d2pld7]

9 ! q e Tp Lp 1+ (1-¢)?
ey O [, dem tem) [ 70 (a7 ) [FE a0

Xéu? (Ea IB) / eipL(yig)S [(1 - g)y7 (1 - 5)@}

Yy
2

(27r) CF/ drp sz(zB) :Epd(‘TB_JCp)/ de {H(zg)T

Xéuz(§,x3)/ eizu(y—y)s[y’g]

yy

Lg [ e 9 (2 T T Tp 2 211 _ )2
+2(27r) /o dzp f( B)/O dgl_gé( 1_£> [+ (1-92(1-9)
xCz (&, 25) /76””@*%4[(1 —y.(1- )], (6.39)
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where
do?  de?T?" delTY  de{T" (6.40)
d?pydn  d?pydn  d?pidn  d2p.idn ’
defined above.
2. Gluon production
Similarly, the leading-order gluon production cross section is
do¥ 1 L D,g i i
— _ ; ipL (y—9) T
Ppidy ~ @2 /0 dxp xp,0(zp — xp) fﬂ2 (xB) /y’ye L sayrly, gl - (6.41)

Combining this with the second term in eq. (6.3), second term in eq.(6.14), half of the second term in eq.(6.18) and
half of the second term in eq. (6.28) turns the dressed gluon PDF flg’g(zg) into the standard gluon PDF f7 (zp).
Thus, at next-to-leading-order we have

do? dof
P (y=9)
i = ) flates) | sl + o
1+ 2
CF/ drp fl(vp / dg¢ p5< B_€> {(55)] &C, (& )
x / e sey, &7
Yy
L 2C/d e >/1 Tag s (an- ) S S ren-g|a-g?
20 J, -\ ime) e T
(ewn) [ 0 [0 -gw 0 -0
]
2 1
_973(),4/ d:chgz(xB)a:pé(a:B—xp)/ d§[1€+§+§(1—§)}éu2(f,z3)
(2m) 0 . 0 3 1-¢
></ eipL(y—ﬂ)SA[y,g]
Yy
L g [ g Lo )~
2y ), e ) mpdlen — ) [ A€+ (1 62]Coa(6 )
y / P [y 7], (6.42)
Yy
where
U N do{ " N do{7%" doyTTY N do{7TY . (6.43)
d*prdn  dPpidn - dPpidn - d’pidn - dPpidny  dPpidn
F. Fragmentation
The hadron production cross section from the final state quark is
do'l 1 bde¢ ! x x iPhl
a pPa. / don ZE 5 _ 2B #Da / (y=9)
Poidy @ J,, @ DelS) om0 \pe = ) fen) | e vl
Ldc¢ dof  (pni zp
+ —=p 1 (j) . 6.44
e 0O, WO (040
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Using eq.(6.34), this becomes

dJH 1 dC ! TR Tp -Dp _
q _ q _TE N\ LE g i~ (y—7)
d?pp 1 dn (271')2 . CZ D 2(()‘/0 dxp 6 (ICB ¢ ) ¢ fu2(xB)/?/ye ¢ Sy, [y y]
td¢ q do‘ Phl TF
* ), @ P Py <<’<>

e [ % [Cann [ g (4) 2o (en- ) [P e

xCz(€,25) / _6’7““%,@71
vy

2

ooia ], & [ e ohO 1 (“””B)/ol_?dgc(fi@‘s(” qig) [ r0-ofu-er

+
xCa(€,w) / T [(1 - )y, (1 - )y - (6.45)
Yy
The hadron production cross section from the final state gluon is
dot 1 dC 1 x x Phl
g _ DDQ / den 2E 5 _IF D.g / (y=9) i
Ppyrdy (21?2 ), ¢ ) ), dre o xe = ) i @n) yge sa,vrly, 9]
1 g
d¢ do Dhi TR
+ | 5 DY Q) 5 () : (6.46)
wp 2T @Rpdn \ ¢ ¢
Using eq.(6.36), we have
dotl 1 Tp
i = dep 25§ g / ;
Pppidy  (2m)% o, (2 Hyu / BT <a:,3 )f TB . “Vsavely. 7]
1
d¢ do? (pnL xF
[t ()
op CQ H,uz( ) 42 J_d77 ¢ ¢

2 d 1-¢ 4 !
S i (1) ol a2

%G (€, 25) / D [y 7]
ygj

. _ 2
+(2g7r)3CF Zlg / drp f (zm) o df E 5 ( ?g) [1—'—(155)} €2
Xéﬂ2(€7x3) /761T yfy)s[g:%gg] : (647)
vy

The remaining collinear divergent terms cancel between eq.(6.45) and eq.(6.47). The final formula reads

doH 1 1 dC TE TR PRl - 1 dC do? Phl TF
— - p1 T opq [ & i~ (y—7) T = pi v TE
d2phLd77 (277)2 or CQ H,u2 (C) C f;LZ ( C ) /y?7 € Syr [y7y] + . CQ H,u? (C) d2pj_d7’] < C ) C )

1 1 d¢ TE TE il (yg) _ 1 d¢ do? Phl Tp
W - ? D%,#z(C) T fiz (C) /yge ¢ Y~y SA,Yr [%y] + . 4_72 DgI,,uQ(C) d2pj_d77 <C, C) (648)

In the final account we have to add the contribution from antiquark production, and also in principle the initial
state antiquark, although it is small for forward hadron production. This final expression is given in the body of the

paper.

VII. APPENDIX C: RELATING OUR COLLINEAR FACTORISATION SCHEME TO MS.

Most of the sets of PDFs and FFs are available only in the M S factorization scheme, which is defined within
dimensional regularization. In order to be able to use our results in practical studies, we have first to establish the
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dictionary between the M S scheme and the factorization scheme used in the rest of the present paper. This is the
purpose of this appendix.

A. Isolating the collinear contributions in D dimensions

The simplest way to proceed is to revisit parts of the calculation, this time using dimensional regularization, allowing
to choose either factorization scheme. We focus on the quark-to-quark channel only, because the other channels work
in an analogous way. In this channel, in order to obtain the NLO real corrections, we need first to calculate the
q — q+ g scattering amplitude in the presence of the target background field. It is convenient to do this calculation in
Light-Front perturbation theory, in a very similar way as already explained in this paper, but with a few differences:

e we now perform the calculation in D dimensions all the way, in order to allow for the M S factorization scheme;

e we now call y the transverse position of the quark when it crosses the target and z the one of the radiated
gluon, if radiated in the initial state (and in the complex conjugate amplitude we call § and Z the corresponding
positions);

e for simplicity, we do not introduce the Ioffe time cut-off, since the soft divergences will not play any role in the
present discussion.

In this way, we find that the amplitude A to produce a quark with momentum (p™,p ) and color 8 and a gluon with
momentum (g7, ¢, ) and color a by scattering a collinear quark of momentum zgPT and color « on the target reads

Alg—q+9g) x<g(upr)’? { — i/dD‘Qy e /dD‘QZ eI Al (2 —y) Si(2)Sh, (W),

Jj_at j
pt ) {QL_?pl}

" %/de2y ezy~(;lu+lu) % t%’ys,fa(y) , (7.1)
[qJ__ZTer_}

up to a factor dependent of the light-cone momenta and helicities of the partons only. The two terms correspond to
the radiation of the gluon before or after crossing the target respectively. puprg is the scale used to keep the coupling
dimensionless in dimensional regularization. The D-dimensional Weizsacker-Williams field is defined as

: P2, U, =% (D r
Ar)=—i | ——= £ e tlem = _ rf(=-1) ——. 2
(r) Z/ (2m)P-2 17 © 2r (2 ) (7«2)%*1 (72)

Using the Fourier transform of Eq. (7.2), with r =2z —y and I, = ¢, — (¢"/p™)pL, we can rewrite Eq. (7.1) as

Alg — q+g) <ig(ppr)”® = /dD’zy/dD’zzAj(z — y){ — VPt e §8 (2)SE (n)th,

xpPt =Pt (g, —at
e T e (w3er) g st b (7.3)

The next step is to take the modulus square of Eq. (7.3), sum over the gluon momentum, and perform the usual
sums or averages over helicities and color indices, in order to get the NLO real correction to the single inclusive
q — q partonic cross section. Integrating over ¢, forces z = Z. In the interference contribution, there is a leftover
z-dependent phase, which make this term collinear safe. On the other hand, in the square of each of the two terms
from Eq. (7.3), the z-dependence factors out after integrating over g, . These two squared contributions then include

a collinear sensitive factor Zg2", defined as

coll _ 2_% - % ey
Il = (i) ¥ [ Aiy-2) A'g-2). (7.4)

Morevover, after summation/averaging over helicities, the overall factor not explicitly written in (7.1) provides the
q — ¢ DGLAP splitting function without plus-prescription.

Concerning the NLO virtual correction for the ¢ — ¢ channel, there are two types of contributions at the amplitude
level: the ones with a gluon loop across the target and the quark wave-function renormalization terms (both for the
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initial and final states). The former contributions are collinear safe and the later collinear sensitive. Each of them is
UV divergent, but these UV divergences cancel in the sum of the virtual contributions at the amplitude level.

In order to isolate the full collinear sensitive piece of the NLO correction to the single inclusive ¢ — ¢ cross section
without spoiling the cancelation of UV divergences, it is convenient to use the following trick. We can promote the
unregularized DGLAP spliting function to the regularized one (with plus prescription) in the squared contributions
to the NLO real correction, and subtract the appropriate quantity to the NLO virtual correction to keep the full
NLO correction the same. One has to leave the unregularized DGLAP spliting function untouched in the interference
contribution, because regularizing it would induce a spurious collinear sensitivity in that term.

In that way, one obtains a strict separation between NLO terms which are collinear and UV safe but low-x sensitive
(the interference part of the real correction and the virtual correction after subtraction), and NLO terms which are
low-z and UV safe but collinear sensitive (the squared contributions to the real correction with plus prescription).

In order to discuss factorization scheme issues, only the latter terms are relevant. Writing them together with the
LO contribution and convoluting with the PDFs and FFs, one gets

da.p%H

. 1 D—2 D—2- I ' 0,9
= lim ——5— [ d"%y [ A"y s[y,y] > Dy'(¢) | dap f"U(xp)
0

D—2
43,10 + coll NLO D=4 (2m) ¢ 0

X{ZF&(%B_?> eily— y)pu/4+7 CO“/ dé —— = f < B_C(flrif)> Py (1-¢; D)

. _ 1 ) _

i(y—5)pno/C iW(y—9)prizp/TR

X |e + e , 7.5
| = ) &
with the D-dimensional ¢ — ¢ DGLAP splitting function

1+22 (D-4)
1—x * 2

d?pp1dn

Py(z; D) = Cp { (1- x)} . (7.6)

+
In Eq. (7.5), the two terms in the square bracket are associated with initial state and final state gluon radiation
respectively.

The explicit calculation of the integral I;g“ can be done for example by introducing the momentum space repre-
sentation of the Weizsécker-Williams fields and gives (with D = 4 — 2¢)

1 D 2
coll __ 2 —\2
Iyz? T 4n r (2_2> {WMDR (y—9) }

= [ % s (e 2 ) - 2w+ 000 &

_D
2

where S is the usual factor taking care of the universal constants in the M S renormalization scheme:

(4m)°
I'(1—e)

S, = — ﬁ 4 W(1) + Indn + 0(6)} . (7.8)

Remember that the ¢ — 0 pole in I;%H is a collinear pole, not an UV one.

B. Generic collinear factorization scheme in D dimensions

The next step is to reabsorb the collinear divergences by a redefinition of the PDFs and FFs. However, there is
some freedom in this process, so that the renormalized distributions are scheme-dependent. In a generic collinear
factorization scheme ”S”, the relations between the bare and dressed PDF's and FF's read

g2 o )= P 9 ey [T A e D(_7*B
Plamsiibneee) = 2n) + 5 Cato) [ (%0 pyn-an) 12 ((225)

+q + g channel + O(g%) (7.9)

and

2 q 2 ~ 1-¢ d .
D}I{,S(C;:U’DR"”) = DI?(’ (C) + ﬁ Cs() /0 ﬁ qu(l_g;D) Dg, (ﬂff))

+g ¢ channel + O(g%). (7.10)
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In these two relations, C'S( --) plays the role of a counter-term for collinear divergence. Hence, it must include a
collinear single pole for € — 0. Apart from that, Cg(- - - ) is quite arbitrary, and the choice of a precise Cg(-- - ) defines
a collinear factorization scheme ”S”. C’S( -+) can depend on some parameters, hence the ”---”.Since the relations
(7.9) and (7.10) are written in D dimensions, the renormalized distributions f§ and D, ¢ a priori depend on the scale

ppr (and on D). They also depend on the parameters present in the definition of Cg, if any.
One then gets for the cross section

do.p—>H d2

a0 d2ysyy/ (G ubr, )
dP*prhrdn |4 10 + coll NLO CZ

1
X / dzp fg(xB;N%)R,"'){xg g <$BxCF> e=opns /¢
0

+(§72r) |:[1)1Ln4 [ZZ?/H C’S()H /01 dg % ) (xB_g(fig)) P, (1-¢)

. _ 1 . _
. <€’L(yy)phL/C + (1_£>2 el(yy)phLmB/IF) } , (7.11)

where Pyy(x) = Pyq(x,4) is the usual 4-dimensional splitting function.

The ¢ — ¢ NLO terms not included explicitly in eq. (7.11) are collinear finite, as already discussed. They contain
UV divergences, but these divergences cancel between the virtual terms with one and more than one dipole scattering
amplitude.

Now, all what is left to do is to discuss possible choices of collinear factorization schemes, or equivalently choices
for the counter-term Cg(-- ).

C. Generalization of our scheme with cut-off in position space

In order to discuss our scheme in this setup, one has to find a D-dimensional generalization of our counter-term C.
By comparison with eq. (7.4), it is clear that one should take

Coxluizo) = (uba)* ™ [ @272 Ar) A0 Bl 1), (r.12)

We call this scheme X, because it involves a cut-off uco in position space. This cut-off has nothing to do with
dimensional regularization, so that the scales ico and upgr have to be independent. In this case, pico plays the role
of an external parameter in the definition of C'x. Using this scheme ” X” both for the PDFs and FFs, one expects a
priori renormalized PDFs and FFs which depends on both pco and uprg.

Plugging the expression (7.2) into the definition (7.12), it is straightforward to get

Oxlito) = - TG (“;%R)Q_g - B () —ne ro] . )

dr (2-12) Lo 47 | € 4pz

The collinear pole at € — 0 indeed cancel between C x(uZo) and I;%“ so that

~ 1
11 _ 2 2
lim 25— Ox ()] = == log (o (y=1)?) - (7.14)
It is important to note that the scale upgr drops in this difference. It comes from the fact that it was not really
necessary to go to dimensional regularization to define the scheme ” X”. An important consequence is that the
renormalized PDFs and FFs in the scheme ” X” should not depend on p% 5, after all, but only on the parameter uZ,.
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Hence, one has

dop—>H

1
S
Py [ &y S[yvy]/o ?D?{,x(é;/fco)

q—q,LO + coll NLO

1
X / dzp fg((l‘B;,uQCO){xg 1) (133_175> e =9pr1 /¢
0

d?pp1dn

g9 _ T
3z o8 Heo “"”2)/ % g (xB_C(l—s)) Faa1-0)
> <ei(y—y)pu/c + (1_15)2 ei(y—y)puws/w) } . (7.15)

That expression (together with the other channels) is independent of the value of uco (up to NNLO contributions)
if the PDFs and FFs to satisfy the DGLAP equations with respect to uZ,. In that case, one is even free to evolve
the PDFs and FFs independently, to two different factorization scales p1r and pgrag, and get

]. 2 2 — — ! dC q 2
= (277)2 d Yy d ys [yv y} F DH,X (Cv :U’frag)
q—q,LO + coll NLO 0

1
X / dxp fg((a:B;MQF){xCF 5<g;B_x<F> e u=9)pn1/C
0

g2

_ oo (12 (y—1)2) ev=—Dpni/¢ __*F _
22m)? log (17 (y—19)?) /Odé“ () (B <(1_£)> Pyq(1-8)

2

_Q(gﬂ)z log (M?rag (y_g)z) v y)pthB/xF/ dé —=3 f) (xB_C(fFf)> qu(l_f)} - (7.16)

That expression is indeed independent, up to NNLO terms, on the values of r and of pg,e separately, thanks to the
initial state and final state DGLAP equations.

da.p%H

d?pp1dn

D. MS scheme

The most commonly used factorization scheme for the PDFs and FFs is the MS scheme. In that case, the
counterterm Cyg is taken to cancel only the collinear pole of ICOH and the universal constants:

2 (7.17)

Hence, one has

co ~ 1 (y_g)Q
3314 {Iyyn CMfS} =~ [log (/ﬁjR4 —2¥(1)] . (7.18)

It is necessary to go to dimensional regularization to define this scheme, and indeed the scale upr stays in the
difference (7.18). In the M S scheme, the equation (7.11) then reads

/ /desyy/ o D}, 575G HbR)

rp— F) et y=9)pn1/¢

do.p%H

d? phldn q—q,LO + coll NLO

1
></ dep fLo(p; ihR) CF

0
—7)°

2(3727) {1g< > )2\1’( )}/ “-g <(1 = <B C(fif)) Pul1=¢)

o 1 o
i(y—=9)pro /¢ i(y—y)phrrB/TF
X le + e . 7.19
( (BE ) } (7.19)
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It is now u%p which plays the role of evolution variable for the DGLAP evolution of the PDFs and FFs. Using the
DGLAP equations to evolve the PDFs and FFs to the scales pur and pgag respectively, one gets

1 / 2 / oo [ )
Ppr Ldn = d*y [ &y sly, 9] | =5 DY 575 Hivag)
Epridnfy g L0 4 connLo  (27)° lv.9] o ¢*  HMS 8
1
X/ drp fXM(J;B;M%){i{?(S(l‘B—ZF) e =mpnL/¢
0
2

o | ("%(y—f)z) () ei(yfy)p“/gfo “ <<1 = ( Bcﬁa)) Pull=0) (120

E. Matching of the factorization schemes

dap%H

The renormalized PDFs and FFs are scheme dependent, as well as the NLO " coefficient functions”, but observables
like the single inclusive cross section should be scheme independent (up to higher orders in g2 than the one of interest).
Hence, one can understand the translation from one scheme to another by comparing eqs. (7.16) and (7.20)°. It is clear
that, up to NNLO correction, it is consistent to assume that the PDFs and FFs in the two schemes are functionally
related to each other by a mere rescaling of their evolution variable, as

P (epi i) = MS(scB, R %), (7.21)
D(IZJ,X(C; N?rag) H MS(C R2 ,u’fra.g) (722)

One can use these relations to rewrite eq. (7.16) with M S-scheme PDFs and FFs, and then run the DGLAP equations
to remove the rescaling factor R from the PDFs and FFs. As a result, one gets

1 B ot d¢
¢—¢,LO + coll NLO (@) /dzy/de gutl /o ¢ Di]vm(c;uiag)
1
X /0 drp f;f“(xB;u%){xg 5 (xB_?) et W=0)pnL /<
92 N?«“ (y_g)z i(y—7)prL/C TR
,2(27‘_)2 log <R2) et\y—yp /0 C( f) < BC(l-f)) qu(lff) (723)

g2 H%ra @7@)2 i(y—Y)PhoLTB/TF i
“30np 1g<R> I G Rl

Due to the scheme-independence of the cross section, the expression (7.23) has to be identical to the one orginally
obtained in the M S scheme, eq. (7.20). This allows us to determine the correct rescaling factor R to be

da.p%H

d?pp1dn

R=2e"W ~1.1229. (7.24)

With this value, the functional relations (7.21) and (7.22) provide the correct correspondence between the renormalized
distributions in the M S scheme and in the ” X” scheme.

The relations (7.21) and (7.22) generalize to the gluon distributions, all with the same rescaling factor R given in
eq. (7.24).
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