CHCR C

This is the accepted manuscript made available via CHORUS. The article has been published as:

Multichannel $1 \rightarrow 2$ transition amplitudes in a finite volume
Raúl A. Briceño, Maxwell T. Hansen, and André Walker-Loud
Phys. Rev. D 91, 034501 - Published 3 February 2015
DOI: 10.1103/PhysRevD.91.034501

# Multichannel $1 \rightarrow 2$ transition amplitudes in a finite volume 

Raúl A. Briceño ${ }^{\text {a }},{ }^{1}$ Maxwell T. Hansen ${ }^{\text {b }}$, ${ }^{2}$ and André Walker-Loud ${ }^{\text {c1, }}{ }^{3}$<br>${ }^{1}$ Thomas Jefferson National Accelerator Facility, 12000 Jefferson Avenue, Newport News, VA 23606, USA<br>${ }^{2}$ Department of Physics, University of Washington, Box 351560, Seattle, WA 98195, USA<br>${ }^{3}$ Department of Physics, College of William and Mary, Williamsburg, Virginia 23187-8795, USA


#### Abstract

We perform a model-independent, non-perturbative investigation of two-point and three-point finite-volume correlation functions in the energy regime where two-particle states can go on-shell. We study three-point functions involving a single incoming particle and an outgoing two-particle state, relevant, for example, for studies of meson decays (e.g., $B^{0} \rightarrow K^{*} \ell^{+} \ell^{-} \rightarrow \pi K \ell^{+} \ell^{-}$) or meson photo production (e.g., $\pi \gamma^{*} \rightarrow \pi \pi$ ). We observe that, while the spectrum solely depends on the on-shell scattering amplitude, the correlation functions also depend on off-shell amplitudes. The main result of this work is a generalization of the Lellouch-Lüscher formula relating matrix elements of currents in finite and infinite spatial volumes. We extend that work by considering a theory with multiple, strongly-coupled channels and by accommodating external currents which inject arbitrary four-momentum as well as arbitrary angular momentum. The result is exact up to exponentially suppressed corrections governed by the pion mass times the box size. We also apply our master equation to various examples, including the two processes mentioned above as well as examples where the final state is an admixture of two open channels.


## I. INTRODUCTION

There are a number of matrix elements involving hadronic two-body initial and/or final states for which a direct calculation with lattice QCD would provide a significant advancement for nuclear and particle physics. For example, the calculation of proton-proton fusion through the weak interactions, $p p \rightarrow d e^{+} \nu_{e}$, would allow for a direct theoretical prediction of this fundamental process which powers the sun. The MuSun Collaboration will measure a related process, muon capture on deuterium [1]. At low energies, these two processes are described by the same two-nucleon contact interaction [2], providing an opportunity to over-constrain these reactions for which there is currently discrepancy between experimental results $[3,4]$ and theory calculations $[2,5]$. Another example of particular interest is the heavy meson decay $B^{0} \rightarrow K^{*} \ell^{+} \ell^{-} \rightarrow \pi K \ell^{+} \ell^{-}$. Tentative tension exists between experimental results [6-10] and Standard Model predictions [11-14] for this process, so that better constraining the latter would clearly be valuable.

The opportunity to test the Standard Model with these decays motivated early quenched lattice QCD calculations [15-21]. The newly observed tension between theory and experiment has motivated dynamical lattice QCD calculations to determine the hadronic transition amplitudes. These also find evidence for deviations from the Standard Model [22, 23]. There is, however, an important caveat to these calculations known as the Maiani-Testa no-go theorem. This is the observation that there is no simple relation between Euclidean-spacetime correlators and the desired Minkowski-spacetime transition matrix elements, whenever the initial or final states contain multiple hadrons [24]. As the $K^{*}(892)$ is a strong resonance of the $K \pi$ scattering system (for $m_{\pi} \lesssim 400 \mathrm{MeV}$ ), this issue cannot be avoided for lattice QCD calculations of this important quantity.

The formalism to overcome this challenge was first developed by Lellouch and Lüscher for the $K \rightarrow \pi \pi$ decay amplitude, and is known as the Lellouch-Lüscher or LL method [25]. The crucial development was to relate the lattice QCD calculations in a finite spatial volume to the infinite-volume matrix element. In a finite volume, the two-pion spectrum is a set of discrete energy levels. If the size of the finite-volume box is tuned such that one of the two-pion energy levels is degenerate with the kaon, then a simple relation exists between the finite-volume matrix element and the infinite-volume $K \rightarrow \pi \pi$ decay amplitude. In particular, the ratio of the finite- and infinite-volume matrix elements is a known function, depending on the two-pion scattering phase-shift near the kaon mass as well as the finite-volume box size and other kinematic variables. The ratio is commonly referred to as the LL-factor. The initial work by Lellouch and Lüscher was restricted to an S-wave two-pion state in the center-of-mass (c.m.) frame. This formalism has been extended for all decays below the inelastic threshold [26] and for systems with nonzero total momentum [27, 28] (see Refs. [29-32] for applications of this formalism to lattice QCD calculations of the $K \rightarrow \pi \pi$ decay amplitude ${ }^{1}$ ). More recently, the formalism has been extended to accommodate decays into multiple,

[^0]coupled two-particle channels [54] and to describe the processes $\pi^{0} \rightarrow \gamma \gamma[55], N \gamma \rightarrow N \pi[56],{ }^{2}$ as well as $\mathbf{2} \rightarrow \mathbf{2}$ processes [57-60].

In this work, we extend these studies to unambiguously study $\mathbf{1} \boldsymbol{\rightarrow} \mathbf{2}$ transition amplitudes involving external currents which insert energy, momentum and angular momentum for systems with any number of two-particle channels which mix with arbitrary strong couplings. Our formalism includes all two-particle angular-momentum states, but is valid only for spin-zero particles and only at energies less than the lowest lying multi-particle inelastic threshold. In order to determine the $\mathbf{1} \rightarrow \mathbf{2}$ transition amplitudes, both two- and three-point correlation functions are needed. ${ }^{3}$ From the two-point correlation functions, one extracts the finite-volume spectrum and determines the scattering phase shifts. From appropriate ratios of three- to two-point correlation functions one determines the finite-volume matrix elements of external currents. These matrix elements can then be related to the corresponding infinite-volume transition amplitudes.

In Section II, we review the two-point correlation functions. The finite-volume corrections to single particle masses are exponentially suppressed in $m_{\pi} L$ where $L$ is the spatial extent of the volume and $m_{\pi}$ is the pion mass [61]. We assume spatial extents such that these exponential corrections can be safely neglected. In contrast to the singleparticle states, the finite-volume energy spectrum above the two-particle threshold cannot be directly identified with infinite-volume observables. However, the spectrum does encode information about the infinite-volume on-shell scattering amplitude. The formalism to relate these observables to the finite-volume spectrum is known as the Lüscher method [62, 63]. This approach has been investigated and generalized in various contexts [27, 28, 54, 57, 60, 64-84] including most recently a method for describing all $\mathbf{2} \rightarrow \mathbf{2}$ systems with arbitrary quantum numbers, open channels and boundary conditions [85]. ${ }^{4}$ We recover the well-known quantization condition for a system with any number of two-scalar channels, with arbitrary angular momentum as well as total linear momenta. The result is

$$
\begin{equation*}
\operatorname{det}\left[\mathbb{K}\left(E_{n}\right)+\left(\mathbb{F}^{V}\left(E_{n}\right)\right)^{-1}\right]=0 \tag{1}
\end{equation*}
$$

and was first obtained in Refs. [54, 60]. $\mathbb{K}$ is the two-particle K-matrix (defined in Eq. 39 with a well known relation to the scattering amplitude, Eq. 41) and $\mathbb{F}^{V}$ is a volume-dependent kinematic matrix (defined in Eq. 30). Both of these are matrices over angular momenta as well as all open two-particle channels, and the determinant is understood to act on this direct-product space. In the energy regime of elastic scattering, this formalism has been extensively implemented in numerical lattice calculations for single channel processes, e.g. [90-109]. Until recently, the only numerical implementation of the coupled-channel formalism was by Guo in an exploratory numerical calculation of a two-channel system in $1+1$ dimensional lattice model [110]. The first lattice QCD application of this formalism was recently performed by the Hadron Spectrum Collaboration in a benchmark calculation of the $\pi K-K \eta$ system [111].

In Section III, we generalize the Lellouch-Lüscher result in several ways. We allow the the current to insert arbitrary momentum and energy to the system and we include multiple strongly-coupled channels as well as angular momentum mixing in all irreps of the relevant finite-volume symmetry group. We derive a non-perturbative master equation that relates the finite-volume matrix elements of currents with the physically relevant infinite-volume counterpart

$$
\begin{equation*}
\left.\left|\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)\right| E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle \left\lvert\,=\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\left[\mathcal{A}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} \mathcal{R}_{\Lambda_{f}, n_{f}} \mathcal{A}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]}\right. \tag{2}
\end{equation*}
$$

where $\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)$ is a current whose quantum numbers and labels are thoroughly defined in Section III A. $\left|E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle$ and $\left|E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right\rangle$ respectively denote the initial and final finite-volume states; the former has the energy and the quantum numbers of a single particle while the latter has that of two particles. The subscripts $\Lambda_{i, f}$ indicate that angular-momentum space has been projected onto a particular finite-volume irrep, and $n_{f}$ is an integer labeling the finite-volume level considered. Our result relates this finite-volume matrix element to

$$
\begin{equation*}
\left\langle a, P_{f}, J_{f} m_{J_{f}} ; \infty\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}(0, \mathbf{Q} ; \infty)\left|P_{i} ; \infty\right\rangle=\left[\mathcal{A}_{\Lambda \mu ; J_{f} m_{J_{f}}}\right]_{a}(2 \pi)^{3} \delta^{3}\left(\mathbf{P}_{i}-\mathbf{P}_{f}-\mathbf{Q}\right), \tag{3}
\end{equation*}
$$

were $a$ is a channel index denoting the two particle flavors in the asymptotic state. In Eq. $2, \mathcal{A}$ is understood as a column vector (and $\mathcal{A}^{\dagger}$ a row) in the combined angular-momentum/channel space. Finally $\mathcal{R}_{\Lambda_{f}, n_{f}}$, defined in Eq. 103, is a matrix in the same space that depends only on the strong-interaction as well as the linear extent of the finite volume. This is the coupled-channel and arbitrary-angular-momentum generalization of the LL-factor.

[^1]In order to illuminate this result, we apply it to several examples for which the expressions are significantly simplified. In Section III D 1, we recover the original $K \rightarrow \pi \pi$ matrix element determined with zero-momentum injection [25-28]. In Section IIID 2, we consider the slightly more complex example of $\pi \gamma^{*} \rightarrow \pi \pi \rightarrow \rho$. The degeneracy of the two finalstate particles prevents even and odd partial wave mixing, even in boosted systems. Angular momentum conservation and parity requires the final state to be in a $P$-wave with the leading finite-volume contamination from an $F$-wave. By neglecting this contamination, we obtain an explicit expression for the P -wave LL-factor for such a system, and find large volume deviation from the well known S-wave result. For final states with non-degenerate particles, even and odd partial waves will generally mix. In Section III D 3, we apply our master equation to systems with coupled channels, whether the mixing is physical or induced by the finite volume. Finally, in Section IIID 4, we recover the known result for $D \rightarrow\{\pi \pi, K \bar{K}\}[54]$.

In this work we also include two appendices. In Appendix A we discuss a technical detail of our derivation, the cancellation of free-poles in integrands of correlation functions. For complete generality, in Appendix B, we extend the formalism to include effects of twisted boundary conditions (TBCs) [68, 112] and volumes that are arbitrary rectangular prisms, using the compact notation of Ref. [85].

## II. TWO-POINT CORRELATION FUNCTIONS

In this section we derive expressions for the one-particle and two-particle two-point correlation functions in a finite volume. To achieve this we must first define appropriate interpolating operators. These are most conveniently classified according to the irreducible representations (irreps) of the relevant symmetry group. For a system at rest in a finite cubic volume, the symmetry group is the octahedral group, $O_{h}$. In order to accommodate systems with half-integer spin, one has to consider the double cover of the octahedral group, denoted by $O_{h}^{D}$ [113]. For systems in flight with total momentum $\mathbf{P}$, the symmetry is reduced to a subgroup of $O_{h}$ or $O_{h}^{D}$, defined by the subset of octahedral transformations which leave $\mathbf{P}$ invariant. This is referred to as a little group and will be labeled LG(P).

Let $\varphi_{\Lambda \mu}\left(x_{0}, \mathbf{P}\right)$ denote a single particle interpolating operator at Euclidean time $x_{0}$ with momentum $\mathbf{P}$ and in row $\mu$ of the $\Lambda$ irrep of $\operatorname{LG}(\mathbf{P}) .{ }^{5}$ Because $\Lambda \mu$ are good quantum numbers in finite volume, the one-particle two-point functions will not mix states in different rows or irreps

$$
\begin{equation*}
C_{\Lambda^{\prime} \mu^{\prime}, \Lambda \mu}^{(1)}\left(x_{0}-y_{0}, \mathbf{k}\right) \equiv\langle 0| \varphi_{\Lambda^{\prime} \mu^{\prime}}\left(x_{0}, \mathbf{k}\right) \varphi_{\Lambda \mu}^{\dagger}\left(y_{0},-\mathbf{k}\right)|0\rangle \propto \delta_{\Lambda^{\prime}, \Lambda} \delta_{\mu^{\prime}, \mu} \tag{4}
\end{equation*}
$$

In this study, we will focus on the scenario where the single-particle states are either pseudoscalars or scalars. ${ }^{6}$ In such cases there is a single one-dimensional irrep that has overlap with the particle of interest, and the irrep is exclusively specified by its momentum. For example, as shown explicitly in Table I, the pseudoscalar mesons are in the $\mathbb{A}_{1}^{-}$irrep of $O_{h}$ when at rest and in the $\mathbb{A}_{2}$ irrep of $\operatorname{LG}(\mathbf{k})$ when in flight. Therefore, it is sufficient to define the single particle interpolating operators in terms of their momenta and we will drop the $\Lambda \mu$ subscript. We thus introduce

$$
\begin{equation*}
\left.C^{(1)}\left(x_{0}-y_{0}, \mathbf{k}\right) \equiv\langle 0| \varphi\left(x_{0}, \mathbf{k}\right) \varphi^{\dagger}\left(y_{0},-\mathbf{k}\right)|0\rangle=e^{-E_{k}^{(1)}\left(x_{0}-y_{0}\right)}|\langle 0| \varphi(0, \mathbf{k})| E^{(1)} \mathbf{k} ; L\right\rangle\left.\right|^{2}+\mathcal{O}\left(L^{3} \frac{e^{-E_{3, t h}^{(1)}\left(x_{0}-y_{0}\right)}}{E_{3, t h}^{(1)}}\right) \tag{5}
\end{equation*}
$$

where $L$ is the linear extent of the finite cubic spatial volume and $E_{k}^{(1)}, E_{3, t h}^{(1)}$ denote the lowest two eigenvalues of the moving-frame Hamiltonian, in the subspace that has overlap with $\langle 0| \varphi_{\Lambda \mu}(0, \mathbf{k})$. We have assumed $x_{0}>y_{0}$ to order the operators before inserting a complete set of states. As the subscript suggests, in QCD the first excited energy $E_{3, t h}^{(1)}$ corresponds to a state in the vicinity of the three-particle threshold for spinless particles.

One can also calculate the correlation function's leading time dependence directly from the fully dressed single particle propagator (see Fig. 1(c))

$$
\begin{align*}
C^{(1)}\left(x_{0}-y_{0}, \mathbf{k}\right) & =L^{3} \int \frac{d P_{0}}{2 \pi}\left(\frac{1}{2 \omega_{\mathbf{k}}\left(i P_{0}+\omega_{\mathbf{k}}\right)}+\cdots\right) e^{i P_{0}\left(x_{0}-y_{0}\right)} \\
& =L^{3} \frac{e^{-\omega_{\mathbf{k}}\left(x_{0}-y_{0}\right)}}{2 \omega_{\mathbf{k}}}+\mathcal{O}\left(L^{3} \frac{e^{-E_{3, t h}^{(1)}\left(x_{0}-y_{0}\right)}}{E_{3, t h}^{(1)}}\right) \tag{6}
\end{align*}
$$

[^2]

TABLE I. (a) Shown are the subduction coefficients, $\left[C_{\Lambda}^{J}\right]_{\mu, \lambda}$ used to project states onto the irreps of $O_{h}$. (b) Shown are the subduction coefficients determined in Ref. [121], for $|\lambda| \leq 2$, where $s=\operatorname{sign}(\lambda)$ and $\tilde{\eta}=(-1)^{l+J}$ used to project operators onto the irreps of the $\mathrm{Dic}_{4}, \mathrm{Dic}_{2}$, and $\mathrm{Dic}_{3}$ groups as shown in Eq. 79 .
where $\omega_{\mathbf{k}}=\sqrt{m^{2}+\mathbf{k}^{2}}$, with $m$ equal to the physical infinite-volume pole mass. In the first line, the ellipses denote corrections that are finite at the single particle pole. This includes terms with poles at higher values of imaginary $P_{0}$ which correspond to higher energy states. We emphasize that, in arriving at this identity, we have used the on-shell renormalization convention in which the residue of the single particle propagator is set to 1 . This convension is equivalently expressed as

$$
\begin{equation*}
\langle 0| \phi(0, \mathbf{0})\left|E^{(1)} \mathbf{k} ; \infty\right\rangle=1 \tag{7}
\end{equation*}
$$

where $\phi\left(x_{0}, \mathbf{x}\right)$ is the Fourier transform of $\varphi\left(x_{0}, \mathbf{k}\right)$ and $\left|E^{(1)} \mathbf{k} ; \infty\right\rangle$ is the infinite-volume one-particle state with relativistic normalization

$$
\begin{equation*}
\left\langle E^{(1)} \mathbf{k}^{\prime} ; \infty \mid E^{(1)} \mathbf{k} ; \infty\right\rangle=2 \omega_{\mathbf{k}}(2 \pi)^{3} \delta^{3}\left(\mathbf{k}^{\prime}-\mathbf{k}\right) \tag{8}
\end{equation*}
$$

By comparing Eqs. 5 and 6 , we deduce $E_{k}^{(1)}=\omega_{\mathbf{k}}$ and

$$
\begin{equation*}
\left.|\langle 0| \varphi(0, \mathbf{k})| E^{(1)} \mathbf{k} ; L\right\rangle \left\lvert\,=\sqrt{\frac{L^{3}}{2 \omega_{\mathbf{k}}}}\right. \tag{9}
\end{equation*}
$$

These relations hold up to exponentially suppressed corrections of the form $e^{-m L}$, which we discuss in more detail below. We stress that Eq. 9 is only a statement of renormalization convention on $\varphi$ together with the normalization convention for finite-volume states

$$
\begin{equation*}
\left\langle E^{(1)} \mathbf{k} ; L \mid E^{(1)} \mathbf{k} ; L\right\rangle=1 . \tag{10}
\end{equation*}
$$

As will become evident in Section III, the wave-function renormalization does not impact the final result, Eq. 2. Any other choice for the residue would exactly cancel in the ratio used to access finite-volume matrix elements. The motivation for deriving Eq. 9 in the manner just presented is that it provides a straightforward warm-up for our analysis of the two-particle two-point correlation function, to which we now turn.

The two-particle correlation function can be determined by considering an alternative energy range and using two- instead of one-particle interpolating fields. For the sake of generality, we consider a system with N coupled two-particle channels. We label the masses in the $j$ th channel $m_{j, 1}$ and $m_{j, 2}$, with $m_{j, 1} \leq m_{j, 2}$. We continue to restrict our attention to spin zero particles. The particles in the $j$ th channel can go on-shell if the c.m. energy $E^{*}$ satisfies $m_{j, 1}+m_{j, 2} \leq E^{*}<E_{t h}^{*}$. Here $E_{t h}^{*}$ is the energy of the first allowed multi-particle threshold, boosted to the
c.m. frame. ${ }^{7}$ In practice we must require $E^{*} \ll E_{t h}^{*}$, because if $E^{*}$ is too close to the multi-particle threshold then the neglected exponentially suppressed corrections become enhanced.

The on-shell c.m. relative momentum for the $j t h$ channel satisfies

$$
\begin{equation*}
k_{j, o n}^{* 2}=\frac{E^{* 2}}{4}-\frac{\left(m_{j, 1}^{2}+m_{j, 2}^{2}\right)}{2}+\frac{\left(m_{j, 1}^{2}-m_{j, 2}^{2}\right)^{2}}{4 E^{* 2}} \tag{11}
\end{equation*}
$$

Functions and coordinates evaluated in the c.m. frame will always have a superscript "* ", and it is important to remember that a function $f$ in a moving frame that depends on $k$ can always be related to the c.m. frame function $f^{*}$ via $f^{*}\left(k^{*}\right) \equiv f(k)$. This just defines a coordinate change and does not imply anything about the Lorentz representation of $f$. Coordinates in the moving frame and c.m. frame are related by standard Lorentz transformations. For example, if we consider a particle with mass $m$, momenta $\mathbf{k}$ and $\mathbf{k}^{*}$ in the moving and c.m. frames, then

$$
\begin{equation*}
\sqrt{m^{2}+k^{* 2}}=\gamma\left(\sqrt{m^{2}+k^{2}}-\beta k_{\|}\right), \quad k_{\|}^{*}=\gamma\left(k_{\|}-\beta \sqrt{m^{2}+k^{2}}\right), \quad k_{\perp}^{*}=k_{\perp} \tag{12}
\end{equation*}
$$

where $\gamma=\frac{E}{E^{*}}$ and $\beta=\frac{|\mathbf{P}|}{E}$.
Two-particle interpolating operators in a given irrep can be written as a linear combination of products of single particle interpolating operators with appropriate Clebsch-Gordan coefficients [70, 107, 114-118, 120, 121]. By first considering an energy range where only a single channel is present, one can readily write down the relevant two-body operator

$$
\begin{equation*}
\mathcal{O}_{\Lambda \mu}\left(x_{0}, \mathbf{P},|\mathbf{P}-\mathbf{k}|,|\mathbf{k}|\right)=\sum_{R \in \mathrm{LG}(\mathbf{P})} \mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k})) \varphi\left(x_{0}, R \mathbf{k}\right) \tilde{\varphi}\left(x_{0}, R(\mathbf{P}-\mathbf{k})\right) \tag{13}
\end{equation*}
$$

where in general $\varphi$ and $\tilde{\varphi}$ may be identical or non-identical operators and $R$ is understood as an element of the representation of $L G(\mathbf{P})$ defined by action on three-dimensional spatial vectors. In order to minimize unnecessary notation, we will suppress the dependence of $\mathcal{O}$ on $|\mathbf{P}-\mathbf{k}|$ and $|\mathbf{k}|$ from now on. ${ }^{8}$

To completely specify the Clebsch-Gordan coefficients, we now introduce $\{\mathbf{k}\}_{\mathbf{P}}$ as the set of all momenta that are reached by applying a rotation in $\mathrm{LG}(\mathbf{P})$ to $\mathbf{k}$. We then denote the irreps of particles one and two by $\Lambda_{1}\left(\{\mathbf{P}-\mathbf{k}\}_{\mathbf{P}}\right)$ and $\Lambda_{2}\left(\{\mathbf{k}\}_{\mathbf{P}}\right)$ respectively, and define the Clebsch-Gordan coefficient, $\mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k}))$, to project the two particles in $\Lambda_{1}\left(\{\mathbf{P}-\mathbf{k}\}_{\mathbf{P}}\right) \otimes \Lambda_{2}\left(\{\mathbf{k}\}_{\mathbf{P}}\right)$ onto $\Lambda(\mathbf{P}), \mu$. This may also be expressed as an innerproduct of states

$$
\begin{equation*}
\mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k})) \equiv\left\langle\Lambda(\mathbf{P}), \mu \mid \Lambda_{1}\left(\{\mathbf{P}-\mathbf{k}\}_{\mathbf{P}}\right), R(\mathbf{P}-\mathbf{k}) ; \Lambda_{2}\left(\{\mathbf{k}\}_{\mathbf{P}}\right), R \mathbf{k}\right\rangle \tag{14}
\end{equation*}
$$

from which follows

$$
\begin{equation*}
\sum_{R \in \mathrm{LG}(\mathbf{P})}|\mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k}))|^{2}=1 \tag{15}
\end{equation*}
$$

The simplest nontrivial example of this operator construction is reached by setting the total momentum to zero, setting $\mathbf{k}=\frac{2 \pi}{L} \hat{\mathbf{k}} \equiv q_{(1)} \hat{\mathbf{k}}$, and taking the two-particle operator to be in the $\mathbb{A}_{1}^{+}$irrep

$$
\begin{align*}
\mathcal{O}_{\mathbb{A}_{1}^{+}}\left(x_{0}, \mathbf{0}\right) & =\frac{\sigma}{\sqrt{6}}\left[\varphi\left(x_{0}, q_{(1)} \hat{\mathbf{z}}\right) \tilde{\varphi}\left(x_{0},-q_{(1)} \hat{\mathbf{z}}\right)+\varphi\left(x_{0},-q_{(1)} \hat{\mathbf{z}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)} \hat{\mathbf{z}}\right)+\varphi\left(x_{0}, q_{(1)} \hat{\mathbf{x}}\right) \tilde{\varphi}\left(x_{0},-q_{(1)} \hat{\mathbf{x}}\right)\right. \\
& \left.+\varphi\left(x_{0},-q_{(1)} \hat{\mathbf{x}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)} \hat{\mathbf{x}}\right)+\varphi\left(x_{0}, q_{(1)} \hat{\mathbf{y}}\right) \tilde{\varphi}\left(x_{0},-q_{(1)} \hat{\mathbf{y}}\right)+\varphi\left(x_{0},-q_{(1)} \hat{\mathbf{y}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)} \hat{\mathbf{y}}\right)\right] \tag{16}
\end{align*}
$$

where $\sigma=\sqrt{1 / 2}$ if $\varphi$ and $\tilde{\varphi}$ are the same operators and $\sigma=1$ otherwise. If we give the system a nonzero boost along $\hat{\mathbf{z}}$, then the symmetry group is reduced to $\mathrm{LG}(\hat{\mathbf{z}})$. Consider the scenario where the momentum of the $\varphi$ field has magnitude $q_{(1)}$ and that of $\tilde{\varphi}$ has magnitude $\sqrt{2} q_{(1)}$. With these single-particle operators, we can construct a two-particle operator that transforms in the $\mathbb{A}_{1}$ irrep [107]

$$
\begin{align*}
\mathcal{O}_{\mathbb{A}_{1}}\left(x_{0}, q_{(1)} \hat{\mathbf{z}}\right) & =\frac{1}{2}\left[\varphi\left(x_{0}, q_{(1)} \hat{\mathbf{x}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)}(\hat{\mathbf{z}}-\hat{\mathbf{x}})\right)+\varphi\left(x_{0}, q_{(1)} \hat{\mathbf{y}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)}(\hat{\mathbf{z}}-\hat{\mathbf{y}})\right)\right. \\
& \left.+\varphi\left(x_{0},-q_{(1)} \hat{\mathbf{x}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)}(\hat{\mathbf{z}}+\hat{\mathbf{x}})\right)+\varphi\left(x_{0},-q_{(1)} \hat{\mathbf{y}}\right) \tilde{\varphi}\left(x_{0}, q_{(1)}(\hat{\mathbf{z}}+\hat{\mathbf{y}})\right)\right] \tag{17}
\end{align*}
$$

In general, there might be $N$ open channels contributing to a given state. For example, an infinite volume $\pi \pi$ state can mix with a $K \bar{K}$ state, and both must thus have nonzero overlap with the corresponding finite-volume state. ${ }^{9}$ It

[^3]is convenient to introduce an index, e.g. " $a$ ", to the interpolating operator in Eq. 13 to indicate the infinite-volume channel that it interpolates
\[

$$
\begin{equation*}
\mathcal{O}_{\Lambda \mu}\left(x_{0}, \mathbf{P}\right) \longrightarrow \mathcal{O}_{\Lambda \mu, a}\left(x_{0}, \mathbf{P}\right) \tag{18}
\end{equation*}
$$

\]

For example, $\mathcal{O}_{\Lambda \mu, a}$ could refer to a $\pi \pi$-like or a $K \bar{K}$-like operator. With this, we can write a generic correlation function for a two-particle system that has been projected onto a given irrep as

$$
\begin{align*}
& C_{\Lambda \mu, a b}^{(2)}\left(x_{0}-y_{0}, \mathbf{P}\right)=\langle 0| \mathcal{O}_{\Lambda^{\prime} \mu^{\prime}, a}\left(x_{0}, \mathbf{P}\right) \mathcal{O}_{\Lambda \mu, b}^{\dagger}\left(y_{0},-\mathbf{P}\right)|0\rangle \\
& \quad=\delta_{\Lambda, \Lambda^{\prime}} \delta_{\mu, \mu^{\prime}} \sum_{n} e^{-E_{\Lambda, n}\left(x_{0}-y_{0}\right)}\langle 0| \mathcal{O}_{\Lambda \mu, a}(0, \mathbf{P})\left|E_{\Lambda, n} \mathbf{P} ; L\right\rangle\left\langle E_{\Lambda, n} \mathbf{P} ; L\right| \mathcal{O}_{\Lambda \mu, b}^{\dagger}(0,-\mathbf{P})|0\rangle+\mathcal{O}\left(L^{6} \frac{e^{-E_{t h}\left(x_{0}-y_{0}\right)}}{E_{t h}^{2}}\right) \tag{19}
\end{align*}
$$

where $E_{\Lambda, n}$ is the $n$th two-particle eigenenergy of the $\Lambda$-irrep of $\mathrm{LG}(\mathbf{P})$. This is the two-body analog of Eq. 5. In general we expect multiple two-body states below the first multi-particle threshold, $E_{t h}$, and hence include a sum over $n$.

The correlation function can also be written in terms of the interactions of the two-particle system. The leading order (LO) contribution to the correlation function (first diagram in Fig. 1(a)) is determined by considering the limit in which the interactions vanish, and as a result the different channels cannot mix. We find

$$
\begin{equation*}
C_{\Lambda \mu, a b}^{(2, L O)}\left(x_{0}-y_{0}, \mathbf{P}\right)=L^{6} \int \frac{d P_{0}}{2 \pi} e^{i P_{0}\left(x_{0}-y_{0}\right)} \widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right), \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right) \equiv \delta_{a b} \frac{1}{\eta} \int \frac{d k_{0}}{2 \pi} \sum_{R \in L G(\mathbf{P})} \mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k})) G(k) G(P-k) \mathcal{C}^{*}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k})) \tag{21}
\end{equation*}
$$

Here we have introduced the fully dressed propagator

$$
\begin{equation*}
G(k) \equiv \int d^{4} x e^{-i k x}\langle 0| T \phi(x) \phi^{\dagger}(0)|0\rangle \tag{22}
\end{equation*}
$$

with on-shell renormalization $\lim _{k_{0} \rightarrow i \omega_{k}}\left(k^{2}+m^{2}\right) G(k)=1$. We have also introduced the symmetry factor $\eta$ which is equal to $1 / 2$ if the particles identical and have momenta that are related by $\operatorname{LG}(\mathbf{P})$ rotations, and equal to 1 otherwise.

Observe here that $G(k)$ is the infinite-volume fully dressed propagator. Really $\widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right)$ should be constructed from the finite-volume analog of $G(k)$. However, as long as $\left[P_{0}^{2}+\mathbf{P}^{2}\right]^{1 / 2}$ has an imaginary part with magnitude below $E_{t h}^{*}$, then using the infinite-volume propagator only incurs exponentially suppressed corrections of the form $e^{-m_{\pi} L}$, with $m_{\pi}$ the lightest mass in the spectrum. This is discussed in more detail in the context of the Bethe-Salpeter kernel below. We deduce that our expression for $\widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right)$ is only valid in a strip of the complex $P_{0}$ plane which runs along the real axis and is bounded by $\left[P_{0}^{2}+\mathbf{P}^{2}\right]=-E_{t h}^{* 2}$.

We now complete the analysis of $C_{\Lambda \mu, a b}^{(2, L O)}\left(x_{0}-y_{0}, \mathbf{P}\right)$, by evaluating the $k_{0}$ and $k_{0}^{\prime}$ integrals. First we define

$$
\begin{equation*}
\omega_{j, 1} \equiv \sqrt{m_{j, 1}^{2}+(\mathbf{P}-\mathbf{k})^{2}}, \quad \omega_{j, 2} \equiv \sqrt{m_{j, 2}^{2}+\mathbf{k}^{2}} \tag{23}
\end{equation*}
$$

In performing the $k_{0}$ and $k_{0}^{\prime}$ integrals we encircle the pole at $i \omega_{j, 2}$ and this fixes the " 2 " particle in the $j t h$ channel to be on-shell with free energy $\omega_{j, 2}$. By energy conservation, the " 1 " particle will have energy $-i P_{0}-\omega_{j, 2}$. Specifically we find

$$
\begin{equation*}
C_{\Lambda \mu, a b}^{(2, L O)}\left(x_{0}-y_{0}, \mathbf{P}\right)=\delta_{a b} \frac{L^{6}}{\eta} \int \frac{d P_{0}}{2 \pi} e^{i P_{0}\left(x_{0}-y_{0}\right)} \sum_{R \in L G(\mathbf{P})} \frac{|\mathcal{C}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k}))|^{2}}{4 \omega_{a, 1} \omega_{a, 2}\left(i P_{0}+\left(\omega_{a, 1}+\omega_{a, 2}\right)\right)}+\mathcal{O}\left(L^{6} \frac{e^{-E_{t h}\left(x_{0}-y_{0}\right)}}{E_{t h}^{2}}\right) \tag{24}
\end{equation*}
$$

Note here that the first term gives a pole in the $P_{0}$ plane that sits in the region where our expression for $\widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right)$ is valid. We do not control the exact form of the second term, which is an exponential that decays according to some above-threshold energy. The precise form of the above threshold term is not needed for our final result.

To include higher orders we need only use the fact that the correlation function, defined in Eq. 19, is correctly reproduced by the all-orders summation of a skeleton expansion built from Bethe-Salpeter kernels and fully dressed
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FIG. 1. a) Shown is the definition of the finite volume two-particle correlation function. The solid lines denote two-particles in the " 1 " channel, dashed lines denote particle in the " 2 " channel. The correlation function is written in terms of the c.m. kernel, $K^{*}$, and the fully dressed single particle propagators. b) Shown is $K^{*}$ for the first channel, which is the sum of all two-particle irreducible s-channel diagrams. Explicitly shown are examples of diagrams that are included in the kernel: contact interactions, t- and u-channel diagrams. In general, all diagrams allowed by the underlying theory where the intermediate particles cannot all simultaneously go on-shell are absorbed into the kernel. As described in the text, in this study we are restricted to energies where only two-particle states are allowed to go on-shell. c) Shown is the definition of the fully dressed one particle propagator in terms of the one particle irreducible (1PI) diagrams.
propagators. In particular we define the NLO correlator as the contribution built from a single insertion of the BetheSalpeter kernel, $K$. The kernel is depicted in Fig. 1(b) and is defined as the sum of all amputated four-point diagrams that are two-particle irreducible in the s-channel. We find

$$
\begin{equation*}
C_{\Lambda \mu, a b}^{(2, N L O)}\left(x_{0}-y_{0}, \mathbf{P}\right)=L^{6} \int \frac{d P_{0}}{2 \pi} e^{i P_{0}\left(x_{0}-y_{0}\right)} \widetilde{C}_{\Lambda \mu, a b}^{(2, N L O)}\left(P_{0}, \mathbf{P}\right) \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
& \widetilde{C}_{\Lambda \mu, a b}^{(2, N L O)}\left(P_{0}, \mathbf{P}\right)=-\frac{1}{L^{3}} \sum_{R, R^{\prime} \in \mathrm{LG}(\mathbf{P})} \mathcal{C}\left(\mathbf{P} \Lambda \mu ; R^{\prime} \mathbf{k} ; R^{\prime}(\mathbf{P}-\mathbf{k})\right)  \tag{26}\\
& \quad \times \int \frac{d k_{0}^{\prime}}{2 \pi} \int \frac{d k_{0}}{2 \pi} G\left(k^{\prime}\right) G\left(P-k^{\prime}\right) K\left(P, k, k^{\prime}\right) G(k) G(P-k) \mathcal{C}^{*}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k}))
\end{align*}
$$

In general, the kernel is a function of volume, but since the c.m. energy is restricted to satisfy $m_{1}+m_{2} \leq E^{*} \ll$ $E_{t h}^{*}$ the intermediate particles appearing in the kernel cannot all simultaneously go on-shell. This implies that the summands appearing in diagrams are smooth functions of summed momenta. Therefore one can show using Poisson's resummation formula

$$
\left[\frac{1}{L^{3}}{\underset{\mathbf{q}}{ }}^{y_{\mathbf{n}}}\right] f(\mathbf{q})=\sum_{\mathbf{n} \neq 0} \int \frac{d \mathbf{q}}{(2 \pi)^{3}} f(\mathbf{q}) e^{i L \mathbf{n} \cdot \mathbf{q}}
$$

that the difference between finite- and infinite-volume kernels is exponentially small in $m_{\pi} L$. In writing the Poisson resummation formula the following notation has been introduced

$$
\begin{equation*}
[\frac{1}{L^{3}}{\underset{\mathbf{q}}{ }}^{\underbrace{}}] \equiv\left(\frac{1}{L^{3}} \sum_{\mathbf{q}}-\int \frac{d \mathbf{q}}{(2 \pi)^{3}}\right) \tag{27}
\end{equation*}
$$

Since we neglect these corrections, the result discussed here holds only for $m_{\pi} L \gg 1$. We will neglect any terms in the correlation function that are exponentially suppressed with the mass of any particle in any coupled channel since $\mathcal{O}\left(e^{-m_{i} L}\right) \leq \mathcal{O}\left(e^{-m_{\pi} L}\right)$. These corrections have been previously determine for $\pi \pi$ [124] and $N N$ systems [125] in an S -wave, as well as the $\pi \pi$ system in a P-wave in Ref. [126, 127].

Higher order contributions to the correlation function can be readily evaluated by making the following replacement

$$
\begin{equation*}
-\left[K\left(P, k, k^{\prime}\right)\right]_{a, b} \longrightarrow-\left[\mathbb{T}_{L}\left(P, k, k^{\prime}\right)\right]_{a, b} \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
-\left[\mathbb{T}_{L}\left(P, k, k^{\prime}\right)\right]_{a, b}=-\left[K\left(P, k, k^{\prime}\right)\right]_{a, b}+\int \frac{d l_{0}}{2 \pi} \frac{\xi_{j}}{L^{3}} \sum_{1}[K(P, k, l)]_{a, j} G_{j}(l) G_{j}(P-l)\left[\mathbb{T}_{L}\left(P, l, k^{\prime}\right)\right]_{j, b} \tag{29}
\end{equation*}
$$

and the summation over the intermediate channel $j$ is implicit.
A convenient expression for $\mathbb{T}_{L}$ can be found utilizing the machinery developed by Kim, Sachrajda, and Sharpe [27]. In order to determine the finite-volume corrections to the correlation function, it is sufficient to know the difference between the finite-volume momentum sum and the infinite-volume momentum integral acting on the two-particle poles. Using a principal-value prescription to define the integral at the pole, we observe

$$
\begin{equation*}
\xi_{j}\left[\frac{1}{L^{3}}{\underset{\mathrm{f}}{\mathbf{1}}}\right] \text { P.V. } \frac{[K(P, k, l)]_{a, j}\left[K\left(P, l, k^{\prime}\right)\right]_{j, b}}{4 \omega_{1, \mathbf{P}-1} \omega_{2, \mathbf{1}}\left(\omega_{1, \mathbf{P}-1}+\omega_{2, \mathbf{1}}-P_{0, M}\right)} \equiv-\left[K_{o f f, o n}^{*} \mathbb{F}^{V} K_{o n, o f f}^{*}\right]_{a, b}+\mathcal{O}\left(e^{-m_{\pi} L}\right) \tag{30}
\end{equation*}
$$

where the c.m. kernel, $K_{o f f, o n}^{*}$, is the kernel for a system where the two incoming particles are evaluated on-shell, while the outgoing particles may in general be off-shell. Here we have also introduced the Minkowski energy $P_{0, M} \equiv-i P_{0}$. Note, if one chooses to use an $i \epsilon$ prescription for the propagator, this would lead to a second contribution to the right-hand side of Eq. 30, due to the residue of the infinite-volume integral on the left hand side.

In writing the right-hand side of Eq. 30, the kernels and the finite volume function have been written as matrices over angular momentum. The matrix elements of $\mathbb{F}^{V}$ in the spherical harmonic basis are found to be $[27,54,60]$

$$
\begin{equation*}
\left[\mathbb{F}_{j}^{V}\right]_{l m_{l} ; l^{\prime} m_{l^{\prime}}}=-\frac{\xi_{j}}{8 \pi P_{0, M}^{*}}\left[\sum_{l^{\prime \prime}, m^{\prime \prime}} \frac{(4 \pi)^{3 / 2}}{k_{j, o n}^{* l^{\prime \prime}}} c_{l^{\prime \prime} m^{\prime \prime}}^{\mathbf{d}}\left(k_{j, o n}^{* 2} ; L\right) \int d \Omega Y_{l m_{l}}^{*} Y_{l^{\prime \prime} m^{\prime \prime}}^{*} Y_{l^{\prime} m_{l^{\prime}}}\right] \tag{31}
\end{equation*}
$$

The function $c_{l m}^{\mathbf{d}}$ is defined as

$$
\begin{equation*}
c_{l m}^{\mathbf{d}}\left(k_{j}^{* 2} ; L\right)=\frac{\sqrt{4 \pi}}{\gamma L^{3}}\left(\frac{2 \pi}{L}\right)^{l-2} \mathcal{Z}_{l m}^{\mathbf{d}}\left[1 ;\left(k_{j}^{*} L / 2 \pi\right)^{2}\right], \quad \mathcal{Z}_{l m}^{\mathbf{d}}\left[s ; x^{2}\right]=\sum_{\mathbf{r} \in \mathcal{P}_{\mathbf{d}}} \frac{|\mathbf{r}|^{l} Y_{l m}(\mathbf{r})}{\left(r^{2}-x^{2}\right)^{s}} \tag{32}
\end{equation*}
$$

where $\gamma=P_{0, M} / P_{0, M}^{*}$, the sum is performed over $\mathcal{P}_{\mathbf{d}}=\left\{\mathbf{r} \in \mathbf{R}^{3} \mid \mathbf{r}=\hat{\gamma}^{-1}\left(\mathbf{m}-\alpha_{j} \mathbf{d}\right)\right\}$, $\mathbf{m}$ is a triplet integer, $\mathbf{d}$ is the normalized boost vector $\mathbf{d}=\mathbf{P} L / 2 \pi, \alpha_{j}=\frac{1}{2}\left[1+\frac{m_{j, 1}^{2}-m_{j, 2}^{2}}{P_{0, M}^{* 2}}\right][72,73,128]$, and $\hat{\gamma}^{-1} \mathbf{x} \equiv \gamma^{-1} \mathbf{x}_{\|}+\mathbf{x}_{\perp}$, with $\mathbf{x}_{\| \mid}\left(\mathbf{x}_{\perp}\right)$ denoting the $\mathbf{x}$ component that is parallel(perpendicular) to the total momentum, $\mathbf{P}$. In Appendix B we give the generalization of this for asymmetric volumes with twisted boundary conditions.

We mention a subtlety here with the definition of $c_{l m}^{\mathrm{d}}\left(k_{j}^{* 2} ; L\right)$ for $k_{j}^{* 2}<0$. The definitions given above continue to hold for subthreshold momenta, but only if the appropriate analytic continuation is implemented. To understand this in detail we first observe that the sum defining $\mathcal{Z}_{l m}^{\mathrm{d}}$ diverges for $s<3 / 2+l / 2$ and in particular diverges for $s=1$. The function $\mathcal{Z}_{l m}^{\mathrm{d}}$ is thus understood to be defined via analytic continuation from $s>3 / 2+l / 2$. To make this definition more apparent in the present context we give the equivalent form from Kim, Sachrajda and Sharpe ${ }^{10}$

$$
\begin{equation*}
c_{l m}^{\mathbf{d}}\left(k_{j, o n}^{* 2} ; L\right)=-\frac{1}{\gamma L^{3}} \sum_{\mathbf{k}^{*}} \frac{\exp \left[\alpha\left(k_{j, o n}^{* 2}-k^{* 2}\right)\right]}{k_{j, o n}^{* 2}-k^{* 2}} k^{* l} \sqrt{4 \pi} Y_{l m}\left(\hat{\mathbf{k}}^{*}\right)+\delta_{l 0} \text { P.V. } \int \frac{d \mathbf{k}^{*}}{(2 \pi)^{3}} \frac{\exp \left[\alpha\left(k_{j, o n}^{* 2}-k^{* 2}\right)\right]}{k_{j, o n}^{* 2}-k^{* 2}}, \tag{33}
\end{equation*}
$$

where the sum is over all $\mathbf{k}^{*} \in(2 \pi / L) \mathcal{P}_{\mathbf{d}}$ and the limit $\alpha \rightarrow 0^{+}$is understood. This definition makes the ultraviolet regularization, which is implicit in the analytic continuation in $s$, more explicit. For continuation to $k_{j, o n}^{* 2}<0$ it is convenient to rewrite the integral as an $i \epsilon$ prescription and a remainder

$$
\begin{equation*}
\text { P.V. } \int \frac{d \mathbf{k}^{*}}{(2 \pi)^{3}} \frac{\exp \left[\alpha\left(k_{j, o n}^{* 2}-k^{* 2}\right)\right]}{k_{j, o n}^{* 2}-k^{* 2}}=\int \frac{d \mathbf{k}^{*}}{(2 \pi)^{3}} \frac{\exp \left[\alpha\left(k_{j, o n}^{* 2}-k^{* 2}\right)\right]}{k_{j, o n}^{* 2}-k^{* 2}+i \epsilon}+\frac{i k_{j, o n}^{*}}{4 \pi} . \tag{34}
\end{equation*}
$$

[^4]The subthreshold continuation of the left hand ride is defined as the following limit of the right-hand side

$$
\begin{equation*}
\lim _{k_{j, o n}^{*} \rightarrow i \kappa_{j}}\left[\int \frac{d \mathbf{k}^{*}}{(2 \pi)^{3}} \frac{\exp \left[\alpha\left(k_{j, o n}^{* 2}-k^{* 2}\right)\right]}{k_{j, o n}^{* 2}-k^{* 2}+i \epsilon}+\frac{i k_{j, o n}^{*}}{4 \pi}\right]=-\left[\int \frac{d \mathbf{k}^{*}}{(2 \pi)^{3}} \frac{\exp \left[-\alpha\left(\kappa_{j}^{2}+k^{* 2}\right)\right]}{\kappa_{j}^{2}+k^{* 2}}+\frac{\kappa_{j}}{4 \pi}\right] \tag{35}
\end{equation*}
$$

where $\kappa_{j}$ is the binding momentum of the $j t h$ channel.
We next turn to the Bethe-Salpeter kernel which, like $\mathbb{F}^{V}$, can be expressed as a matrix in angular momentum

$$
\begin{equation*}
K_{o f f, o f f}^{*}\left(P_{0}^{*}, \mathbf{k}_{i}^{*}, \mathbf{k}_{f}^{*}\right)=4 \pi \sum_{l, m_{l}, l^{\prime}, m_{l^{\prime}}} Y_{l m_{l}}\left(\hat{\mathbf{k}}_{f}^{*}\right) Y_{l^{\prime} m_{l^{\prime}}}^{*}\left(\hat{\mathbf{k}}_{i}^{*}\right)\left[K_{o f f, o f f}^{*}\left(P_{0}^{*}, k_{i}^{*}, k_{j}^{*}\right)\right]_{l m_{l}, l^{\prime} m_{l^{\prime}}} \tag{36}
\end{equation*}
$$

Here we consider a kernel in which both the initial and final states are off-shell. More precisely, we assume $k_{i, 0}=i \omega_{\mathbf{k}_{i}}$ and $k_{f, 0}=i \omega_{\mathbf{k}_{f}}$, but no additional constraints. These relations, which arise from contour integration as discussed, do not give on-shell two-particle states since $P_{0}-k_{0, i} \neq i \omega_{\mathbf{P}-\mathbf{k}_{i}}$ and $P_{0}-k_{0, f} \neq i \omega_{\mathbf{P}-\mathbf{k}_{f}}$. Nevertheless, it is still possible to change to the c.m. frame, expressing the kernel in terms of ( $P_{0}^{*}, \mathbf{k}_{i}^{*}, \mathbf{k}_{f}^{*}$ ) as indicated above. Note that the matrix defined in Eq. 36 is diagonal,

$$
\begin{equation*}
\left[K_{o f f, o f f}^{*}\left(P_{0}^{*}, k_{i}^{*}, k_{j}^{*}\right)\right]_{l m_{l}, l^{\prime} m_{l^{\prime}}} \propto \delta_{l, l^{\prime}} \delta_{m_{l}, m_{l}^{\prime}} \tag{37}
\end{equation*}
$$

This follows from the rotational invariance of the infinite-volume theory, equivalently from the fact that the only angular dependence in the c.m. frame is $\hat{\mathbf{k}}_{i}^{*} \cdot \hat{\mathbf{k}}_{f}^{*}$. Finally, we comment that the on-shell kernel is accessed by constraining the three momenta magnitudes to $k_{i}^{*}=k_{f}^{*}=k_{o n}^{*}$. We return to this discussion in the context of the quantization condition below.

Directly following Kim, Sachrajda and Sharpe by summing over all possible insertions of the Bethe-Salpeter kernel, we find

$$
\begin{equation*}
-\mathbb{T}_{L}=\mathbb{K}_{o f f, o f f}-\mathbb{K}_{o f f, o n} \frac{1}{1+\mathbb{F}^{V} \mathbb{K}^{\prime}} \mathbb{F}^{V} \mathbb{K}_{o n, o f f} \tag{38}
\end{equation*}
$$

Here we have introduced the two-to-two K-matrix, which is defined as the sum of all infinite-volume, amputated $\mathbf{2} \rightarrow \mathbf{2}$ diagrams with loop integrals defined via principal-value prescription ${ }^{11}$

$$
\begin{equation*}
\left[\mathbb{K}\left(P, k, k^{\prime}\right)\right]_{a, b} \equiv-\left[K\left(P, k, k^{\prime}\right)\right]_{a, b}-\xi_{j} \mathrm{P} . \mathrm{V} \cdot \int \frac{d \mathbf{l}}{(2 \pi)^{3}} \int \frac{d l_{0}}{2 \pi}[K(P, k, l)]_{a, j} G_{j}(l) G_{j}(P-l)\left[\mathbb{K}\left(P, l, k^{\prime}\right)\right]_{j, b} \tag{39}
\end{equation*}
$$

This object is explicitly shown in Fig. 2(b) for a single channel scenario. Observe that in Eq. 38 we have given subscripts on $\mathbb{K}$ to indicate whether the incoming and outgoing states are on or off shell. $\mathbb{K}$ with no subscript is reserved for the on-shell K-matrix.

We contrast the K-matrix to the scattering amplitude, $\mathcal{M}$, which is defined as the sum of all infinite-volume, amputated $2 \rightarrow \mathbf{2}$ diagrams with integration defined via $i \epsilon$ prescription (as shown in Fig. 2(a) for a single channel)

$$
\begin{equation*}
\left[\mathcal{M}\left(P, k, k^{\prime}\right)\right]_{a, b} \equiv-\left[K\left(P, k, k^{\prime}\right)\right]_{a, b}-\xi_{j} \int \frac{d^{4} l}{(2 \pi)^{4}}[K(P, k, l)]_{a, j} G_{j}(l) G_{j}(P-l)\left[\mathcal{M}\left(P, l, k^{\prime}\right)\right]_{j, b} \tag{40}
\end{equation*}
$$

The on-shell K-matrix can be directly related to the on-shell scattering amplitude by introducing a kinematic matrix that is diagonal over the N open channels $\mathbb{P}=\operatorname{diag}\left(\sqrt{\xi_{1} q_{1}^{*}}, \sqrt{\xi_{2} q_{2}^{*}}, \ldots, \sqrt{\xi_{N} q_{N}^{*}}\right) / \sqrt{4 \pi E^{*}}$. For a system with angular momentum $J=l=l^{\prime}$, the amplitudes $\mathcal{M}_{J}$ and $\mathbb{K}_{J}$ are related via [54],

$$
\begin{equation*}
\mathcal{M}_{J}^{-1}=\mathbb{K}_{J}^{-1}-i \mathbb{P}^{2} / 2 \tag{41}
\end{equation*}
$$

and the scattering amplitude and the $S$-matrix via

$$
\begin{equation*}
i \mathcal{M}_{J}=\mathbb{P}^{-1}\left(S_{J}-\mathbb{I}\right) \mathbb{P}^{-1} \tag{42}
\end{equation*}
$$

[^5]
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FIG. 2. In order to illustrate the differences and similarities between a) the scattering amplitude, $\mathcal{M}$, and b) the K-matrix, $\mathbb{K}$, we show their diagrammatic representation for the single-channel case in terms of the kernel (defined in Fig. 1(b)) and infinite volume loops. The infinite volume loops of the scattering amplitude are evaluated using the $i \epsilon$ prescription, while those of the K-matrix are evaluated using the principal value, as shown. For multichannel scenarios one simply upgrades the kernels and two-particle loops to be matrices in the number of open channels as depicted in Fig. 1. Note that the single particle propagators are fully dressed as defined in Fig. 1(c).

Substituting $\mathbb{T}_{L}$ for $K$ in Eq. 26 gives the full correlation function

$$
\begin{array}{r}
C_{\Lambda \mu, a b}^{(2)}\left(x_{0}-y_{0}, \mathbf{P}\right)=L^{6} \int \frac{d P_{0}}{2 \pi} e^{i P_{0}\left(x_{0}-y_{0}\right)}\left\{\widetilde{C}_{\Lambda \mu, a b}^{[2, \mathcal{O}(\mathbb{K})]}\left(P_{0}, \mathbf{P}\right)-\mathbb{Y}_{\Lambda \mu}\left[\frac{1}{L^{3}} \frac{1}{\mathbb{K}+\left(\mathbb{F}^{V}\right)^{-1}}\right]_{a b} \mathbb{Y}_{\Lambda \mu}^{\dagger}\right\} \\
+\mathcal{O}\left(L^{6} e^{-E_{t h}\left(x_{0}-y_{0}\right)} / E_{t h}^{2}\right) \tag{43}
\end{array}
$$

The first term of the integrand is defined as

$$
\begin{align*}
\widetilde{C}_{\Lambda \mu, a b}^{[2, \mathcal{O}(\mathbb{K})]}\left(P_{0}, \mathbf{P}\right) & \equiv \widetilde{C}_{\Lambda \mu, a b}^{(2, L O)}\left(P_{0}, \mathbf{P}\right)+\frac{1}{L^{3}} \sum_{R, R^{\prime} \in \mathrm{LG}(\mathbf{P})} \mathcal{C}\left(\mathbf{P} \Lambda \mu ; R^{\prime} \mathbf{k} ; R^{\prime}(\mathbf{P}-\mathbf{k})\right)  \tag{44}\\
& \times \int \frac{d k_{0}^{\prime}}{2 \pi} \int \frac{d k_{0}}{2 \pi} G\left(k^{\prime}\right) G\left(P-k^{\prime}\right) \mathbb{K}\left(P, k, k^{\prime}\right) G(k) G(P-k) \mathcal{C}^{*}(\mathbf{P} \Lambda \mu ; R \mathbf{k} ; R(\mathbf{P}-\mathbf{k})) \tag{45}
\end{align*}
$$

We have also introduced new notation for the second term

$$
\begin{equation*}
\left[\mathbb{Y}_{\Lambda \mu}\right]_{l, m} \sqrt{4 \pi} Y_{l m}\left(\hat{k}^{*}\right) \equiv \sum_{R \in \mathrm{LG}(\mathbf{P})} C\left(\mathbf{P} \Lambda \mu, R\left(\mathbf{P}-\mathbf{k}^{\prime}\right), R \mathbf{k}^{\prime}\right) \int \frac{d k_{0}^{\prime}}{2 \pi} G\left(k_{0}^{\prime}, R \mathbf{k}^{\prime}\right) G\left(P_{0}-k_{0}^{\prime}, R\left(\mathbf{P}-\mathbf{k}^{\prime}\right)\right) \mathbb{K}\left(P, k, k^{\prime}\right) \tag{46}
\end{equation*}
$$

We stress that $\mathbb{Y}$ depends on off-shell K-matrices. This dependence is unavoidable in the two-particle correlation function and will persist in our final result. However, we will see that the off-shell contributions cancel when we consider the ratio of correlation functions that is needed to isolate the matrix-element of an external current between finite-volume energy eigenstates.

In order to evaluate the integral over $P_{0}$ we first note that the free poles of the integrand exactly cancel. This is a nontrivial observation that cannot be reached unless one formally keeps all partial wave contributions that have overlap with the irrep of interest. In particular, in Appendix A, along with showing an explicit proof of the cancelation of the free poles, we show that by truncating the scattering amplitude to be in an S-wave the free poles in general do not cancel. The cancellation of free poles assures that the only contribution to Eq. 43 is from integration around poles of the interacting system. To evaluate these, we introduce

$$
\begin{equation*}
\mathbb{M}\left(P_{0, M}\right) \equiv \mathbb{K}\left(P_{0, M}\right)+\left(\mathbb{F}^{V}\left(P_{0, M}\right)\right)^{-1} \tag{47}
\end{equation*}
$$

Now note that the finite-volume two-particle spectrum is given by energies for which $\mathbb{M}\left(P_{0, M}\right)$ has a vanishing eigenvalue. This is Lüscher's quantization condition, given in Eq. 1 above. At this stage we think it useful to discuss the connection of this result to previous work. We first observe that, although the condition in terms of $\mathbb{M}\left(P_{0, M}\right)$ is most convenient for the bulk of our analysis, here it is useful to reexpress it as

$$
\begin{equation*}
\operatorname{det}\left[\left(\mathbb{K}\left(P_{0, M}\right)\right)^{-1}+\mathbb{F}^{V}\left(P_{0, M}\right)\right]=0 \tag{48}
\end{equation*}
$$

This is reached by multiplying $\mathbb{M}$ by $\mathbb{K}^{-1}$ on the left and by $\mathbb{F}^{V}$ on the right before taking the determinant. It gives an equivalent condition since multiplying by these matrices does not change the locations of zero eigenvalues. Substituting Eq. 41 into this form then gives

$$
\begin{equation*}
\operatorname{det}\left[\left(\mathcal{M}\left(P_{0, M}\right)\right)^{-1}+\mathbb{F}_{i \epsilon}^{V}\left(P_{0, M}\right)\right]=0 \tag{49}
\end{equation*}
$$

where $\mathbb{F}_{i \epsilon}^{V}\left(P_{0, M}\right) \equiv i \mathbb{P}^{2} / 2+\mathbb{F}^{V}\left(P_{0, M}\right)$. This shows the equivalence of the present result to those appearing in Refs. [27, 54, 60, 62-64].

Next we consider Eq. 48 for energies in the vicinity of the lowest two-particle threshold. In this case we need only consider the S-wave scattering for the lowest two-particle channel. The quantization condition becomes

$$
\begin{equation*}
\frac{\xi}{8 \pi P_{0, M}^{*}}\left[k^{*} \cot \delta\left(k^{*}\right)-4 \pi c_{00}^{\mathbf{d}}\left(k^{* 2} ; L\right)\right]=0 \tag{50}
\end{equation*}
$$

We may analytically continue this result below threshold by replacing $k^{*}=i\left|k^{*}\right|=i \kappa$. In this continuation $4 \pi c_{00}^{\mathrm{d}}\left(k^{* 2} ; L\right)=-\kappa$ plus exponentially suppressed corrections. ${ }^{12}$ We deduce

$$
\begin{equation*}
\left.k^{*} \cot \delta\left(k^{*}\right)\right|_{k^{*}=i \kappa}+\kappa=0 \tag{51}
\end{equation*}
$$

which is the standard, infinite-volume condition for a bound state.
Returning to the $P_{0}$ integral in Eq. 43 , we write the inverse of $\mathbb{M}\left(P_{0, M}\right)$ in terms of a determinant and adjugate,

$$
\begin{equation*}
\frac{1}{\mathbb{M}\left(P_{0, M}\right)} \equiv \frac{1}{\operatorname{det}\left[\mathbb{M}\left(P_{0, M}\right)\right]} \operatorname{adj}\left[\mathbb{M}\left(P_{0, M}\right)\right] \tag{52}
\end{equation*}
$$

This equation defines the adjugate which is also equal to the transpose of the cofactor matrix. ${ }^{13}$ It implies that, as $P_{0, M}$ approaches a two-particle energy, $\mathbb{M}\left(P_{0, M}\right)^{-1}$ will diverge in proportion to $\operatorname{det}\left[\mathbb{M}\left(P_{0, M}\right)\right]^{-1}$ such that adj $\left[\mathbb{M}\left(P_{0, M}\right)\right]$ remains finite. This separation, into diverging prefactor times finite matrix, makes Eq. 52 useful for evaluating the residue of the two-particle poles. Looking at the variation of the quantization condition about the energy eigenvalues, we find

$$
\begin{align*}
\operatorname{det}\left[\mathbb{M}\left(P_{0, M}\right)\right] \mid & =\operatorname{det}\left[\mathbb{M}\left(E_{n}\right)\right]+\left.\left(P_{0, M}-E_{n}\right) \operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}\left(P_{0, M}\right)\right] \frac{\partial \mathbb{M}\left(P_{0, M}\right)}{\partial P_{0, M}}\right]\right|_{P_{0, M}=E_{n}}+\mathcal{O}\left(\left(P_{0}-i E_{n}\right)^{2}\right)  \tag{53}\\
& =-\left.i\left(P_{0}-i E_{n}\right) \operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}\left(P_{0, M}\right)\right] \frac{\partial \mathbb{M}\left(P_{0, M}\right)}{\partial P_{0, M}}\right]\right|_{P_{0, M}=E_{n}}+\mathcal{O}\left(\left(P_{0}-i E_{n}\right)^{2}\right) \tag{54}
\end{align*}
$$

With this in hand, one can perform the integral in Eq. 43 to find

$$
\begin{align*}
C_{\Lambda \mu, a b}^{(2)}\left(x_{0}-y_{0}, \mathbf{P}\right) & =L^{3} \sum_{n} e^{-E_{\Lambda, n}\left(x_{0}-y_{0}\right)}\left[\mathbb{Y}_{\Lambda \mu, n} R_{\Lambda, n} \mathbb{Y}_{\Lambda \mu, n}^{\dagger}\right]_{a b}  \tag{55}\\
R_{\Lambda, n} & =\left.\operatorname{adj}\left[\mathbb{M}\left(P_{0, M}\right)\right] \operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}\left(P_{0, M}\right)\right] \frac{\partial \mathbb{M}\left(P_{0, M}\right)}{\partial P_{0, M}}\right]^{-1}\right|_{P_{0, M}=E_{\Lambda, n}} \tag{56}
\end{align*}
$$

where $\mathbb{Y}_{\Lambda, n}$ is the value of $\mathbb{Y}$ (defined in Eq. 46) evaluated at the $n t h$ interactive two-particle pole. Here the sum over $n$ runs over a finite set of energies that lie below the next multi-particle threshold. We are constrained to this region because our expression for the integrand of the $P_{0}$ integral was only valid for $\operatorname{Im} P_{0}^{*}<4 m$, as already discussed above.

By comparing this result to Eq. 19, we find that the matrix elements of the interpolating operators in general satisfy

$$
\begin{equation*}
\langle 0| \mathcal{O}_{\Lambda \mu, a}(0, \mathbf{P})\left|E_{\Lambda, n} \mathbf{P} ; L\right\rangle\left\langle E_{\Lambda, n} \mathbf{P} ; L\right| \mathcal{O}_{\Lambda \mu, b}^{\dagger}(0,-\mathbf{P})|0\rangle=L^{3}\left[\mathbb{Y}_{\Lambda \mu, n} R_{\Lambda, n} \mathbb{Y}_{\Lambda \mu, n}^{\dagger}\right]_{a b} \tag{57}
\end{equation*}
$$

and in the case that $a=b$ this implies

$$
\begin{equation*}
\left.\left|\langle 0| \mathcal{O}_{\Lambda \mu, a}(0, \mathbf{P})\right| E_{\Lambda, n} \mathbf{P} ; L\right\rangle \mid=L^{3 / 2} \sqrt{\left[\mathbb{Y}_{\Lambda \mu, n} R_{\Lambda, n} \mathbb{Y}_{\Lambda \mu, n}^{\dagger}\right]_{a a}} \tag{58}
\end{equation*}
$$

where the repeated indices on the right-hand side are not summed. Equations 57 and 58 are the main results of this section.

[^6]
## A. Single channel S-wave result

Here we consider the case where the orbital angular momentum is restricted to the S-wave. For this scenario to be relevant, the irrep of interest should have strong overlap with the S-wave and all higher contributions should be small. These conditions hold, for example, for the $\pi \pi$ system near threshold. At rest the LO contamination to the S -wave is due to $l=4$ and in the moving frame the LO contamination is due to $l=2$, both of which are suppressed at low energies. In this scenario $\mathbb{M}$ is a one by one matrix and its adjugate is one. Using Eq. 56 one obtains that the residue at the $n t h$ pole is

$$
\begin{equation*}
R_{S, n}=\left.\left[\partial \mathbb{M} / \partial P_{0, M}\right]^{-1}\right|_{P_{0, M}=E_{\Lambda, n}}=\left[\left.\frac{8 \pi E_{n}^{*}}{\xi q_{n}^{*}} \frac{1}{\cos ^{2} \delta_{S}}\left[\frac{\partial\left(\delta_{S}+\phi_{00}^{\mathbf{d}}\right)}{\partial P_{0, M}}\right]\right|_{P_{0, M}=E_{\Lambda, n}}\right]^{-1} \tag{59}
\end{equation*}
$$

where we have introduced the pseudophase $\phi_{l m}^{\mathbf{d}}$ with $(l m)$ angular momentum in the moving frame

$$
\begin{equation*}
q_{\Lambda, n}^{*} \cot \phi_{l m}^{\mathbf{d}}=-\frac{4 \pi}{q_{\Lambda, n}^{* l}} c_{l m}^{\mathbf{d}}\left(q_{\Lambda, n}^{* 2} ; L\right) \tag{60}
\end{equation*}
$$

Combining this with the S-wave projection of $\mathbb{Y}$, defined in Eq. 46 above, we conclude

$$
\begin{equation*}
\left.\left|\langle 0| \mathcal{O}_{\Lambda \mu}(0, \mathbf{P})\right| E_{\Lambda, n} \mathbf{P} ; L\right\rangle \left\lvert\,=L^{3 / 2}\left(\frac{\xi q_{n}^{*}}{8 \pi E_{n}^{*}} \frac{\left|\mathbb{Y}_{S}\right|^{2} \cos ^{2} \delta_{S}}{\left.\left[\partial\left(\delta_{S}+\phi_{00}^{\mathbf{d}}\right) / \partial P_{0, M}\right]\right|_{P_{0, M}=E_{\Lambda, n}}}\right)^{1 / 2}\right. \tag{61}
\end{equation*}
$$

We stress here that $\mathbb{Y}_{S}$ contains the dependence of this matrix element of the specific operator used. We also recall that, in the case where the operator is built from single-particle interpolating fields as in Eq. 13, then $\mathbb{Y}_{S}$ can be expressed in terms of an off-shell K-matrix, Eq. 46. This off-shellness is unavoidable, since the single particle interpolating fields are evaluated at finite-volume momenta, which are different from the momenta that are determined by the finite-volume spectrum of the interacting theory. In Section III we show how the dependence on $\mathbb{Y}$ cancels when one constructs ratios to access finite-volume matrix elements.

Also it is worth mentioning that Eq. 61 clearly explains why, if one constructs an operator with a particular set of discrete momenta, the resulting correlation function will have largest overlap with the nearest eigenstate. This is because the amplitude of each exponential scales as $\sim \sqrt{\left|\mathbb{Y}_{S}\right|^{2}}$. From the definition in Eq. 46, one observes that this diverges in the limit that the energy of two free particles with the quantum numbers of the two-particle operator, $E_{\text {freee }}$, coincides with the finite-volume interacting energy, $E_{\Lambda, n}$. In fact, one can shown that near this pole, the overlap factor scales as $\sim\left|E_{\Lambda, n}-E_{f r e e}\right|^{-1}$. In Section IIID 1 we show that this result reproduces the well known LL-factor in a moving frame.

## B. $\pi \pi$ in a P-wave

In the case that the two particles of interest are degenerate, parity is still a good quantum number, even when the total momentum is nonzero. As a result, odd and even partial waves in the $\pi \pi$ systems do not mix. Therefore, when interested in studying scattering in the P-wave $\pi \pi$ channel, the LO partial wave contamination to consider is due to the F -wave. By neglecting this contribution, $\mathbb{M}$ can be written as a one by one matrix, and the quantization condition can be in general be written as

$$
\begin{equation*}
\cot \delta_{P}+\cot \phi_{P}^{\mathbf{d}}=0 \tag{62}
\end{equation*}
$$

where the pseudo phase $\phi_{P}^{\mathrm{d}}$ can be written as a terms of the pseuphsases defined in Eq. 60

$$
\begin{equation*}
\cot \phi_{P}^{\mathbf{d}} \equiv\left(\cot \phi_{00}^{\mathbf{d}}+\alpha_{20, \Lambda}^{\mathbf{d}} \cot \phi_{20}^{\mathbf{d}}+\alpha_{22, \Lambda}^{\mathbf{d}} \cot \phi_{22}^{\mathbf{d}}\right) \tag{63}
\end{equation*}
$$

For systems with $\mathbf{d}=\mathbf{0}$ and cubic volumes, the $c_{2 m}^{\mathbf{d}}$ exactly vanish. For systems with non-zero total momenta or for asymmetric volumes, $c_{2 m}^{\mathrm{d}}$ do not necessarily vanish and the values of $\alpha_{20, \Lambda}^{\mathrm{d}}$ and $\alpha_{22, \Lambda}^{\mathrm{d}}$ for $\mathbf{d}^{2} \leq 3$ are shown in Table II.

The overlap factor of the two-particle interpolating operator with the $n t h$ finite volume eigenstate for a two-particle systems in a P-wave follows form Eq. 61, after substituting for the definition of the pseudo phase and using the P-wave phase shift

$$
\begin{equation*}
\left.\left|\langle 0| \mathcal{O}_{\Lambda \mu}(0, \mathbf{P})\right| E_{\Lambda, n} \mathbf{P} ; L\right\rangle \left\lvert\,=L^{3 / 2}\left(\frac{\xi q_{n}^{*}}{8 \pi E_{n}^{*}} \frac{\left|\mathbb{Y}_{P}\right|^{2} \cos ^{2} \delta_{P}}{\left.\left[\partial\left(\delta_{P}+\phi_{P}^{\mathbf{d}}\right) / \partial P_{0, M}\right]\right|_{P_{0, M}=E_{\Lambda, n}}}\right)^{1 / 2}\right. \tag{64}
\end{equation*}
$$

$$
\begin{array}{c|c|cc|c}
\mathbf{d} & (00 n) & (n n 0) & (n n n) \\
\hline & \alpha_{20, \mathbb{A}_{1}}^{\mathrm{d}}=\frac{2}{\sqrt{5}} & \alpha_{20, \mathbb{A}_{1}}^{\mathrm{d}}=-\frac{1}{\sqrt{5}}, \quad \alpha_{22, \mathbb{A}_{1}}^{\mathrm{d}}=-i \sqrt{\frac{6}{5}} & \alpha_{22, \mathbb{A}_{1}}^{\mathrm{d}}=-2 i \sqrt{\frac{6}{5}} \\
& \alpha_{20, \mathbb{E}}^{\mathrm{d}}=-\frac{1}{\sqrt{5}} & \begin{array}{c}
\alpha_{20, \mathbb{B}_{1}}^{\mathrm{d}}=-\frac{1}{\sqrt{5}}, \quad \alpha_{22, \mathbb{B}_{1}}^{\mathrm{d}}=i \sqrt{\frac{6}{5}} \\
\alpha_{20, \mathbb{B}_{2}}^{\mathrm{d}}=\frac{2}{\sqrt{5}}
\end{array} & \alpha_{22, \mathbb{E}}^{\mathrm{d}}=i \sqrt{\frac{6}{5}} \\
\hline
\end{array}
$$

TABLE II. Nonzero values of $\alpha_{20, \Lambda}^{\mathrm{d}}$ and $\alpha_{22, \Lambda}^{\mathrm{d}}$ for $\mathbf{d}^{2} \leq 3$. For the $\mathbb{T}_{1}^{-}$irrep of $O_{h}^{D}$, the $c_{2 m}^{\mathrm{d}}$ vanish, therefore there is no need to define $\alpha_{2 m, \Lambda}^{\mathrm{d}}$ for this irrep.

In Section III D 2 we show this leads to the needed LL-factor for $\pi \gamma^{*} \rightarrow \pi \pi$ when the final state is in a P-wave.
Note that we have left the symmetry factor $\xi$ unspecified here. A P-wave state is antisymmetric under exchange of individual particle momenta. Thus, for bosons, overall exchange symmetry implies that the P-wave states must also be antisymmetric under exchange of particle labels. This in turn implies that only non-identical pions can participate in P-wave scattering. However, if we use two-pion isospin states to define scattering quantities, then $\xi=1 / 2$ must nonetheless be used. To make sense of this consider, for example, the two pion state with $I=1, M_{I}=1$

$$
\begin{equation*}
\left|I=1, M_{I}=1\right\rangle=\frac{1}{\sqrt{2}}\left(\left|\pi^{+} \pi^{0}\right\rangle-\left|\pi^{0} \pi^{-}\right\rangle\right) \tag{65}
\end{equation*}
$$

This can be used to construct and compare P-wave scattering amplitudes, and K-matrices, defined using isospin states and using unsymmetrized states. One finds

$$
\begin{equation*}
\left[\mathbb{K}_{I=1, M_{I}=1}\right]_{P}=2\left[\mathbb{K}_{\pi^{+}} \pi^{0} \rightarrow \pi^{+} \pi^{0}\right]_{P} \tag{66}
\end{equation*}
$$

where the superscript $P$ indicates that we are only considering $l=l^{\prime}=1$ entries. This discrepancy in K-matrices implies a difference in the values for $\left[\mathbb{Y}_{I=1, M_{I}=1}\right]_{P}$ and $\left[\mathbb{Y}_{\pi^{+} \pi^{0}}\right]_{P}$, as defined in Eq. (46). However, the finite-volume matrix element of a given operator must independent of this choice. Eq. (64) gives consistent predictions as long as one uses $\xi=1$ with $\left[\mathbb{Y}_{\pi^{+}} \pi^{0}\right]_{P}$ and $\xi=1 / 2$ with $\left[\mathbb{Y}_{I=1, M_{I}=1}\right]_{P}$. See also the discussion after Eq. (106) below.

$$
\text { C. } \quad \pi K \text { for } J \leq 1
$$

As a slightly more complicated example, we consider the $\pi K$ operator. For such a system with zero total momentum, parity is a good quantum number and as a result odd and even partial waves do not mix. If we restrict the angular momentum to satisfy $J \leq 1$, the system could be in a S- or P-wave. The corresponding cubic irreps would be the $\mathbb{A}_{1}^{+}$and $\mathbb{T}_{1}^{-}$, and the matrix elements of their respective operators are described by Eqs. 61 and 64 , respectively. For boosted system, parity is no longer a good quantum number. As a result odd and even partial waves will mix. Neglecting D-wave contamination, one finds that for boosted systems at least one irrep will have large overlap with P-wave states and no overlap with the S-wave. One can readily identify such irreps as $\mathbb{E}$ for $\mathbf{d}=(00 n), \mathbb{B}_{1}$ and $\mathbb{B}_{2}$ for $\mathbf{d}=(n n 0)$, and $\mathbb{E}$ for $\mathbf{d}=(n n n)$. For these irreps, the overlap factor is again shown in Eq. 64. The non-vanishing values for $\alpha_{20, \Lambda}^{\mathrm{d}}$ and $\alpha_{22, \Lambda}^{\mathrm{d}}$ for $\mathbf{d}^{2} \leq 3$ are given in Table II. The $\mathbb{A}_{1}$ irrep for these boost vectors is an admixture of $S$ - and P-wave. As an example, consider the $\mathbb{A}_{1}$ in the $\mathrm{Dic}_{4}$ group, which is the symmetry group for $\mathbf{d}=(00 \mathrm{n})$. This irrep mixes the $(l, m)=\{(0,0),(1,0), \ldots\}$ partial waves. In this space one can write down the finite volume function $\mathbb{F}^{V}$ and the K-matrix

$$
\begin{align*}
\operatorname{Dic}_{4} \mathbb{A}_{1}: \quad \mathbb{F}_{\mathbb{A}_{1}}^{V} & =\frac{q_{\mathbb{A}_{1}, o n}^{*}}{8 \pi E_{\mathbb{A}_{1}}^{*}}\left(\begin{array}{cc}
\cot \phi_{00}^{\mathbf{d}} & \cot \phi_{10}^{\mathbf{d}} \\
\cot \phi_{10}^{\mathbf{d}} & \cot \phi_{00}^{\mathbf{d}}+2 / \sqrt{5} \cot \phi_{20}^{\mathbf{d}}
\end{array}\right),  \tag{67}\\
\mathbb{K}_{o n, o n ; \mathbb{A}_{1}} & =\frac{8 \pi E_{\mathbb{A}_{1}}^{*}}{q_{\mathbb{A}_{1}, o n}^{*}}\left(\begin{array}{cc}
{\left[\cot \delta_{S}\right]^{-1}} & 0 \\
0 & {\left[\cot \delta_{P}\right]^{-1}}
\end{array}\right) \tag{68}
\end{align*}
$$

The quantization condition can be written as

$$
\begin{equation*}
\operatorname{Dic}_{4} \mathbb{A}_{1}: \operatorname{det}\left[\mathbb{M}_{\mathbb{A}_{1}}\right]=\operatorname{det}\left[\mathbb{K}_{o n, o n ; \mathbb{A}_{1}}+\left(\mathbb{F}_{\mathbb{A}_{1}}^{V}\right)^{-1}\right]=0 \tag{69}
\end{equation*}
$$

In order to evaluate $\left.\left|\langle 0| \mathcal{O}_{\mathbb{A}_{1}, 0, \mathbf{P}}\right| E_{\mathbb{A}_{1}, n} \mathbf{P} ; L\right\rangle \mid$, we first need to evaluate the adjugate of $\mathbb{M}_{\mathbb{A}_{1}}$,

$$
\operatorname{adj}\left[\mathbb{M}_{\mathbb{A}_{1}}\right]=\left(\begin{array}{cc}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{22}} & -\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{12}  \tag{70}\\
-\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{21} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{11}}
\end{array}\right)
$$

We obtain the overlap factor for the $\mathbb{A}_{1}$ irrep for the $\mathrm{Dic}_{4}$ group,

$$
\begin{equation*}
\left.\left|\langle 0| \mathcal{O}_{\mathbb{A}_{1} \mu, 0, \mathbf{P}}\right| E_{\mathbb{A}_{1}, n} \mathbf{P} ; L\right\rangle \left\lvert\,=L^{3 / 2} \frac{\left(\mathbb{Y}_{\mathbb{A}_{1} \mu, n} \operatorname{adj}\left[\mathbb{M}_{\mathbb{A}_{1}}\right] \mathbb{Y}_{\mathbb{A}_{1} \mu, n}^{\dagger}\right)^{1 / 2}}{\operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}_{\mathbb{A}_{1}}\right] \frac{\partial \mathbb{M}_{\mathbb{A}_{1}}}{\partial E_{\mathbb{A}_{1}, n}}\right]^{1 / 2}}\right. \tag{71}
\end{equation*}
$$

Similar expressions can be found for the $\mathbb{A}_{1}$ irreps of the $\operatorname{Dic}_{2}$ and $\operatorname{Dic}_{3}$ groups, the only differences would be the values of the finite volume functions and the K-matrix appearing in Eqs. 69 and 68. For example, the $\mathbb{A}_{1}$ irrep of the $\operatorname{Dic}_{2}$ mixes the $(l, m)=\{(0,0),(1,-1),(1,1), \ldots\}$ partial waves,

$$
\begin{align*}
\operatorname{Dic}_{2} \mathbb{A}_{1}: & \mathbb{F}_{\mathbb{A}_{1}}^{V}
\end{align*}=\frac{q_{\mathbb{A}_{1}, o n}^{*}}{8 \pi E_{\mathbb{A}_{1}}^{*}}\left(\begin{array}{ccc}
\cot \phi_{00}^{\mathbf{d}} & i^{3 / 2} \operatorname{Re}\left[\cot \phi_{11}^{\mathbf{d}}\right] & i^{1 / 2} \operatorname{Re}\left[\cot \phi_{11}^{\mathbf{d}}\right]  \tag{72}\\
-i^{1 / 2} \operatorname{Re}\left[\cot \phi_{11}^{\mathbf{d}}\right] & \cot \phi_{00}^{\mathbf{d}}-\cot \phi_{20}^{\mathbf{d}} / \sqrt{5} & -\sqrt{6 / 5} \cot \phi_{22}^{\mathbf{d}}  \tag{73}\\
-i^{3 / 2} \operatorname{Re}\left[\cot \phi_{11}^{\mathbf{d}}\right] & \sqrt{6 / 5} \cot \phi_{22}^{\mathbf{d}} & \cot \phi_{00}^{\mathbf{d}}-\cot \phi_{20}^{\mathbf{d}} / \sqrt{5}
\end{array}\right),
$$

The final piece needed is the evaluation of the adjugate of a three-dimensional matrix

$$
\operatorname{adj}\left[\mathbb{M}_{\mathbb{A}_{1}}\right]=\left(\begin{array}{lll}
\left|\begin{array}{ll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{22}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{23}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{32}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{33}}
\end{array}\right| & -\left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{12}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{13}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{32}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{33}}
\end{array}\right| & \left|\begin{array}{lll}
\left.\mid \mathbb{M}_{\mathbb{A}_{1}}\right]_{12} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{13}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{22}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{23}}
\end{array}\right|  \tag{74}\\
-\left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{21}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{23}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{31}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{33}}
\end{array}\right| & \left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{11}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{13}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{31}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{33}}
\end{array}\right| & -\left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{11}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{13}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{21}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{23}}
\end{array}\right| \\
\left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{21}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{22}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{31}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{32}}
\end{array}\right| & -\left|\begin{array}{lll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{11}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{12}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{31}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{32}}
\end{array}\right| & \left|\begin{array}{ll}
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{11}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{12}} \\
{\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{21}} & {\left[\mathbb{M}_{\mathbb{A}_{1}}\right]_{22}}
\end{array}\right|
\end{array}\right) .
$$

These two examples explicitly illustrate how to correctly handle partial wave mixing in numerical studies of the twopoint correlation function. Similarly, one can consider the scenario where the scattering amplitudes couple different on-shell channels, in Section III D 3 we discuss how to determine the LL-factor for such systems.

## III. THREE-POINT CORRELATION FUNCTIONS AND THE GENERALIZED LELLOUCH-LÜSCHER FORMULA

Having discussed two-point correlation functions extensively in the previous section, we now proceed to the main focus of this work, three-point correlation functions. In particular, we are interested in processes where an external current annihilates a single-particle state and creates a two-particle state. Such a transition was first considered in this context by Lellouch and Lüscher, who derived a relation between a finite-volume matrix element and the physical decay rate for $K \rightarrow \pi \pi$ [25]. The weak Hamiltonian is the external current in this process, and thus the analysis is restricted to scalar currents which insert zero momentum. Here we extend the result by allowing the external current to inject arbitrary four momentum and to be in any irrep of the finite-volume symmetry group. This is particularly relevant for meson photoproduction processes such as $\pi \gamma^{*} \rightarrow \pi \pi$ as well as meson decays of the form $\phi_{1} \rightarrow \phi_{2} \phi_{3} X$, where $X$ denotes an arbitrary leptonic current. Even the relatively simple example of $\pi \gamma^{*} \rightarrow \pi \pi$ illustrates that the finite-volume final state mixes different angular momenta, due to the reduction of rotational symmetry. In addition, the finite-volume matrix element is related to multiple infinite-volume matrix elements, defined via asymptotic states with different particle content. For example the $\pi \pi$ state mixes with $K \bar{K} .{ }^{14}$ Following the discussion of the previous section, we accommodate any number of strongly-coupled channels, but restrict attention to energies for which only two-particle states can go on-shell.

## A. Construction of currents in irreps of $L G(Q)$

In order to construct the three-point correlation function, we must first define currents in irreps of the finitevolume symmetry groups. We begin by defining a current which transforms as a representation of the infinite-volume

[^7]symmetry group. As a specific example, consider a four-vector current which couples an incoming single-particle state, with momentum $P_{i}$, to an outgoing (asymptotic) two-particle state, where one particle has momentum $k$ and the other $P_{f}-k$. Defining $h_{\nu}\left(P_{i}, P_{f}-k, k\right)$ as the LO transition amplitude for this process, we introduce
\[

$$
\begin{equation*}
\mathcal{J}_{\nu}(x)=\frac{\xi}{L^{9}} \sum_{\mathbf{P}_{f}, \mathbf{k}, \mathbf{P}_{i}} \int \frac{d P_{f, 0}}{2 \pi} \frac{d P_{i, 0}}{2 \pi} \frac{d k_{0}}{2 \pi} e^{i\left(P_{i}-P_{f}\right) \cdot x} \bar{\varphi}^{\dagger}\left(-P_{f}+k\right) \tilde{\varphi}^{\dagger}(-k) \varphi\left(P_{i}\right) h_{\nu}\left(P_{i}, P_{f}-k, k\right) . \tag{75}
\end{equation*}
$$

\]

Here $\xi=1 / 2$ if $\bar{\varphi}=\tilde{\varphi}$ and otherwise $\xi=1$. The zero component of this four-vector current transforms trivially under rotations, also within the finite-volume subgroups. By contrast, the spatial vector (or pseudovector) is in the $J=1$ irrep of $S O(3)$, and thus transforms under multiple irreps of the finite-volume groups.

In order to discuss the subduction of the vector current onto irreps of the octahedral group and the little groups, it is convenient to first Fourier transform

$$
\begin{align*}
\tilde{\mathcal{J}}_{j}\left(x_{0}, \mathbf{Q}\right) & =\int d \mathbf{x} e^{-i \mathbf{Q} \cdot \mathbf{x}} \mathcal{J}_{j}(x) \\
& =\frac{\xi}{L^{6}} \sum_{\mathbf{P}_{f}, \mathbf{k}, \mathbf{P}_{i}} \int \frac{d P_{f, 0}}{2 \pi} \frac{d P_{i, 0}}{2 \pi} \frac{d k_{0}}{2 \pi} e^{i\left(P_{i, 0}-P_{f, 0}\right) x_{0}} \bar{\varphi}^{\dagger}\left(-P_{f}+k\right) \tilde{\varphi}^{\dagger}(-k) \varphi\left(P_{i}\right) h_{j}\left(P_{i}, P_{f}-k, k\right) \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}}, \tag{76}
\end{align*}
$$

and also to switch from the Cartesian to the spherical-harmonic basis

$$
\begin{equation*}
\tilde{\mathcal{J}}_{ \pm 1}=\mp \frac{1}{\sqrt{2}}\left(\tilde{\mathcal{J}}_{x} \pm i \tilde{\mathcal{J}}_{y}\right), \quad \quad \tilde{\mathcal{J}}_{0}=\tilde{\mathcal{J}}_{z} \tag{77}
\end{equation*}
$$

For non-zero $\mathbf{Q}$, the azimuthal component of the vector current is only a good quantum number if the $\hat{z}$ axis and the momentum axis coincide. It is thus convenient to instead use operators in the helicity basis. These are found by defining $R$ as an active rotation from $(0,0,|\mathbf{Q}|)$ to $\mathbf{Q}$ and $\mathcal{D}_{m_{1} m_{2}}^{(J)}(R)$ as the $m_{1} m_{2}$ component of the corresponding Wigner- $\mathcal{D}$ matrix in the $J$ representation. With this, one can rotate from the spherical-harmonic to the helicity basis

$$
\begin{equation*}
\tilde{\mathcal{J}}_{\lambda}\left(y_{0}, \mathbf{Q}\right)=\sum_{m} \mathcal{D}_{m \lambda}^{(1) *}(R) \tilde{\mathcal{J}}_{m}\left(y_{0}, \mathbf{Q}\right) \tag{78}
\end{equation*}
$$

We are now in position to decompose the current into irreps of the finite-volume symmetry groups. First restricting attention to $\tilde{\mathcal{J}}_{\lambda}\left(y_{0}, \mathbf{0}\right)$, we comment that the current can be subduced onto the $\Lambda$ irrep of $O_{h}$ using the subduction coefficients, $\left[C_{\Lambda}^{J}\right]_{\mu, \lambda}[121]$. As can be seen in Table $\mathrm{I}(\mathrm{a})$, for this case the subduction is trivial. The $J=1$ irrep becomes the $\mathbb{T}_{1}$ irrep of the octahedral group, with each element of the helicity basis equal to one of the three $\mu$ values labeling the finite-volume counterpart. For systems in flight, one may define a similar subduction. In this case nontrivial linear combinations arise, given by

$$
\begin{equation*}
\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(y_{0}, \mathbf{Q}\right)=\sum_{\hat{\lambda}= \pm|\lambda|} \mathcal{S}_{\Lambda \mu}^{\tilde{\eta} \hat{\lambda}} \tilde{\mathcal{J}}_{\hat{\lambda}}^{[J, P]}\left(y_{0}, \mathbf{Q}\right) \tag{79}
\end{equation*}
$$

where now $J$ and $P$ specify the angular momentum and parity of the system in the c.m. frame. Table $\mathrm{I}(\mathrm{b})$ shows the values of $\mathcal{S}_{\Lambda \mu}^{\tilde{\eta} \lambda}$ for systems with integer $J \leq 2$ and $L \mathbf{Q} / 2 \pi=\{(0,0, n),(n, n, 0),(n, n, n)\}$ and other possible cubic rotations are determined in Ref. [121].

The subduction of the vector current onto a definite irrep of $\operatorname{LG}(\mathbf{Q})$ can be easily generalized to currents of any rank,

$$
\begin{equation*}
\tilde{\mathcal{J}}_{\alpha, \beta, \ldots, \omega}\left(x_{0}, \mathbf{Q}\right) \longrightarrow \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(x_{0}, \mathbf{Q}\right) \tag{80}
\end{equation*}
$$

The discussion that follows is relevant for arbitrary rank currents with either positive or negative parity that have been properly subduced onto the irreps of $\mathrm{LG}(\mathbf{Q})$. The key point is that, by taking appropriate linear combinations, one can relate an operator in any basis to one that transforms as an irrep of the finite-volume group. The linear combinations of currents induce linear combinations of the transition amplitudes so that both $\tilde{\mathcal{J}}$ and $h$ may be reexpressed in terms of finite-volume irreps, and the form of Eq. 75 is preserved in the new basis

$$
\begin{align*}
\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(x_{0}, \mathbf{Q}\right)= & \frac{\xi}{L^{6}} \sum_{\mathbf{P}_{f}, \mathbf{k}, \mathbf{P}_{i}} \int \frac{d P_{f, 0}}{2 \pi} \frac{d P_{i, 0}}{2 \pi} \frac{d k_{0}}{2 \pi} e^{i\left(P_{i, 0}-P_{f, 0}\right) x_{0}} \bar{\varphi}^{\dagger}\left(-P_{f}+k\right) \tilde{\varphi}^{\dagger}(-k) \varphi\left(P_{i}\right) \\
& \times h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k, k\right) \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}} . \tag{81}
\end{align*}
$$


(a)

(b)

FIG. 3. a) Diagramatic representation for the three-point correlation function for processes involving a single incoming particle and outgoing two-particle state. This is written in terms of the LO transition amplitudes, one of which is explicit shown in (b), and the Bethe-Salpeter kernel, depicted in Fig. 1(b). The wiggly line is meant to depict an integer spin external current that can inject arbitrary four-momenta. Note that disconnected diagrams appearing in the LO transition amplitudes vanish except in the case where the current has the same quantum numbers as one of the outgoing external legs.

Finally, to consider scenarios with $N>1$ open two-particle channels, one need only generalize this expression to

$$
\begin{align*}
\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(x_{0}, \mathbf{Q}\right)= & \sum_{a=1}^{N} \frac{\xi_{a}}{L^{6}} \sum_{\mathbf{P}_{f}, \mathbf{k}, \mathbf{P}_{i}} \int \frac{d P_{f, 0}}{2 \pi} \frac{d P_{i, 0}}{2 \pi} \frac{d k_{0}}{2 \pi} e^{i\left(P_{i, 0}-P_{f, 0}\right) x_{0}} \bar{\varphi}_{a}^{\dagger}\left(-P_{f}+k\right) \tilde{\varphi}_{a}^{\dagger}(-k) \varphi\left(P_{i}\right) \\
& \times h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k, k, a\right) \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}} \tag{82}
\end{align*}
$$

where $\bar{\varphi}_{a}^{\dagger}$ and $\tilde{\varphi}_{a}^{\dagger}$ each create one of the two particles in the ath channel and $h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k, k, a\right)$ is the LO transition amplitude for that channel.

## B. Three-point correlation function

Having properly defined the current of interest, we proceed to evaluate three-point correlation functions. Arriving at the result with an arbitrary number of open two-particle states is straightforward after one determines the singlechannel result. We thus suppress the channel index for the time being and use Eq. 81 for the current. We begin by giving the expression analogous to Eq. 19, with a current of arbitrary momentum inserted at time $t=y_{0}$,

$$
\begin{align*}
C_{\Lambda_{f} \mu_{f} ; \Lambda \mu}^{(1 \rightarrow 2)}\left(x_{f, 0}-y_{0} ; y_{0}-x_{i, 0}\right)= & \langle 0| \mathcal{O}_{\Lambda_{f} \mu_{f}}\left(x_{f, 0}, \mathbf{P}_{f}\right) \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(y_{0}, \mathbf{Q}\right) \varphi^{\dagger}\left(x_{i, 0},-\mathbf{P}_{i}\right)|0\rangle \\
= & \sum_{n_{f}} e^{-E_{\Lambda_{f}, n_{f}}\left(x_{f, 0}-y_{0}\right)} e^{-E_{\Lambda_{i}, 0}\left(y_{0}-x_{i, 0}\right)}\langle 0| \mathcal{O}_{\Lambda_{f} \mu_{f}}\left(0, \mathbf{P}_{f}\right)\left|E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right\rangle \\
& \times\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}(0, \mathbf{Q})\left|E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle\left\langle E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right| \varphi^{\dagger}\left(0,-\mathbf{P}_{i}\right)|0\rangle \tag{83}
\end{align*}
$$

In the second line we have assumed $x_{i, 0}<y_{0}<x_{f, 0}$.
In order to get insight as to how one can interpret $\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}(0, \mathbf{Q})\left|E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle$, we also evaluate the correlation function diagrammatically, as depicted in Fig. 3. ${ }^{15}$ First observe that the transition amplitude, shown in Fig. 3(b), is defined in analogy to the Bethe-Salpeter kernel as the sum of all amputated diagrams that are two particle irreducible in the s-channel. The object differs from the Bethe-Salpeter kernel only in the form of external legs and in the insertion of a new contact interaction associated with the electroweak process of interest. To evaluate the three-point correlator we must sum all diagrams that appear when the external legs of the transition amplitude

[^8]are contracted with the single incoming particle and outgoing two-particle state. We perform the calculation of the three-point correlator in two steps. First we consider the contraction of the incoming state with the current
\[

$$
\begin{align*}
\mathcal{D}^{(1)}\left(y_{0}-x_{i, 0}\right) & =\frac{1}{L^{3}} \sum_{\mathbf{P}_{i^{\prime}}} \int \frac{d P_{i^{\prime}, 0}}{2 \pi} e^{i P_{i^{\prime}, 0} y_{0}}\left\langle\varphi\left(P_{i^{\prime}}\right) \varphi^{\dagger}\left(x_{i, 0},-\mathbf{P}_{i}\right)\right\rangle h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i^{\prime}}, P_{f}-k_{f^{\prime}}, k_{f^{\prime}}\right) \delta_{\mathbf{P}_{i^{\prime}}, \mathbf{Q}+\mathbf{P}_{f}} \\
& =\left(\frac{e^{-\left(y_{0}-x_{i, 0}\right) E_{\Lambda_{i}, 0}}}{2 E_{\Lambda_{i}, 0}}\right) h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f^{\prime}}, k_{f^{\prime}}\right) \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}}+\mathcal{O}\left(\frac{e^{-E_{3, t h}\left(y_{0}-x_{i, 0}\right)}}{E_{3, t h}}\right) \tag{84}
\end{align*}
$$
\]

where $P_{i, 0}=i E_{\Lambda_{i}, 0}$. The remaining contractions, between the current and the final two-particle operator, give

$$
\begin{align*}
\mathcal{D}^{(2)}\left(x_{f, 0}-y_{0}\right)= & \frac{\xi}{L^{3}} \sum_{\mathbf{P}_{f}, \mathbf{k}_{f}} \int \frac{d P_{f, 0}}{2 \pi} \frac{d k_{f, 0}}{2 \pi} e^{-i P_{f} y_{0}}\left\langle\mathcal{O}_{\Lambda_{f} \mu_{f}}\left(x_{f}, \mathbf{P}_{f}\right) \bar{\varphi}^{\dagger}\left(-P_{f}+k_{f}\right) \tilde{\varphi}^{\dagger}\left(-k_{f}\right)\right\rangle \\
& \times h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right) \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}} . \tag{85}
\end{align*}
$$

The LO contribution of this term is found to be

$$
\begin{align*}
\mathcal{D}^{(2, L O)}\left(x_{f, 0}-y_{0}\right)=\frac{L^{3}}{\eta} & \int \frac{d P_{f, 0}}{2 \pi} e^{i P_{f, 0}\left(x_{f, 0}-y_{0}\right)} \sum_{R \in \mathrm{LG}\left(\mathbf{P}_{\mathrm{f}}\right)} \mathcal{C}\left(\mathbf{P}_{f} \Lambda_{f} \mu_{f} ; R\left(\mathbf{P}_{f}-\mathbf{k}_{f}\right) ; R \mathbf{k}_{f}\right) \\
& \times \frac{h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right)}{4 \omega_{1} \omega_{2}\left(i P_{f, 0}+\left(\omega_{1}+\omega_{2}\right)\right)} \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}}+\cdots \tag{86}
\end{align*}
$$

where the ellipses denote contributions associated with higher energy poles of the two-particle propagator. Note that the symmetry factor cancels.

To complete our calculation of $C^{(1 \rightarrow 2)}$, it remains only to include all higher order corrections to $\mathcal{D}^{(2)}$. These arrise from insertions of the Bethe-Salpeter kernel between the current and the two-body operator. All contributions are included by making the substitution

$$
\begin{align*}
& h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right) \rightarrow h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right) \\
&-\xi \frac{1}{L^{3}} \sum_{\mathbf{k}_{f^{\prime}}} \int \frac{d k_{f^{\prime}, 0}}{2 \pi} \mathbb{T}_{L}\left(P_{f}, k_{f^{\prime}}, k_{f}\right) G\left(k_{f^{\prime}}\right) G\left(P_{f}-k_{f^{\prime}}\right) h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f^{\prime}}, k_{f^{\prime}}\right)+\cdots \tag{87}
\end{align*}
$$

where the ellipses again denote higher energy poles.
To give the final result we must first define $\mathbb{H}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right)$ as the sum over all infinite-volume diagrams contributing to the transition amplitude, evaluated using the principal-value prescription (depicted in Fig. 4(b)). This is also given by

$$
\begin{align*}
\mathbb{H}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}\right. & \left.-k_{f}, k_{f}\right) \equiv h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right) \\
& +\xi \text { P.V. } \int \frac{d \mathbf{k}_{f^{\prime}}}{(2 \pi)^{3}} \int \frac{d k_{f^{\prime}, 0}}{2 \pi} \mathbb{K}_{o f f, o f f}\left(P_{f}, k_{f^{\prime}}, k_{f}\right) G\left(k_{f^{\prime}}\right) G\left(P_{f}-k_{f^{\prime}}\right) h_{\Lambda \mu}^{[J, P, \mid \lambda]]}\left(P_{i}, P_{f}-k_{f^{\prime}}, k_{f^{\prime}}\right) \tag{88}
\end{align*}
$$

In addition, we define $\mathbb{H}_{l m_{l} ; \Lambda \mu}^{[J, P,|\lambda|]}=\int d \Omega Y_{l m_{l}}^{*}\left(\hat{\mathbf{k}}_{f}^{*}\right) \mathbb{H}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f^{\prime}}-k_{f}, k_{f}\right)$, which is the projection of this amplitude onto the spherical harmonic basis of the outgoing state. Note that this requires evaluating the transition amplitude in the frame where the final two-particle state is at rest. In order to minimize excess in labels, from now on we suppress the superscripts on $\mathbb{H}_{l m_{l} ; \Lambda \mu}^{[J, P,|\lambda|]}$ and simply denote it as $\mathbb{H}_{l m_{l} ; \Lambda \mu}$.

Putting all the pieces together and performing the integral over $P_{f, 0}$, one finds the following expressions for the three-point correlation function

$$
\begin{align*}
C_{\Lambda_{f} \mu_{f} ; \Lambda \mu}^{(1 \rightarrow 2)} & \left(x_{f, 0}-y_{0} ; y_{0}-x_{i, 0}\right)=\left(\frac{e^{-\left(y_{0}-x_{i, 0}\right) E_{\Lambda_{i}, 0}}}{2 E_{\Lambda_{i}, 0}}\right) \int \frac{d P_{f, 0}}{2 \pi} e^{i P_{f, 0}\left(x_{f, 0}-y_{0}\right)} \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}} \\
& \times\left\{\frac{1}{\eta} \frac{\mathcal{C}\left(\mathbf{P} \Lambda_{f} \mu_{f} ;\left(\mathbf{P}_{f}-\mathbf{k}_{f}\right) ; \mathbf{k}_{f}\right) \mathbb{H}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k_{f}, k_{f}\right)}{4 \omega_{1, \mathbf{P}_{f}-\mathbf{k}_{f},} \omega_{2, \mathbf{k}_{f^{\prime}}\left(\omega_{1, \mathbf{P}_{f}-\mathbf{k}_{f^{\prime}}}+\omega_{2, \mathbf{k}_{f}}+i P_{f, 0}\right)}-\mathbb{Y}_{\Lambda_{f} \mu_{f}} \frac{1}{\mathbb{K}+\left(\mathbb{F}^{V}\right)^{-1}} \mathbb{H}_{\Lambda \mu, o n} L^{3}+\cdots}\right\} \\
& =\left(\frac{e^{-\left(y_{0}-x_{i, 0}\right) E_{\Lambda_{i}, 0}}}{2 E_{\Lambda_{i}, 0}}\right) L^{3} \sum_{n_{f}} e^{-E_{\Lambda_{f}, n_{f}}\left(x_{f, 0}-y_{0}\right)} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu} \delta_{\mathbf{P}_{i}, \mathbf{Q}+\mathbf{P}_{f}}+\cdots \tag{89}
\end{align*}
$$



FIG. 4. In order to illustrate the differences and similarities between the transition amplitudes a) $\mathcal{A}$ and b) $\mathbb{H}$, we show their diagrammatic representation for the single-channel case in terms of the LO transition amplitude (defined in Fig. 3(b)), Bethe-Salpeter kernel (defined in Fig. 1(b)) and in terms of infinite volume loops. The infinite volume loops of $\mathcal{A}$ are evaluated using the $i \epsilon$ prescription, while those of $\mathbb{H}$ are evaluated using the principal value. For multichannel scenarios, the kernels and two-particle loops become matrices in the space of open channels and the LO transition amplitude becomes a vector in the space, as depicted in Fig. 3. Single particle propagators are fully dressed as defined in Fig. 1(c).
where the ellipses denote contribution from higher energy poles. Note that, just like in the two-point correlation function, the free-particle poles do not contribute due to the careful cancelation of the two objects inside the braces.

By comparing Eqs. 83 and 89 and multiplying with the complex conjugate expression, one finds an identity for the finite-volume matrix element

$$
\begin{align*}
\mid\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}\right. & \left.-\mathbf{P}_{f}\right)\left|E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle \mid \\
& =\left(\frac{L^{3}}{2 E_{\Lambda_{i}, 0}}\right) \frac{\sqrt{\left(\mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right)\left(\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} R_{\Lambda_{f}, n_{f}} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}}^{\dagger}\right)}}{\left.\left|\langle 0| \mathcal{O}_{\Lambda \mu}\left(0, \mathbf{P}_{f}\right)\right| E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right\rangle| |\left\langle E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right| \varphi^{\dagger}\left(0,-\mathbf{P}_{i}\right)|0\rangle \mid}  \tag{90}\\
& =\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\frac{\left(\mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right)\left(\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} R_{\Lambda_{f}, n_{f}} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}}^{\dagger}\right)}{\mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}}^{\dagger}}} \tag{91}
\end{align*}
$$

where we have used Eqs. 9 and 58 to write the second equality. It is important to emphasize that the value of $\mathbb{Y}$ depends on the two-body interpolators used, and it is essential to use the same interpolators in the two-point and three-point functions for the second equality to follow. Indeed, although we constructed our two-body interpolators from scalar fields (with residue one at the mass pole), this result holds for any interpolating field with the desired quantum numbers. Any nontrivial overlap factors cancel between numerator and denominator.

For multichannel systems, one needs to evaluate the three-point correlation function using a current that couples to all open channels, as defined in Eq. 82. In this case one has the freedom to choose which flavor of two-particle operator is used in evaluating the correlation function. We define

$$
\begin{align*}
C_{\Lambda_{f} \mu_{f}, a ; \Lambda \mu}^{(1 \rightarrow 2)}\left(x_{f, 0}-y_{0} ; y_{0}-x_{i, 0}\right)= & \langle 0| \mathcal{O}_{\Lambda_{f} \mu_{f}, a}\left(x_{f, 0}, \mathbf{P}_{f}\right) \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(y_{0}, \mathbf{Q}\right) \varphi^{\dagger}\left(x_{i, 0},-\mathbf{P}_{i}\right)|0\rangle \\
= & \sum_{n_{f}} e^{-E_{\Lambda_{f}, n_{f}}\left(x_{f, 0}-y_{0}\right)} e^{-E_{\Lambda_{i}, 0}\left(y_{0}-x_{i, 0}\right)}\langle 0| \mathcal{O}_{\Lambda \mu, a}\left(0, \mathbf{P}_{f}\right)\left|E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right\rangle \\
& \times\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}(0, \mathbf{Q})\left|E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle\left\langle E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right| \varphi^{\dagger}\left(0,-\mathbf{P}_{i}\right)|0\rangle \tag{92}
\end{align*}
$$

This generic representation of the three-point function is diagrammatically depicted in Fig. 3(a). Following the steps above, it is straightforward to see that Eq. 91 generalizes to

$$
\begin{align*}
\left.\left|\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)\right| E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle \mid= \\
\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\frac{\left[\mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]_{a}\left[\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} R_{\Lambda_{f}, n_{f}} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}}^{\dagger}\right]_{a}}{\left[\mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}} R_{\Lambda_{f}, n_{f}} \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f}}^{\dagger}\right]_{a a}}} \tag{93}
\end{align*}
$$

where the repeated channel indices on the right-hand side are not summed.
We now show that this result is equivalent to the main result of this work, Eq. 2 above. To do so we define

$$
\begin{equation*}
\mathbb{V}_{b}^{(a)} \equiv \mathbb{Y}_{\Lambda_{f} \mu_{f}, n_{f} ; a, b}^{\dagger} \tag{94}
\end{equation*}
$$

where $a$ and $b$ are channel indices. We stress that, for each fixed value of $a, \mathbb{V}_{b}^{(a)}$ is a column in angularmomentum/channel space. Suppressing the channel index, $b$, this notation allows us to rewrite Eq. 93 as

$$
\begin{equation*}
\left.\left|\left\langle E_{\Lambda_{f}, n_{f}} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\right| E_{\Lambda_{i}, 0} ; L\right\rangle \left\lvert\,=\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\left.\frac{[\mathbb{V}(a) \dagger}{} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]\left[\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} R_{\Lambda_{f}, n_{f}} \mathbb{V}(a)\right]}\left[\mathbb{V}(a) \dagger^{\left.R_{\Lambda_{f}, n_{f}} \mathbb{V}^{(a)}\right]} .\right.\right. \tag{95}
\end{equation*}
$$

Here we have dropped all momentum and time labels for compactness of notation.
We next observe that $R_{\Lambda_{f}, n_{f}}$, which is Hermitian and therefore diagonalizable, has only one non-zero eigenvalue. To see this, recall that $R_{\Lambda_{f}, n_{f}}$ is equal to a scalar prefactor times adj $\left[\mathbb{M}\left(P_{0, M}=E_{\Lambda, n}\right)\right]_{\Lambda_{f}}$. The adjugate here is understood as a matrix in angular-momentum/channel space, that has been projected onto the $\Lambda_{f}$ subspace. We now consider the adjugate as a function of $\epsilon_{n} \equiv P_{0, M}-E_{\Lambda, n}$, and show that all but one of its eigenvalues vanishes as $\epsilon_{n} \rightarrow 0$.

Recall the defining relation

$$
\begin{equation*}
\operatorname{adj}\left[\mathbb{M}\left(\epsilon_{n}\right)\right]=\operatorname{det}\left[\mathbb{M}\left(\epsilon_{n}\right)\right]\left[\mathbb{M}\left(\epsilon_{n}\right)\right]^{-1} \tag{96}
\end{equation*}
$$

Formally diagonalizing both sides, we argue that exactly one of the eigenvalues of $\left[\mathbb{M}\left(\epsilon_{n}\right)\right]^{-1}$ scales as $1 / \epsilon_{n}$ and the rest are finite. Note that the divergence of two eigenvalues would imply the existence two orthogonal states that are exactly degenerate in finite volume. This represents two possibilities. The first is that distinct energies coincide only at certain values of $L$. This would imply a level crossing, which does not occur unless the Hilbert space divides into distinct, non-interacting subspaces. The second possibility is that the finite volume spectrum includes states that are degenerate for all values of $L$. This occurs whenever there is a symmetry relating the finite-volume states. However, in the present context the matrix has been projected to a particular irrep and row. It follows that, within the subspace that we consider, exactly one of the eigenvalues of $\left[\mathbb{M}\left(\epsilon_{n}\right)\right]^{-1}$ scales as $1 / \epsilon_{n}$. This in turn implies that the determinant of $\mathbb{M}\left(\epsilon_{n}\right)$ vanishes as $\epsilon_{n}$ or faster, and thus all but one of the adjugate's eigenvalues vanishes.

We denote the nonzero eigenvalue of $R_{\Lambda_{f}, \mu_{f}}$ by $\lambda$ and the corresponding eigenvector, $\mathbb{E}$. We also introduce $\mathbb{E}_{1}, \mathbb{E}_{2}, \cdots$ as the remaining orthonormal set that is annihilated by $R_{\Lambda_{f}, n_{f}}$. These eigenvectors span the space, so we may substitute $\mathbb{V}^{(a)}=c \mathbb{E}+\sum c_{i} \mathbb{E}_{i}$ and deduce

$$
\begin{align*}
\left.\left|\left\langle E_{\Lambda_{f}, n_{f}} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\right| E_{\Lambda_{i}, 0} ; L\right\rangle \mid & =\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\frac{\left[c^{*} \lambda \mathbb{E}^{\dagger} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]\left[\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} c \lambda \mathbb{E}\right]}{\lambda c^{*} \mathbb{E}^{\dagger} \mathbb{E} c}},  \tag{97}\\
& =\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\operatorname{Tr}\left[\lambda \mathbb{E}^{\dagger} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} \mathbb{E}\right]}  \tag{98}\\
& =\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\operatorname{Tr}\left[\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} \lambda \mathbb{E}^{\dagger} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]} \tag{99}
\end{align*}
$$

where in the first line we acted $R_{\Lambda_{f}, n_{f}}$ on each eigenvector, in the second line we canceled common factors and inserted a redundant trace, and in the third we used the cyclic property of the trace. Observing finally that

$$
\begin{equation*}
R_{\Lambda_{f}, n_{f}}=\lambda \mathbb{E} \mathbb{E}^{\dagger} \tag{100}
\end{equation*}
$$

we conclude

$$
\begin{equation*}
\left.\left|\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)\right| E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle \left\lvert\,=\frac{1}{\sqrt{2 E_{\Lambda_{i}, 0}}} \sqrt{\left[\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}^{\dagger} R_{\Lambda_{f}, n_{f}} \mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu}\right]}\right. \tag{101}
\end{equation*}
$$

## C. Relation of $\mathbb{H}$ to infinite-volume matrix elements

In this section we relate $\mathbb{H}_{\Lambda_{f}, n_{f} ; \Lambda \mu ; J_{f} m_{J_{f}}}=\mathbb{H}_{\Lambda_{f} ; \Lambda \mu ; J_{f} m_{J_{f}}}\left(E_{\Lambda_{f}, n_{f}}^{*}\right)$ to infinite-volume matrix elements. Here we have given the full set of indices including $J_{f} m_{J_{f}}=l_{f} m_{f}$, which are the angular momentum indices of the final
two-particle state and were suppressed in the derivation above. We have also emphasized that the label $n_{f}$ only refers to the particular two-particle pole at which the transition amplitude is evaluated. Finally, we stress that the subscript $\Lambda_{f}$ on $\mathbb{H}$ indicates that the angular momentum space has been projected onto a finite-volume irrep. For example in the case of $\Lambda_{f}=\mathbb{A}_{1}^{+}$the transition amplitude will include $J_{f}=0, J_{f}=4$ and certain higher waves, but not $J_{f}=2, J_{f}=3$. However, by considering different irreps one can in principal sample all partial waves, and so construct an unprojected vector $\mathbb{H}_{\Lambda \mu ; J_{f} m_{J_{f}}}$.

To give the relation to physical matrix elements, we first connect this transition amplitude, defined using principalvalue prescription, to the amplitude defined via $i \epsilon$ prescription. We label the latter $\mathcal{A}_{\Lambda \mu ; J_{f} m_{J_{f}}}$. Both amplitudes are explicitly shown in Fig. 4 and the relationship between the two is found by noting that the difference in each two-particle loop is a simple kinematic factor, determined by the residue of each loop at the poles. This is very similar to the relation between $\mathbb{K}$ and $\mathcal{M}$ discussed above. We find

$$
\begin{align*}
\mathcal{A} & =\mathbb{H}+\mathbb{K}\left(i \mathbb{P}^{2} / 2\right) \mathbb{H}+\mathbb{K}\left(i \mathbb{P}^{2} / 2\right) \mathbb{K}\left(i \mathbb{P}^{2} / 2\right) \mathbb{H}+\cdots=\left[\frac{1}{1-\mathbb{K}\left(i \mathbb{P}^{2} / 2\right)}\right] \mathbb{H} \\
& =\left[\frac{1}{\mathbb{K}^{-1}-\left(i \mathbb{P}^{2} / 2\right)}\right] \mathbb{K}^{-1} \mathbb{H}=\mathcal{M} \mathbb{K}^{-1} \mathbb{H} . \tag{102}
\end{align*}
$$

For systems with only a single channel present $\mathbb{H}$ and $\mathcal{A}$ are columns and $\mathbb{P}, \mathbb{K}$ and $\mathcal{M}$ are diagonal matrices in angular momentum space, otherwise these objects are defined on the direct product space of angular momenta and open channels. Note that $\mathbb{H}$ only has complex values from the spherical harmonics, the function $\mathbb{H}$ before decomposition is pure real. Thus the non-trivial complex phases of $\mathcal{A}$ are determined entirely by the strong interaction, as encoded in $\mathbb{K}^{-1} \mathcal{M}$. In the single channel case we see that the phase of $\mathcal{A}$ is equal to the elastic scattering phase of the two-particle channel considered. Thus Eq. 102 is simply the generalization of Watson's theorem for multichannel systems.

This relation motivates the definition

$$
\begin{equation*}
\mathcal{R}_{\Lambda_{f}, n_{f}}=\left[\mathcal{M}^{-1 \dagger} \mathbb{K} R \mathbb{K} \mathcal{M}^{-1}\right]_{\Lambda_{f}, n_{f}} \tag{103}
\end{equation*}
$$

which allows us to compactly display our main result in terms of $\mathcal{A}$, as in Eq. 2 above.
Finally we comment that $\mathcal{A}_{\Lambda \mu ; J_{f} m_{J_{f}}}$ is trivially related to the infinite-volume matrix element of the current. To see this, we first rewrite the current $\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(x_{0}, \mathbf{Q}\right)$, Eq. 82 , in infinite volume and set $x_{0}=0$,

$$
\begin{array}{r}
\tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}(0, \mathbf{Q} ; \infty)=\sum_{a}^{N} \xi_{a} \int \frac{d^{4} P_{f}}{(2 \pi)^{4}} \frac{d^{4} P_{i}}{(2 \pi)^{4}} \frac{d^{4} k}{(2 \pi)^{4}} \bar{\varphi}_{a}^{\dagger}\left(-P_{f}+k\right) \tilde{\varphi}_{a}^{\dagger}(-k) \varphi\left(P_{i}\right) h_{\Lambda \mu}^{[J, P,|\lambda|]}\left(P_{i}, P_{f}-k, k, a\right) \\
 \tag{104}\\
\times(2 \pi)^{3} \delta^{3}\left(\mathbf{P}_{i}-\mathbf{P}_{f}-\mathbf{Q}\right)
\end{array}
$$

Note that we still label the current by $\Lambda \mu$. The linear combinations that relate this basis to more standard infinitevolume bases are discussed above. Requiring only that states are normalized according to the standard infinite-volume relativistic convention (Eq. 8) and also that the single-particle operators have propagators with unit residue (Eq. 7) one arrives at Eq. 3.

## D. Examples of applications of Eq. 2

## 1. $K \rightarrow \pi \pi$ decay amplitude

First, we demonstrate that this formalism properly recovers the well known result for $K \rightarrow \pi \pi$ weak decay. In this case, the initial state is a single kaon and the external current is a pseudoscalar. The current cannot inject any momentum, so we set $\mathbf{P}_{f}=\mathbf{P}_{i}$. By conservation of angular momentum, the infinite-volume current can only create a two-pion state in an $S$-wave. For this scenario our master equation gives the following relationship between the infinite-volume transition amplitude and the finite-volume matrix element

$$
\begin{equation*}
\frac{\left|\mathcal{A}_{S, n_{f}}\right|^{2}}{\left.\left|\left\langle\pi \pi, E_{n_{f}} \mathbf{P}, \Lambda_{f} \mu_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[0,-1,|0|]}(0, \mathbf{0})\right| K, E_{K} \mathbf{P} ; L\right\rangle\left.\right|^{2}}=\left.\frac{16 \pi E_{K} E_{n_{f}}^{*}}{q_{n_{f}}^{*} \xi} \frac{\partial\left(\delta_{S}+\phi_{00}^{\mathbf{d}}\right)}{\partial P_{0, M}}\right|_{P_{0, M}=E_{n_{f}}} \tag{105}
\end{equation*}
$$

For the problem at hand $E_{K}$ is equal to the energy of the incoming kaon and the symmetry factor $\xi$ is equal to $1 / 2$. If one wishes, it is straight forward to replace the derivative with respect to total energy with a derivative with respect to relative momentum. Doing so, one finds agreement with Refs. [25-28] in the limit that the initial and final state are exactly degenerate. Note that, since the current is evaluated at a specific time slice, the current need not conserve energy and Eq. 105 reflects this fact. For a process such as $K \rightarrow \pi \pi$ this is an artifact, and one must set the $\pi \pi$ energy to be degenerate with the kaon in order to extract the physical decay amplitude.

## 2. $\pi \gamma^{*} \rightarrow \pi \pi$ transition amplitude

Unlike the previous example, for a process such as $\pi \gamma^{*} \rightarrow \pi \pi$ the external current can inject arbitrary momentum. For such a process, the lowest energy configuration of the final state is a P -wave. Therefore, it is expected that the Lellouch-Lüscher factor gets modified. Since the two particles in the final state are degenerate, odd and even partial waves cannot mix. By ignoring contamination from the F -wave and using the results of Section IIB one finds the generalization of the previous result for two particles in a P -wave,

$$
\begin{equation*}
\frac{\left|\mathcal{A}_{\Lambda_{f} \mu_{f}, n_{f} ; \Lambda \mu ; J_{f}=1}\right|^{2}}{\left.\left|\left\langle\pi \pi, E_{n_{f}} \mathbf{P}_{f}, \Lambda_{f} \mu_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[1,-1, \mid \lambda]]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)\right| \pi, E_{i} \mathbf{P}_{i} ; L\right\rangle\left.\right|^{2}}=\left.\frac{16 \pi E_{i} E_{n_{f}}^{*}}{q_{n_{f}}^{*} \xi} \frac{\partial\left(\delta_{P}+\phi_{P}^{\mathbf{d}}\right)}{\partial P_{0, M}}\right|_{P_{0, M}=E_{n_{f}}} \tag{106}
\end{equation*}
$$

where $\phi_{P}^{\mathrm{d}}$ has been defined in Eq. 63. Also as already discussed after that equation, $\xi=1 / 2$ must be used if $\mathcal{A}$ is defined in the isospin basis and $\xi=1$ must be used if $\mathcal{A}$ is defined with unsymmetrized two pion states. The two choices are consistent since the two definitions of the transition amplitude differ by a factor of $\sqrt{2}$. The $J_{f}=1$ superscript on the transition amplitude means that we have integrated it against one of the $l_{f}=1$ spherical harmonics. As discussed above, this projection is performed in the two-particle center of mass frame. Observe that the right-hand side does not depend on the representation of the current or the single-particle state.

The right-hand side effectively corrects for the large finite-volume artifacts associated with the two-particle state. This gives a one-to-one mapping between the finite-volume matrix element and infinite-volume transition amplitude for this process. The result thus allows one to determine, using LQCD, the same quantity that is extracted from experiments. If one wants to evaluate this transition amplitude at the $\rho$ pole, in order to study processes such as $\pi \gamma^{*} \rightarrow \rho$, then it is necessary to analytically continue into the complex plane [59]. This requires parameterizing the transition amplitude as a function of the exchange momentum as well as the relative momentum between the two pions in the P-wave. By fitting this function to the LQCD results, one can study the behavior of the transition amplitude as a function of the exchange momentum at the resonance pole.

## 3. Two-dimensional case

As we have already stressed, partial wave mixing is inevitable when performing calculations in a finite volume and this mixing is quantified by our main result, Eq. 2. In addition, the final two-particle state may in general have overlap with more than one infinite-volume state. This leads us to consider a generic scenario where the matrix $\mathcal{R}$ in Eq. 2 is two dimensional. In order to avoid introducing additional notation we consider the form of the main result using infinite-volume quantities that are defined via principal-value prescription, namely Eq. 101.

In Section IIC we discussed one explicit example for a $\pi K$ boosted state, where we neglected contributions from $J_{f} \geq 2$ partial waves. We could also consider a system with two open channels where we ignore partial wave mixing, e.g., $\pi \pi-K \bar{K}$. In the first case, the finite volume matrix $\mathbb{F}_{\Lambda_{f}}^{V}$ will have off-diagonal terms but the K-matrix will be diagonal. In the second case this is reversed; the K-matrix has non-zero off diagonal terms while $\mathbb{F}_{\Lambda_{f}}^{V}$ is diagonal. In order to accommodate these two scenarios simultaneously, we allow the $K$-matrix and the $\mathbb{F}_{\Lambda_{f}}^{V}$ matrix to have off diagonal terms. The spectrum of this system must satisfy

$$
\begin{equation*}
\operatorname{det}\left[\mathbb{M}_{\Lambda_{f}}\right]=\operatorname{det}\left[\mathbb{K}_{\Lambda_{f}}+\left(\mathbb{F}_{\Lambda_{f}}^{V}\right)^{-1}\right]=0 \tag{107}
\end{equation*}
$$

By restricting $\mathbb{M}_{\Lambda_{f}}$ to be a two-dimensional matrix, its adjugate can be written as

$$
\operatorname{adj}\left[\mathbb{M}_{\Lambda_{\mathrm{f}}}\right]_{\mathrm{P}_{0, \mathrm{M}}=\mathrm{E}_{\Lambda_{\mathrm{f}}, \mathrm{n}_{\mathrm{f}}}}=\left(\begin{array}{cc}
{\left[\mathbb{M}_{\Lambda_{f}}\right]_{22}} & -\left[\mathbb{M}_{\Lambda_{f}}\right]_{12}  \tag{108}\\
-\left[\mathbb{M}_{\Lambda_{f}}\right]_{21} & {\left[\mathbb{M}_{\Lambda_{f}}\right]_{11}}
\end{array}\right)
$$

By requiring $\mathbb{M}$ to satisfy Eq. 107, we note that not all the elements of its adjugate are independent.
Inserting the above expression into Eq. 101, one finds

$$
\begin{align*}
& \left.\left|\left\langle E_{\Lambda_{f}, n_{f}} \mathbf{P}_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[J, P,|\lambda|]}\left(0, \mathbf{P}_{i}-\mathbf{P}_{f}\right)\right| E_{\Lambda_{i}, 0} \mathbf{P}_{i} ; L\right\rangle\left.\right|^{2}= \\
& \left.\quad \frac{1}{2 E_{\Lambda_{i}, 0}}\left(\frac{\left|[\mathbb{H}]_{1}\right|^{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{22}+\left|[\mathbb{H}]_{2}\right|^{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{11}-[\mathbb{H}]_{1}^{*}[\mathbb{H}]_{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{12}-[\mathbb{H}]_{2}^{*}[\mathbb{H}]_{1}\left[\mathbb{M}_{\Lambda_{f}}\right]_{21}}{\operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}_{\Lambda_{f}}\right] \frac{\partial \mathbb{M}_{\Lambda_{f}}}{\partial P_{0, M}}\right]}\right)\right|_{P_{0, M}=E_{\Lambda_{f}, n_{f}}} \tag{109}
\end{align*}
$$

where the subscripts of $\mathbb{H}_{\Lambda_{f} \mu_{f}, n_{f} ; \Lambda \mu}$ have been suppressed in the last line for compactness. Here we emphasize, that although the full transition amplitude is real, the spherical harmonic decomposition may in general be complex. This is due to the fact that the spherical harmonics are themselves complex. This result illustrates the power of Eq. 2.

$$
\text { 4. } D \rightarrow\{\pi \pi, K \bar{K}\} \text { decays }
$$

Assuming sufficiently heavy pion masses, such that the multi-particle threshold lies above the energy of the $D$ meson, Eq. 109 allows one to study $D \rightarrow\{\pi \pi, K \bar{K}\}$ decays. To find the equivalence between the result presented in the previous section and the result presented in Ref. [54], we rederive the result of Ref. [54] using notation presented here. This allows for a more compact representation of the result. In Ref. [54], the authors follow the trick first utilized by Lellouch and Lüscher to describe $K \rightarrow \pi \pi$ decays. We present this method in the context of the two-channel system.

The argument proceeds by modifying the $\pi \pi-K \bar{K}$ correlation function, by including a contribution to the Hamiltonian density due to the weak interaction. We denote this perturbative shift by $\lambda_{\mathcal{H}}(x)$, where $\lambda$ is a free parameter that allows us to organize an expansion. The modified Hamiltonian density couples $\pi \pi-K \bar{K}$ with the $D$ state, both in a finite and an infinite volume. Considering first the finite-volume theory, we tune the box size $L$ such that the $D$ state and some $\pi \pi-K \bar{K}$ finite-volume state are exactly degenerate (for a given total momentum). The presence of the weak interaction will break the degeneracy and result in two nearly degenerate states with energies

$$
\begin{equation*}
\left.E^{(1)}=E_{D} \pm \lambda L^{3}\left|\left\langle E_{D} \mathbf{P} ; L\right| \mathcal{H}_{W}(0)\right| D, E_{D} \mathbf{P} ; L\right\rangle \mid \tag{110}
\end{equation*}
$$

where we have only kept the leading order contribution in $\lambda$ and where $E_{D}=\sqrt{M_{D}^{2}+\mathbf{P}^{2}}$ with $M_{D}$ the $D$ meson mass.

Turning to the infinite-volume theory, the weak perturbation has the effect of modifying the scattering amplitude. This modification is due to the additional interaction that couples the $D$ to the two-particle states. The shift in the scattering amplitude contains two insertions of the weak Hamiltonian, one for transitioning from two particles to the $D$ and one for transitioning back to two particles. Thus the shift is generically $\mathcal{O}\left(\lambda^{2}\right)$, but in the present case we evaluate the amplitude at an energy which is shifted by $\mathcal{O}(\lambda)$ from $E_{D}$. This enhances the shift in the scattering amplitude to be $\mathcal{O}(\lambda)$. One finds [54]

$$
\begin{equation*}
\mathcal{M}^{(1)}=\mathcal{M}^{(0)} \mp \lambda \Delta \mathcal{M} \tag{111}
\end{equation*}
$$

where

$$
\Delta \mathcal{M}=\frac{1}{2 E_{D} \Delta E}\left(\begin{array}{cc}
\left|\mathcal{A}_{D \rightarrow \pi \pi}\right|^{2} & \mathcal{A}_{D \rightarrow \pi \pi} \mathcal{A}_{D \rightarrow K \bar{K}}^{\dagger}  \tag{112}\\
\mathcal{A}_{D \rightarrow \pi \pi}^{\dagger} \mathcal{A}_{D \rightarrow K \bar{K}} & \left|\mathcal{A}_{D \rightarrow K \bar{K}}\right|^{2}
\end{array}\right)
$$

and where we have defined $\left.\Delta E \equiv L^{3}\left|\left\langle E_{D} \mathbf{P} ; L\right| \mathcal{H}_{W}(0)\right| D, E_{D} \mathbf{P} ; L\right\rangle \mid$.
We next find it convenient to rewrite this perturbation to the scattering amplitude as a perturbation to the Kmatrix. To do this, we follow the reasoning of Eq. 102 and observe that the only difference between the transition amplitude and the scattering amplitude is that for the latter we need to include the imaginary part of the diagrams associated with both incoming as well as outgoing two particle states. This leads to the following relation between $\Delta \mathcal{M}$ and $\Delta \mathbb{K}$,

$$
\begin{equation*}
\Delta \mathbb{K}=\mathbb{K} \mathcal{M}^{-1} \Delta \mathcal{M} \mathcal{M}^{-1} \mathbb{K} \tag{113}
\end{equation*}
$$

At this point we can combine the shift in the finite-volume spectrum with the shift in the infinite-volume K-matrix to determine the leading order modification to $\mathbb{M}$, defined in Eq. 47. We find that the matrix is shifted by an amount

$$
\begin{equation*}
\lambda \Delta \mathbb{M}=\left.\lambda \Delta E \frac{\partial \mathbb{M}}{\partial P_{0, M}}\right|_{P_{0, M}=E_{D}} \mp \lambda \Delta \mathbb{K} . \tag{114}
\end{equation*}
$$

Of course, the quantization condition must also be valid for the perturbed theory. We thus deduce that the linear shift to the determinant of $\mathbb{M}$ should vanish

$$
\begin{equation*}
\operatorname{det}[\mathbb{M}(\lambda)]|=\operatorname{det}[\mathbb{M}(0)]+\lambda \operatorname{tr}[\operatorname{adj}[\mathbb{M}(0)] \Delta \mathbb{M}]=\lambda \operatorname{tr}[\operatorname{adj}[\mathbb{M}(0)] \Delta \mathbb{M}]|_{P_{0, M}=E_{D}}=0 \tag{115}
\end{equation*}
$$

where we have used the fact that $\mathbb{M}(0)$ also has vanishing determinant, since this defines the quantization condition of the unperturbed theory.

Showing that this result is equivalent to Eq. 109 requires some algebra. First we substitute Eq. 114 into Eq. 115 and solve for $\Delta E$

$$
\begin{equation*}
\Delta E=\left.\frac{\operatorname{tr}[\operatorname{adj}[\mathbb{M}] \Delta \mathbb{K}]}{\operatorname{tr}\left[\operatorname{adj}[\mathbb{M}] \frac{\partial \mathbb{M}}{\partial P_{0, M}}\right]}\right|_{P_{0, M}=E_{D}} \tag{116}
\end{equation*}
$$

Next we substitute the specific two-channel form, Eq. 108, and also use Eqs. 102, 112 and 113 to simplify the result. We conclude
$\left.\Delta E^{2}=L^{6}\left|\left\langle E_{D} \mathbf{P} ; L\right| \mathcal{H}_{W}(0)\right| D, E_{D} \mathbf{P} ; L\right\rangle\left.\right|^{2}=\left.\frac{1}{2 E_{D}}\left(\frac{[\mathbb{H}]_{1}^{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{22}+[\mathbb{H}]_{2}^{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{11}-2[\mathbb{H}]_{1}[\mathbb{H}]_{2}\left[\mathbb{M}_{\Lambda_{f}}\right]_{12}}{\operatorname{tr}\left[\operatorname{adj}[\mathbb{M}] \frac{\partial \mathbb{M}}{\partial P_{0, M}}\right]}\right)\right|_{P_{0, M}=E_{D}}$,
which is equivalent to Eq. 109 for the special case where the initial and final states are exactly degenerate and have the same total momentum. Furthermore, since the outgoing two-particle state is in an S-wave, all of the elements in the right hands side of the equation above are real. Note that the left hand side of the above equation contains an extra factor of $L^{6}$. This is because the current in Eq. 109 is in momentum-space.

We note that although it might seem that this result is sensitive to the relative sign between $[\mathbb{H}]_{1}$ and $[\mathbb{H}]_{2}$, our result only allows one to determine the sign of $[\mathbb{H}]_{1}[\mathbb{H}]_{2} \quad\left[\mathbb{M}_{\Lambda_{f}}\right]_{12}$. The determinant condition describing the spectrum is only sensitive to the magnitude of $\left[\mathbb{M}_{\Lambda_{f}}\right]_{12}$. Therefore, we find no method here for determining the relative sign of $[\mathbb{H}]_{1}$ and $[\mathbb{H}]_{2}$.

## 5. $B \rightarrow \pi K$ transition amplitudes

One example where partial wave mixing may in general not be small is in studies of $B \rightarrow \pi K$ transition amplitudes. This is due to the fact that for boosted systems the final state will be an admixture of even and odd partial waves. In particular, if one is interested in the case where the infinite volume final state has overlap with the $K^{*}(892)$ resonance, then one must consider irreps that have strong overlap with the $\pi K \mathrm{P}$-wave. If the final state is at rest or if it is in the $\mathbb{E}$ irrep for $\mathbf{d}=(00 n), \mathbb{B}_{1}$ and $\mathbb{B}_{2}$ for $\mathbf{d}=(n n 0)$, or $\mathbb{E}$ for $\mathbf{d}=(n n n)$, and if one neglects the contribution from the D and higher partial waves by following the discussion of Section II C, then one finds that the ratio of the infinite transition amplitudes and finite volume matrix elements of vector or pseudo vector currents satisfies Eq. 106.

For the $\mathbb{A}_{1}$ irrep of the $\mathrm{Dic}_{4}$ group, one simply needs to insert the expressions for the on-shell K-matrix in Eq. 67 along with $\mathbb{F}_{\mathbb{A}_{1}}$ in Eq. 68 onto Eq. 109 to find the relation between the finite volume matrix elements of currents and infinite volume transition amplitudes. Because of the symmetries of the infinite volume, only one of the transition amplitudes is non vanishing. For example, if we consider the case where the current is subduced from $J_{f}=1$ with odd parity, then $\mathbb{H}_{S, n_{f} ; \Lambda \mu}$ must exactly vanish. Therefore, for vector currents Eq. 109 simplifies to

$$
\begin{equation*}
\frac{\left|\mathcal{A}_{P 0, n_{f} ; \Lambda \mu}\right|^{2}}{\left.\left|\left\langle\pi K, E_{n_{f}} \mathbf{P}_{f}, \Lambda_{f} \mu_{f} ; L\right| \tilde{\mathcal{J}}_{\Lambda \mu}^{[1,-1,|\lambda|]}(0, \mathbf{Q})\right| B^{0}, E_{B^{0}} \mathbf{P}_{i} ; L\right\rangle\left.\right|^{2}}=2 E_{\Lambda_{i}, 0} \cos ^{2} \delta_{P}\left|\frac{\operatorname{tr}\left[\operatorname{adj}\left[\mathbb{M}_{\Lambda_{f}}\right] \frac{\partial \mathbb{M}_{\Lambda_{f}}}{\partial P_{0, M}}\right]}{\left[\mathbb{M}_{\Lambda_{f}}\right]_{11}}\right|_{P_{0, M}=E_{\Lambda_{f}, n_{f}}} \tag{118}
\end{equation*}
$$

where $\mathcal{A}_{P 0, n_{f} ; \Lambda \mu}$ denotes the P-wave transition amplitude with zero helicity. This follows from the helicity decomposition of the $\mathbb{A}_{1}$ irrep of the $\mathrm{Dic}_{4}$ group as shown in Table $\mathrm{I}(\mathrm{b})$. For a pseudovector current or for rank two tensor currents neither $\mathbb{H}_{S, n_{f} ; \Lambda \mu}$ nor $\mathbb{H}_{P m, n_{f} ; \Lambda \mu}$ need vanish. Therefore one necessarily must use Eq. 109. For the $\mathbb{A}_{1}$ irreps of the $\mathrm{Dic}_{2}$ group one must input the finite volume function and scattering matrices defined in Section IIC into the general result for the matrix element of currents, Eq. 101.

As discussed in the previous section, this result does not require that the initial and final state are exactly degenerate. For studies of B meson decays on the lattice is a necessity since the formalism does not currently support multi-particle states. Therefore this result is of most significance for studies of B meson decays with large energy exchange, while the momentum exchange could be arbitrarily small.

Finally, it is important to remember that if one is interested in studying transition amplitudes involving the isospin$1 / 2 K \pi$ final state, one necessarily must consider the admixture of this with $K \eta$. Although the inelasticity is seen to be small at physical values, this will depend on the quark masses used to perform the calculation. ${ }^{16}$ Furthermore, for

[^9]unphysically large quark masses, such as those in used in Refs. [22, 23, 111], the $K \eta$ threshold is significantly closer to the $K \pi$ threshold than it is in nature. In order to include this mixing between the channels one will have to use Eq. 109 when there are two open channels with negligible partial wave mixing or in general Eq. 2.

## IV. CONCLUSION

In this work we present a non-perturbative derivation of two and three-point functions in the mesonic sector. In Section II we explicitly demonstrate how to construct operators with the appropriate symmetries of a finite volume system. This allowed us to write down the correlator as a function of time and energy, Eq. 55. We find that although the spectrum solely depends on the on-shell scattering amplitudes, the correlation function also depends on off-shell scattering amplitudes. Furthermore, the result presented explains why if one constructs an operator with a particular set of discrete momenta, then the resulting correlation function will be dominated by the nearest eigenstate. This is because the overlap of an operator with a state, Eq. 58, scales as $\sim\left|E_{\Lambda, n}-E_{\text {free }}\right|^{-1}$, where $E_{\text {free }}$ stands for the free energy of the two-particle system and $E_{\Lambda, n}$ is the $n t h$ eigenstate of the $\Lambda$ irrep of the corresponding symmetry group.

In Section III we discuss the construction and interpretation of three-point correlation functions in the mesonic sector. Section III A reviews the work of Ref. [121] in the construction of currents that have been properly subduced onto an irrep of the symmetry group of the system. Having defined the subduced currents, in Section III B we evaluate the three-point correlation function diagrammatically to all orders in perturbation theory, Eq. 89. By comparing the expression of the three-point function with Eq. 58 , we find a master equation for the matrix element of currents between a one and two-particle finite-volume state, Eq. 2. This result is the generalization of the Lellouch-Lüscher formula, relating matrix elements of currents in finite and infinite volume, to processes where the external current can inject arbitrary total momentum into the system and the final state can be in an arbitrary partial wave. The generalization also includes an arbitrary number of strongly coupled two-particle channels. The result is exact up to exponentially suppressed volume corrections that are governed by $L m_{\pi}$. In Section III D 1 we demonstrate that this result recovers the well known $K \rightarrow \pi \pi$ result. Section IIID 2 demonstrates how one determines the $\pi \gamma^{*} \rightarrow \pi \pi$ transition amplitude. Section IIID 3 gives a generic expression for the determination of finite-volume matrix elements where there are two coupled channels open, Eq. 109. Equation 109 is relevant for two channel systems, regardless of whether the mixing is physical or an artifact of the reduction of rotational symmetry in a finite volume. Section IIID 5 demonstrates how to implement this formalism for future studies of $B \rightarrow \pi K$ transition amplitudes, where the final state is properly treated as a scattering state. Finally, we remark that although we have chosen to perform the derivation using a current that has been subduced onto an irrep of the symmetry group of the system, one can implement the formalism derived here to currents that do not satisfy this criteria. This is due to the fact that one can also write any current as a linear combination of subduced currents.
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## Appendix A: Cancelation of free poles

In arriving at the final expression for the two-point correlation, Eq. 55, we argued that the free particle poles of the integrand of Eq. 43 do not contribute. Here we give a proof of this statement. In Sections II and III, we constructed operators that are in the irrep of the symmetry group of the system, but the cancelation of free poles cannot depend on this fact. It must only depend on the fact that the particle interactions are not exactly zero. If one would choose to not define an operator with good quantum numbers, then Eq. 19 would acquire an additional sum over all possible irreps that have overlap with the operator of interest. This in turn would lead to a far less reliable extraction of the spectrum since multiple irreps could in principle have nearly degenerate eigenstates. With this caveat in mind, we decide to illustrate the cancelation of free particle poles using a set of generic operators with no restrictions on
quantum numbers

$$
\begin{equation*}
\mathcal{A}\left(x_{0}, \mathbf{P}\right)=\sum_{\mathbf{k}} a(\mathbf{k}) \varphi\left(x_{0}, \mathbf{P}-\mathbf{k}\right) \tilde{\varphi}\left(x_{0}, \mathbf{k}\right), \quad \mathcal{B}\left(x_{0}, \mathbf{P}\right)=\sum_{\mathbf{k}} b(\mathbf{k}) \varphi^{\dagger}\left(x_{0},-\mathbf{P}+\mathbf{k}\right) \tilde{\varphi}^{\dagger}\left(x_{0},-\mathbf{k}\right) \tag{A1}
\end{equation*}
$$

where $a(\mathbf{k})$ and $b(\mathbf{k})$ are generic functions of $\mathbf{k}$. Note that we have not specified wether the sum is over all possible values of $\mathbf{k}$ or one specific shell; this distinction does not matter.

Since the cancelation of free poles is not affected by the number of open channels, we restrict the discussion here to the case of only one open channel. It is straightforward to write down the two-point correlation function (depicted in Fig. 5) in the vicinity of the free poles

$$
\begin{align*}
\langle 0| \mathcal{A}\left(x_{0}, \mathbf{P}\right) \mathcal{B}\left(y_{0}, \mathbf{P}\right)|0\rangle & =L^{3} \int \frac{d P_{0}}{2 \pi} e^{i P_{0}\left(x_{0}-y_{0}\right)}\left[\sum_{\mathbf{k}} \frac{-i L^{3}}{4 \omega_{1, \mathbf{P}-\mathbf{k}} \omega_{2, \mathbf{k}}} \frac{a(\mathbf{k}) b(\mathbf{k})}{P_{0}-i\left(\omega_{1, \mathbf{P}-\mathbf{k}}+\omega_{2, \mathbf{k}}\right)}\right. \\
- & \left.\sum_{\mathbf{k}, \mathbf{k}^{\prime}} \frac{a(\mathbf{k}) b\left(\mathbf{k}^{\prime}\right) \mathbb{T}_{L}\left(P, k, k^{\prime}\right)}{4 \omega_{1, \mathbf{P}-\mathbf{k}} \omega_{2, \mathbf{k}}\left[P_{0}-i\left(\omega_{1, \mathbf{P}-\mathbf{k}}+\omega_{2, \mathbf{k}}\right)\right] 4 \omega_{1, \mathbf{P}-\mathbf{k}^{\prime}} \omega_{2, \mathbf{k}^{\prime}}\left[P_{0}-i\left(\omega_{1, \mathbf{P}-\mathbf{k}^{\prime}}+\omega_{2, \mathbf{k}^{\prime}}\right)\right]}+\cdots\right] \tag{A2}
\end{align*}
$$

where the ellipses denote finite contributions to the correlation function near the free poles. In writing the correlation function we have introduce a function $\mathbb{T}_{L}\left(P, k, k^{\prime}\right)$, which is related to the K-matrix via Eq. 38. Near the free particle poles this can be written as

$$
\begin{equation*}
\mathbb{T}_{L}\left(P, k, k^{\prime}\right)=-\mathbb{K}\left(P, k, k^{\prime}\right)+i\left[\frac{1}{L^{3}} \sum_{\mathbf{l}}-\int_{\mathbf{1}}\right] \frac{\mathbb{K}(P, k, l) \mathbb{T}_{L}\left(P, l, k^{\prime}\right)}{4 \omega_{1, \mathbf{P}-\mathbf{1}} \omega_{2,1}\left[P_{0}-i\left(\omega_{1, \mathbf{P}-\mathbf{1}}+\omega_{2, \mathbf{1}}\right)\right]}, \tag{A3}
\end{equation*}
$$

where we have neglected contributions which are exponentially suppressed in $m_{\pi} L$. The free particle poles satisfy $P_{0}=i\left(\omega_{1, \mathbf{P}-\mathbf{k}}+\omega_{2, \mathbf{k}}\right)$ and in order to obtain the contribution of these, we investigate the leading $\epsilon$ behavior, where $\epsilon$ is defined via

$$
\begin{equation*}
P_{0}=i\left(\omega_{1, \mathbf{P}-\mathbf{k}}+\omega_{2, \mathbf{k}}\right)+\epsilon \tag{A4}
\end{equation*}
$$

To do so, we upgrade these functions to matrices in momentum space. It is important to observe that, in general, there will be multiple values of $\mathbf{k}$ and $\mathbf{P}-\mathbf{k}$ that satisfy the free energy condition, specifically all elements of are $\{\mathbf{k}\}_{\mathbf{P}}$ and $\{\mathbf{P}-\mathbf{k}\}_{\mathbf{P}}$. Defining $\omega_{1}$ and $\omega_{2}$ as the free energies that satisfy $P_{0}=i\left(\omega_{1}+\omega_{2}\right)$, at leading order in $\epsilon$, Eq. A2 simplifies to

$$
\begin{equation*}
\langle 0| \mathcal{A}\left(x_{0}, \mathbf{P}\right) \mathcal{B}\left(y_{0}, \mathbf{P}\right)|0\rangle=-i L^{3} a\left[\frac{1}{4 \omega_{1} \omega_{2} \epsilon}\right]^{\star} b-a\left[\frac{1}{4 \omega_{1} \omega_{2} \epsilon}\right]^{\star} \mathbb{T}_{L}\left[\frac{1}{4 \omega_{1} \omega_{2} \epsilon}\right]^{\star} b \tag{A5}
\end{equation*}
$$

Here $a$ is understood as a row and $b$ as a column vector, $\left[1 /\left(4 \omega_{1} \omega_{2} \epsilon\right)\right]^{\star}$ is a matrix that acts in the restricted space of $\{\mathbf{k}\}_{\mathbf{P}}$ and $\{\mathbf{P}-\mathbf{k}\}_{\mathbf{P}}$ with value equal to $1 /\left(4 \omega_{1} \omega_{2} \epsilon\right)$, while $\mathbb{T}_{L}$ is a matrix with off-diagonal entries. If we next restrict attention to the set of momenta that satisfy the free energy conditions, then the $T$-matrix, $E q$. $A 3$, satisfies

$$
\begin{equation*}
\mathbb{T}_{L}=-\mathbb{K}+i \frac{1}{L^{3}} \mathbb{K}\left[\frac{1}{4 \omega_{1} \omega_{2} \epsilon}\right]^{\star} \mathbb{T}_{L} \tag{A6}
\end{equation*}
$$

At this stage we observe that, since $\mathbb{K}=\mathcal{O}(1)$, one can shown that

$$
\begin{equation*}
\mathbb{T}_{L}=-i L^{3}\left[\frac{1}{4 \omega_{1} \omega_{2} \epsilon}\right]^{-1}+\mathcal{O}\left(\epsilon^{2}\right) \tag{A7}
\end{equation*}
$$

Substituting this into Eq. A5 gives perfect cancellation of the $\mathcal{O}(1 / \epsilon)$ terms independent of the values of $a$ and $b$. This justifies the cancellation of free particle poles in Eq. 43, which is recovered by setting $a$ and $b$ equal to the Clebsch-Gordan coefficients.

However, it is common practice to restrict the scattering amplitude to a particular partial wave when obtaining the finite volume spectrum. Here we demonstrate how this approximation can lead to spurious free poles in the correlation function. Let $\mathbb{K}_{S}\left(n, P_{0}\right)$ and $\mathbb{T}_{S}\left(n, P_{0}\right)$ be the $S$-wave K-matrix and $T$ functions at the $n t h$ free particle pole which has a degeneracy of $N$. From Eq. A3, we see that these satisfy

$$
\begin{align*}
\mathbb{T}_{S}\left(n, P_{0}\right) & =-\mathbb{K}_{S}\left(n, P_{0}\right)+i \frac{N}{L^{3}} \frac{\mathbb{K}_{S}\left(n, P_{0}\right) \mathbb{T}_{S}\left(n, P_{0}\right)}{4 \omega_{1} \omega_{2} \epsilon}+\mathcal{O}\left(\epsilon^{2}\right)  \tag{A8}\\
\Rightarrow \mathbb{T}_{S}\left(n, P_{0}\right) & =-i \frac{4 \omega_{1} \omega_{2} L^{3}}{N} \epsilon+\mathcal{O}\left(\epsilon^{2}\right) \tag{A9}
\end{align*}
$$



FIG. 5. Shown is the diagrammatic representation of the correlation function defined in Eq. A2 in terms of the kernels (defined in Fig. 1(b)), the fully dressed single particle propagators (defined in Fig. 1(c)) and the finite volume loops. The "F. T." label around the braces reminds the reader that one must Fourier transform the energy-momentum correlation function to obtain the correct exponential dependence in time. The $T$ function, which is explicitly labeled, is defined in Eq. 38.

Substituting Eq. A9 into the s-wave reduction of Eq. A2, we deduce that free particle poles only cancel when

$$
\begin{equation*}
(1 / N) \sum_{R, R^{\prime} \in \mathrm{LG}(\mathbf{P})} a(R \mathbf{k}) b\left(R \mathbf{k}^{\prime}\right)=\sum_{R \in \mathrm{LG}(\mathbf{P})} a(R \mathbf{k}) b(R \mathbf{k}) . \tag{A10}
\end{equation*}
$$

If one chooses $a$ and $b$ to be Kronecker deltas in momentum, as has been done in previous work, the cancellation in Eq. A2 is lost, unless $N=1$. But this is a contradiction to the statement above, that free particle poles should not appear regardless of the values of $a$ and $b$ for any momentum. The apparent contradiction here is resolved by noting that the matrix $\mathbb{K}$ is only invertible if each row is linearly independent. However, in the case of S-wave amplitude the matrix is proportional to a matrix which has 1 in every single entry. Thus the matrix argument fails and the alternative argument shows that cancellation does not occur for all $a$ and $b$. Furthermore, we argue that imposing a scattering amplitude to exactly vanish for all but one partial waves at all values of momentum is unnatural. The only way to achieve this is to require all shape parameters of the partial waves not included to be equal to zero. Restricting the final results of quantization condition, the matrix elements of the two-particle interpolating operator and the matrix elements of the currents, Eqs. $1,57,58,91 \& 101$, to a single partial wave can be done if the contribution from higher partial waves is seen to be significantly suppressed at low energies. This is to say that the order of operations in studying finite volume physics is relevant and can lead to significantly different results.

From this discussion it is clear that if one is solely interested in obtaining the spectrum and is not in arriving at a nonperturbative expression for the correlation functions, it suffices to look at the poles of $\mathbb{T}_{L}$. As is evident from Fig. 5, the free particle poles correspond to zeros of $\mathbb{T}_{L}$, and consequently one does not need to worry about any spurious poles. Furthermore, the subtlety regarding the order of operations does not play a role when studying the pole structure of $\mathbb{T}_{L}$. Therefore, as was done in Ref. [66], one may first proceed to set the angular momentum to any partial wave desired and then obtain the quantization condition from the pole structure of $\mathbb{T}_{L}$.

## Appendix B: Generalization for twisted boundary conditions in asymmetric volumes

In the derivation of the master equations of this work, namely Eqs. $1,57,58,91 \& 101$, periodic boundary condition on the spatial extent of the cubic volume have been assumed. The periodicity constraint is encoded in the expression for the $\mathcal{Z}$ functions shown in Eq. 32, and this is generally true for arbitrary boundary conditions, and Ref. [85] demonstrated how to compactly write the $\mathcal{Z}$ functions in such a way that they accommodate the different geometries and boundary conditions. For relevant work that lead to this result, see Refs. [57, 67-69, 79, 83, 104, 130-132]. TBCs require that fields in general satisfy

$$
\begin{equation*}
\psi(\mathbf{x}+\mathbf{n} L)=e^{i \boldsymbol{\theta} \cdot \mathbf{n}} \psi(\mathbf{x}) \tag{B1}
\end{equation*}
$$

where $\theta$ is a three-dimensional real angle. Therefore, the free momentum of the $i t h$ in the $j t h$ channel will be equal to $\mathbf{p}_{j, i}=\frac{2 \pi \mathbf{n}_{i}}{L}+\frac{\phi_{j, i}}{L}$.

For asymmetric volumes, let $L$ to be the spatial extent of the z-axis and $\eta_{i}$ be defined such that $L_{x}=\eta_{x} L$ and $L_{y}=\eta_{y} L$. Using the notation $\tilde{\chi}=\left(\chi_{x} / \eta_{x}, \chi_{y} / \eta_{y}, \chi_{z}\right)$, one can readily find the most general form of the $c_{l m}$ and $\mathcal{Z}$ functions with arbitrary twist and asymmetric volumes

$$
\begin{align*}
c_{l m}^{\mathbf{d}, \phi_{j, 1}, \phi_{j, 2}}\left(k^{* 2} ; L ; \eta_{x}, \eta_{y}\right) & =\frac{\sqrt{4 \pi}}{\eta_{x} \eta_{y} \gamma L^{3}}\left(\frac{2 \pi}{L}\right)^{l-2} \times \mathcal{Z}_{l m}^{\mathbf{d}, \phi_{j, 1}, \phi_{j, 2}}\left[1 ;\left(k^{*} L / 2 \pi\right)^{2} ; \eta_{x}, \eta_{y}\right]  \tag{B2}\\
\mathcal{Z}_{l m}^{\mathbf{d}, \phi_{j, 1}, \boldsymbol{\phi}_{j, 2}}\left[s ; x^{2} ; \eta_{x}, \eta_{y}\right] & =\sum_{\substack{\mathbf{r} \in \mathcal{P}_{\mathbf{d}, \eta_{x}, \eta_{y}}^{\phi_{1}, \phi_{2} ;}}} \frac{|\mathbf{r}|^{l} Y_{l m}(\mathbf{r})}{\left(\mathbf{r}^{2}-x^{2}\right)^{s}} \tag{B3}
\end{align*}
$$

where $\mathcal{P}_{\mathbf{d} ; \eta_{x}, \eta_{y}}^{\phi_{1}, \phi_{2}}=\left\{\mathbf{r} \in \mathbf{R}^{3} \left\lvert\, \mathbf{r}=\hat{\gamma}^{-1}\left(\tilde{\mathbf{m}}-\alpha_{j} \tilde{\mathbf{d}}+\frac{\tilde{\mathbf{\Delta}}^{(j)}}{2 \pi}\right)\right.\right\}$, where $\mathbf{m}$ is a triplet integer, $\tilde{\boldsymbol{\Delta}}^{(j)}=-\left(\alpha_{j}-\frac{1}{2}\right)\left(\tilde{\phi}_{j, 1}+\tilde{\boldsymbol{\phi}}_{j, 2}\right)+$ $\frac{1}{2}\left(\tilde{\phi}_{j, 1}-\tilde{\phi}_{j, 2}\right)$ and $\tilde{\mathbf{d}}=\mathbf{P} L / 2 \pi$. Additionally, one obtained an overall factor of $\sqrt{\eta_{x} \eta_{y}}$ in Eqs. $9,57 \& 58$, i.e. one must make the following replacements

$$
\begin{align*}
\left.|\langle 0| \varphi(0, \mathbf{k})| E_{k}^{(1)}\right\rangle \mid & \longrightarrow \sqrt{\frac{\eta_{x} \eta_{y} L^{3}}{2 \omega_{k}}}  \tag{B4}\\
\left.\left|\langle 0| \mathcal{O}_{\Lambda \mu, a}(0, \mathbf{P})\right| E_{\Lambda, n}\right\rangle \mid & \longrightarrow \sqrt{\eta_{x} \eta_{y} L^{3}} \sqrt{\left[\mathbb{Y}_{\Lambda \mu, n} R_{\Lambda, n} \mathbb{Y}_{\Lambda \mu, n}^{\dagger}\right]_{a a}} \tag{B5}
\end{align*}
$$
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[^0]:    ${ }^{\text {a }}$ rbriceno@jlab.org
    b mth28@uw.edu
    c walkloud@wm.edu
    ${ }^{1}$ For important theoretical and numerical developments regarding nonleptonic weak decay on the lattice see Refs. [26, 33-53].

[^1]:    ${ }^{2}$ During the preparation of this manuscript a similar and independent work by A. Agadjanov, et al., appeared in the literature [56]. In their work, the authors considered pion-photoproduction off a nucleon, $N \gamma \rightarrow N \pi$ in the non-relativistic limit. The authors demonstrated how to study transitions amplitudes for systems with nonzero intrinsic spin. In doing so, they restrict the final two-particle state to be at rest and neglect corrections due to partial wave mixing, but they do allow for the finite volume of the systems to have an asymmetry along one of the cartesian axes.
    ${ }^{3}$ It is often customary to label correlation functions by the total number of particles in the initial and final states. However, in this work, we find it more convenient to label all correlation functions with no insertion of external currents as two-point correlation functions and those with an external current as three-point correlation functions.
    ${ }^{4}$ There have also been attempts to generalize this formalism for three-particle systems [86-89], but a general solution for the three body system in a finite volume has not been found.

[^2]:    ${ }^{5}$ For details regarding the construction of these operators from quark and gluonic degrees of freedom we direct the readers to Refs. [70, 74, 114-121] and references therein.
    ${ }^{6}$ For QCD near the physical point there are no stable scalar particles, only pseudoscalar mesons. At unphysical quark masses, by contrast, one finds stable scalar particles as well. Additionally, although LQCD is the motivation for this work, this formalism is model independent and is relevant for studying hadronic physics as well as atomic physics in a finite volume. (See Refs. [122, 123] and references within for examples of atomic physics calculations performed in a finite volume.) See Ref. [56] for insight into how to deal with states with nonzero spin in the non-relativistic limit.

[^3]:    ${ }^{7}$ For a system with a $\mathbb{Z}_{2}$ symmetry, such as G-parity for $\pi \pi$ in the isospin limit of QCD, this corresponds to the lowest four-particle threshold. For systems without such symmetries it corresponds to the lowest three-particle threshold.
    8 Throughout this work $\mathcal{O}$ will denote an operator that has overlap with a two-particle state and $\varphi$ will refer to a single particle operator. Of course in general these must couple to all states with the appropriate quantum numbers.
    ${ }^{9}$ We note that for physical particle masses the $K \bar{K}$ threshold exceeds the four pion threshold. Since coupling to this state is ignored in the present formalism, application to $\pi \pi, K \bar{K}$ is only valid for unphysical heavy pions and will otherwise introduce systematic uncertainties on extracted quantities.

[^4]:    ${ }^{10}$ Our definition of $c_{l m}$ differs from Ref. [27] by an overall sign.

[^5]:    11 The use of pole prescription here is somewhat subtle. If we restrict the Euclidean-signature time component $P_{0}$ to be real, then no pole prescription is needed. However if $P_{0}$ is imaginary and thus $P_{0, M}$ is real, then poles appear in the region of integration. Our definition requires always performing time component integrals with $P_{0, M}$ off the real axis, as in the standard $i \epsilon$ prescription. This produces integrals over spatial components of the form of Eq. 30 . These are always to be evaluated with real $P_{0, M}$ and with the principal value pole prescription. Alternatively one may use the $i \epsilon$ prescription for both the time-component and spatial-component parts of each two-particle loop integral, but then one must take only the real part.

[^6]:    12 We stress that the exponentially suppressed corrections may be large near threshold so that keeping such terms may be important.
    13 This is also commonly known as the adjoint of a matrix, but given the context of this work, this nomenclature could be confused with the Hermitian conjugate. Therefore, we refer to this matrix as the adjugate to avoid confusion.

[^7]:    ${ }^{14}$ This mixing is also present for the coupled-channel generalization of Lellouch-Lüscher presented in Ref. [54].

[^8]:    15 Note that Fig. 3 shows the expression for the correlation function when an arbitrary number of final two-particle states are present. The single channel scenario is recovered by suppressing the dependence on the $a$ index and reducing all matrices in the channel space to scalars.

[^9]:    ${ }^{16}$ It is important to remember that at the physical point, the $\eta$ is a resonance that decays approximately one third of time to $3 \pi^{0}$ [129]. However the width of $1.31 \pm 0.05 \mathrm{keV}$ [129] is sufficiently narrow that treating the resonance as stable would likely be a good approximation. In this approach, resolving the finite volume spectrum where the $\eta$ resides will most likely require having three-body operators. Additionally, at the physical point one can no longer neglect mixing between $K \pi$ and $K \pi \pi$, which our formalism does not accommodate.

