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We investigate the vector and axial currents induced by external electromagnetic fields and chem-
ical potentials in chiral systems at finite temperature. Similar to the normal Hall effect, we find that
an axial Hall current is generated in the presence of the electromagnetic fields along with an axial
chemical potential, which may be dubbed as the ”chiral Hall effect”(CHE). The CHE is related to
the interactions of chiral fermions and exists with the a nonzero axial chemical potential. We argue
that the CHE could lead to nontrivial charge distributions at different rapidity in asymmetric heavy
ion collisions. Moreover, we study the chiral electric waves(CEW) led by the fluctuations of the
vector and axial chemical potentials along with the chiral electric separation effect(CESE), where
a density wave propagates along the applied electric field. Combining with the normal/chiral Hall
effects, the fluctuations of chemical potentials thus result in Hall density waves. The Hall density
waves may survive even at zero chemical potentials and become non-dissipative. We further study
the transport coefficients including the Hall conductivities, damping times, wave velocities, and
diffusion constants of CEW in a strongly coupled plasma via the AdS/CFT correspondence.

I. INTRODUCTION

The anomalous transport induced by electromagnetic fields has been widely studied recently. In the presence of
an axial chemical potential, a vector current will propagate parallel to an applied magnetic field led by triangle
anomalies, which is the renowned chiral magnetic effect(CME)[1–4]. Although this effect was initially found in the
deconfined phase, it may exist in the hadronic phase as well[5]. Analogous to CME, a vector chemical potential
can generate an axial current along the magnetic field, which is the so-called chiral separation effect(CSE)[6]. These
effects have been further derived from varieties of different approaches, including relativistic hydrodynamics [7–11],
kinetic theory [12–22], and lattice simulations[23–27]. Also they were analyzed in the strongly coupled plasmas
through the AdS/CFT correspondences[28–34]. However, in the Sakai-Sugimoto(SS) model as a commonly used
model for AdS/QCD[35, 36], CME may disappear when requiring both gauge-invariance and conservation of the
vector current[28, 29, 31, 37]. For a recent review of CME/CSE and related topics, see e.g. [38, 39] and the references
therein. The effects are particularly important in the heavy ion experiments, where the charge separation could arise
from the strong magnetic field produced from the colliding nuclei and non-vanishing chemical potentials in the quark
gluon plasma(QGP). In light of CME/CSE, it was proposed that the thermal fluctuations of the vector and axial
chemical potentials in thermal plasmas can further result in density waves propagating along the magnetic field as
the chiral magnetic waves(CMW)[3]. In [3], the dispersion relation of CMW was investigated in the framework of
the SS model with zero chemical potentials. As shown in [40], the CMW could generate a chiral dipole and a charge
quadrapole in QGP, which may contribute to the charge asymmetry of elliptic flow v2 measured in the relativistic
heavy ion collider(RHIC)[41, 42]. Further study of CMW in an expanding QGP can be found in [43]. In addition to
the anomalous effects, the strong magnetic field also gives rise to profound phenomena such as the enhanced photon
production [44–49], which could be crucial for the large elliptic flow observed in RHIC [50] and in the large hadron
collider(LHC)[51], the production of heavy quarkonia[52–54], and the modified shear viscosity of QGP[55, 56].
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TABLE I: A brief summary to CME, CSE, CESE, CHE, CMW and CEW. Here µV , µA are vector and axial vector chemical
potentials, respectively. jv and ja are vector and axial vector current. σa, (σv)zy, (σa)zy are transport coefficients.

Currents Possible phenomena

Chiral Magnetic Effect jv = e
2π2 µAB, charge separation along B field

Chiral Separation Effect ja = e
2π2 µV B, chirality separation along B field

Chiral Electric Separation ja = σaE, charge and chirality separation
Effect along E field

Chiral Hall Effect jv,z = (σv)zyEy, charge and chirality separation
ja,z = (σa)zyEy, in rapidity direction

Chiral Magnetic Wave Evolution equations for density wave induced by magnetic field
currents with CME, CSE and charge separation along B field

Chiral Electric Wave Evolution equations for density wave induced by electric field,
currents with CESE, CHE charge separation along E field

and rapidity direction

In addition to the strong magnetic field, a strong electric field could be produced in heavy ion collisions as well.
The strong electric field having the magnitude of m2

π with mπ being the mass of pions could exist in the asymmetric
collisions such as the Au nucleus to the Cu nucleus in early times[57]. Furthermore, the electric field can be comparative
to that of the magnetic field on the basis of event-by-event fluctuations even in the symmetric collisions[58, 59]. A novel
phenomenon called chiral electric effect(CESE) has been proposed in [60], where an axial current can be produced
parallel to the electric field in the presence of both vector and axial chemical potentials. The direct-current(DC)
conductivity of the axial charge was found to be proportional to the product of the axial chemical potential and the
vector chemical potential in the weakly coupled QED with small chemical potentials compared to the temperature of
the medium. Such a relation was later verified in the strongly coupled scenario in the SS model[61]. Moreover, the
relation is approximately hold even for large chemical potentials. Unlike CME/CSE, since CESE is not contributed by
the Chern-Simons(CS) term related to the axial anomaly but only by the nonzero vector and axial chemical potentials,
the axial current from CESE in the SS model is well defined. Besides, in Ref.[62], the studies of electric conductivities
of non-singlet currents in a weakly coupled QCD system with multi-flavors implies that the similar behavior of axial
conductivities in small chemical potentials could also observed in QCD. Similar to CMW, the density fluctuations
may induce the propagating waves along the electric field as the chiral electric waves(CEW)[60]. In phenomenology,
the combination of CME and CESE could possibly generate quadrapole distribution of charge particles when the
electric field and magnetic field are perpendicular to each other as in the asymmetric collisions. It is thus imperative
to further investigate CESE and CEW.
We will continue our study in [61] to further explore the CESE and CEW with arbitrary chemical potentials. From

the classical electrodynamics, the presence of both an electric field and a magnetic field perpendicular to each other
should yield a Hall current perpendicular to both applied fields. Since the CESE is analogous to the normal transport
process which is governed by the interaction between the chiral particles, we will find an axial Hall current similar to
the axial current parallel to the electric field in the absence of the axial anomaly.
In general, we analyze the CESE, classical Hall effect, and chiral Hall effect(CHE) in chiral systems in the presence

of external electromagnetic fields and also investigate the propagating waves caused by the density fluctuations with
arbitrary chemical potentials. Nevertheless, we will assume that the interaction between the chiral particles dominates
the topological effect and thus neglect the CME/CSE. In addition, we will implement the SS model to compute the
transport coefficients including the damping times, wave velocities, and diffusion constants of CEW.
For convenience, we briefly summarize CME, CSE, CESE, CHE, CMW and CEW in Tab. I.
This paper is organized in the following order. In section II, we review the classical Hall effect and derive the axial

Hall current. In section III, we will discuss the phenomenological implications of the CESE and CHE. In section IV,
we then generalize both the CMW and CEW to the cases with arbitrary chemical potentials. Also, we analyze the
CEW on the basis of the CESE and CHE. In section V, we review the setup of the SS model in a chiral symmetric
phase at finite temperature with chemical potentials and a constant electric field perpendicular to a constant magnetic
field, where we further derive the axial Hall current. In section VI, we will analyze the CESE and CHE in different
limits and present the numerical results in the framework of the SS model. In section VII, we numerically solve
for CEW in the SS model. In addition, we briefly compare the CEW at small chemical potentials in the strongly
coupled QCD with that in the weakly coupled QED. Finally, we make a brief summary and outlook in section VIII.
Throughout the paper, we will set B = Bxx̂, E = Ey ŷ when we discuss the Hall and chiral Hall effects, where E and
B denote the external electric and magnetic fields in our systems.
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II. HALL EFFECT AND CHIRAL HALL EFFECT

In classical physics, the Hall current is coming from the balance of two forces in a conductor, i.e. the electric and
magnetic forces,

eE = −ev ×B, (1)

where v is the velocity of a single electron or positron and e is the charge of particles. In a many body system,
multiplying the number density of particle, n, to the both sides of above equations, yields,

neE = −nev ×B. (2)

Recalling the charge currents in an equilibrium state, jeq0 = n, jeq(x) = nv̄, with v̄ the average of the particles’
velocities at point x. Without external fields, the system will be homogenous and jeq(x) = nv̄ → 0 in the local rest
frame. In the present of external fields, most of particles will be accelerated by E field and become the normal electric
conducting flow. While a few particles, which move orthogonal to E,B fields and satisfy Eq. (1), will not feel the
external fields and cause a new current j. Neglecting high order terms of E,B, this new current will satisfy,

j0E = −j×B, (3)

Since the current is proportional to the absolute value of E field, one can consider it as another conducting flow and
introduce the conductivity tensor as,

ji = σijeEj , (4)

If E = Eŷ, B = Bx̂, then we find,

σzy = − n

eB
, (5)

which is Hall conductivity. Note that, above discussion cannot be applied to a small B field case, otherwise, the
balance of two forces will never be reached, if |E| > c|B|, with c the speed of light. Since, if B = 0, there will be no
Hall effect, therefore, we expect that in small B case, the Hall conductivity will be,

σzy = −nτ2HeB, (6)

where τH is parameter with dimension MeV −2. Physically, τH is related to the interaction between particles. Since
when B is too weak, the interaction from particles will give an effective force to each particles and the force will help
to satisfy Eq. (1). As shown in Eq.(111) at Appendix A, the τH can be solved in weakly magnetic field limit in
Langevin equations (108), i.e. τH = ξM , with ξ the drag coefficient related to the interactions and M the mass of
particles. A systematic discussion in both strong and weak B limit via Langevin equation and Boltzmann equation
with relaxation time approaches is shown in Appendix A.
Although it seems that the normal electric conductivities σii vanishes in this discussion, for a fixing E and B

fields, as we mentioned, only a few particles could satisfy Eq. (1) and others will still be accelerated by the E field.
Therefore, the normal electric conducting flow is still there. This can be understood in the language of the Lagevin
equations or Boltzmann equations, as shown in Eq. Appendix A.
Now let us extend our discussion to a chiral fermion system. In this case, the single charge current will become the

right and left handed currents, jR and jL. In the present of axial chemical potential µA, the Hall conductivities in
Eq. (5, 6) for jR/L will be different because of nR 6= nL,

(jR/L)i = (σR/L)ijEj . (7)

Therefore, the vector and axial vector currents are defined as,

jv =
1

2
(jR + jL), ja =

1

2
(jR − jL).

There will be a chiral Hall effect(CHE) caused by the differences of Hall conductivities of right and left handed
fermions. If E = Ey ŷ, B = Bxx̂, we can define the normal Hall conductivity,

(σv)zy = −(σv)yz =
1

2
(σR + σL)zy, (8)
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and the chiral Hall conductivity,

(σa)zy = −(σa)yz =
1

2
(σR − σL)zy. (9)

Now we can discuss the property of the normal and chiral Hall conductivity. The parity transformation, x → −x,
will lead to

(σa)zy(x) = −(σa)zy(−x), (σv)zy(x) = (σv)zy(−x), (10)

which implies that σ5H ∝ µA, since in the macroscopic scaling, there is only a pseudo scalar in our system, µA. In a
small µV and µA limit, from Eq. (5, 6), we find, in a weak B field case,

(σv)zy = χeeBxµV ,

(σa)zy = χ5eeBxµA, (11)

and in a strong B field case,

(σv)zy = χ′
eT

2µV /(eBx),

(σa)zy = χ′
5eT

2µA/(eBx), (12)

with χe,5e, χ
′
e,5e dimensionless function of T and E.

A similar effect can be observed in an anisotropic fluid with Berry phase. When neglecting the interactions between
particles, at an external electric and magnetic fields, the effective velocity of a single right handed Weyl fermions
reads [14–16],

ẋ =
p

|p| +E×Ω+B(
p

|p| ·Ω), (13)

where p is the momentum of that particle and Ω = p/(2|p|3) is the Berry curvature. The right handed current is
defined by

jR =

∫

d3p

(2π)3
ẋf(x, p) = nRv +E×

∫

d3p

(2π)3
Ωf(x, p) +

λ

2
µAB, (14)

where f(x, p) is the distribution function. The third term gives the CME. Once f(x, p) is anisotropic in momentum
space, the second term will induce a current perpendicular to the electric field. However, this current can survive
even if B = 0. In a 2+1 dimensional non-interacting fermion system, similar effects from Chern-Simions term in an
effective action of 2+1 dimensional QED are also appear [63]. Quite different with above effects, the Hall and chiral
Hall effects depends on interactions and can survive without topological effects and Berry phase.

III. PHENOMENOLOGICAL IMPLICATIONS

The CESE and CHE may have important implications for the phenomenology of heavy ion collisions. For simplicity,
we consider a system with only u and ū quarks in the following discussion. If µV > 0 or µV < 0, there will be more
particles or anti-particles, respectively. On the contrary, if µA > 0 or µA < 0, there are more right or left handed
fermions.
In the following discussion, we will assume there is a small net positive µV after the two nuclei collide with each

other since totally there are more particles than anti-particles. For CME and CSE, a finite µA is not necessary, since
the CSE will induce a finite µA with the evolution. Nevertheless, to simplify the condition in the presence of both
electric and magnetic fields, we ignore the detail of the axial charge distribution from CSE and just assume there
exists a net positive µA as an initial condition when we discuss CESE and CHE. One can consider the net µA to be
induced by CSE or by fluctuations or topological transitions of QCD vacuum in each events.
Firstly, we will give a brief review to the scenario caused by the CME and CSE. In the relativistic non-central heavy

ion collisions, two nuclei collide with each other through the z direction as the beam direction shown in Fig. 1 and
a very strong magnetic field B appears perpendicular to the reaction plane, which is at the x direction in Fig. 1(a).
According to the CSE, because of the nonzero net baryon chemical potential, the strong magnetic field will induce an
axial current and a local axial chemical potential µA. For example, assuming the reaction plane is on the y− z plane
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(a)CSE and CME (b)CESE and CME

(c)Hall and chiral Hall effects

FIG. 1: A schematic illustration for (a) CSE, (b) CESE and (c) Hall and chiral Hall effects. In (b,c), for simplicity, we have
assumed the system has a µA > 0. In those figures, two nuclei collide through the z direction. The strong magnetic and electric
fields are at x and y directions. The origin of the frame is set to be the center of the fireball. In (c), we find a possible charge
and chirality separation induced by Hall and chiral Hall effects in the z direction.

in Fig.1, in the x > 0 or x < 0 region, the CSE will lead µA > 0 or µA < 0. When there exists a local axial chemical
potential, the CME will give rise to the charge separation, where the positive-charged particles will be pushed away
from the reaction plane as illustrated in the right panel of Fig.1(a). These dynamical and reaction-plane-dependent
fluctuations of electric charge is expected not to vanish when averaged over lots of events. A possible result from
these effects is the charge asymmetry encoded by the v2 difference of π±[40].
In [60], the authors considered a small global axial chemical potential induced by fluctuations or topological tran-

sitions of QCD vacuum in each events. For example, as shown in Fig.1(b), we assume there is a global µA > 0 in a
certain event. In the Cu+Au collisions, because of geometric asymmetry of the nuclei, there will be a large electric
field from Au to Cu in the early stage[57], e.g. as shown in Fig.1(b), the E field is along the y direction. Because
of the normal electric conduction jv ∝ E , the positive and negative charged particles will be dragged to the y > 0
and y < 0 region, respectively. However, since the CESE yields ja ∝ µV µAE, the right and left handed quarks will
also be pushed to the y > 0 and y < 0 region, respectively. Therefore, the electric field enhances the charge and
chirality separation. Now in y > 0 region, there are more positive-charged particles and more right-handed particles,
i.e. locally µV > 0, µA > 0. While in y < 0 region, there are more negative-charged particles and more left-handed
particles, i.e. locally µV < 0, µA < 0.
Now we can add the CME and CSE to the system. As shown in the right panel of Fig.1(b), in the y > 0 region,

since jv ∝ µAB and ja ∝ µV B with µV , µA > 0, the positive-charged and right-handed (or negative-charged and left-
handed) quarks will move along (or along the opposite direction of) the B field and accumulate in the x > 0 (or x < 0)
side. Similarly, in the y < 0 region, the opposite processes will occur because of µV , µA < 0. In x > 0 sider of y < 0
region, the positive-charged and right-handed particles will move along the opposite direction of the B field. Note
that, initially there is the net µV > 0 after the collisions. Therefore, after the evolution in x > 0 side there will still
be more positive-charged particles at y > 0 region than negative-charged particles at y < 0 region. Eventually, the
combinations of magnetic and electric fields might cause a quadrupole distribution at certain angle Ψq with respect
to the reaction plane.
The Hall and chiral Hall effects are expected to play a role in such strong electric and magnetic fields. However, the

dynamics evolution is very complicated and the quantitative predictions require numerical studies in hydrodynamics.
Here, we will only discuss some possible phenomena in a qualitative description. For simplicity, we neglect all other
chiral effects expect Hall and chiral Hall effects. As illustrated in Fig. 1(c), in heavy ion collisions, the fireball
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is approximately boost-invariant along the z direction as the beam direction in Fig.1(c). Since both magnetic and
electric fields are at the transverse plane (x, y) plane in Fig. 1(c), according to (5) and (12), the Hall and chiral Hall
effects will only induce currents anti-parallel or parallel to the z direction. For example, we assume there is a global
net µA > 0 and µV > 0 in the QGP. Since jv,z ∝ −nv ∝ −µV , the positive-charged particles will move anti-parallel
to z direction, while the negative-charged particles will move parallel to z direction. From ja,z ∝ −na ∝ −µA, the
chirality separation happens similarly. It will further causes the nontrivial charge distribution with rapidity. Note
that an axial Hall current can be generated by the CHE even at µV = 0. Furthermore, when combining the CESE,
CME, and CHE, we might find the difference in charge asymmetry of the flow coefficients vn of charged pions with
different rapidity. For example, we could expect that the quadrapole distribution will be enhanced in the backward
rapidity but reduced in the forward rapidity.
In the next section, we will study the propagating waves coming from the density fluctuations and the above effects,

while we only consider the fluctuations of currents and then solve the linearized desperation relation and discuss all
possible propagating modes. We will leave the numerical studies based on hydrodynamic simulations in the future.

IV. DENSITY WAVES WITH FINITE CHEMICAL POTENTIALS

A. Chiral Magnetic Waves

We firstly review the derivation of CMW from the CME and CSE in the right-handed and left-handed (R/L) bases
in the presence of an external magnetic field. However, we will consider the presence of nonzero chemical potentials
and electric conductivities of the medium. The CME and CSE along with the internal electric fields yield

jR = λµRB+ eσREin, jL = −λµLB+ eσLEin, (15)

where λ = Nce/(2π
2) and σR/L denote the electric conductivities for right/left handed fermions and B denotes a

constant strong background magnetic field. Therefore, the fluctuations of magnetic fields from the charged particles
could be neglected. For simplicity, we further consider a decoupled system, where the right-handed fermions do not
interact with the left-handed fermions. The Ein here represents an ”internal” electric field, which may come from a
charged medium. Given that the right-handed fermions do not interact with left-handed fermions, we may assume
that µR(σR) and µL(σL) depend on j0R and j0L, respectively. By implementing the conservation equation ∂µj

µ = 0
and ∇ ·B = 0, ∇ · Ein = j0v , we obtain

∂0j
0
R + λB · ∇µR + eσRj

0
v + eEin · ∇σR = 0,

∂0j
0
L − λB · ∇µL + eσLj

0
v + eEin · ∇σL = 0. (16)

We then introduce the fluctuations of the charge densities in R/L bases,

j0R/L → nR/L + δj0R/L. (17)

Inserting the static charge densities nR/L or nv/a back to (16) and assuming σR/L and µR/L uniform, we can solve
the charge densities directly, i.e. nv = n0,v exp (−eσvt) + const., with n0,v constant given by initial conditions. That
implies the nonzero charge density will eventually damp out with the damping time τc = 1/(eσv), which was as well
indicated in [60]. Therefore, the time scale of the fluctuations δjR/L or δjv/a is required to be much smaller than the
damping time τc. Fortunately, we find in the following model used in Sec. VI, the damping time scale is about a few
fm/c.
By using the results in our previous study of the DC conductivities in holography in [61], we get eσv ∼ 5T σ̂v with σ̂v

being a dimensionless constant depending on the ratios of vector and axial chemical potentials to temperature. When
T = 200 MeV as the average temperature in RHIC, we obtained eσv ∼ 26 MeV for µV = µA = 0 and eσv ∼ 36 MeV
for µV = 4T and µA = 0. The corresponding characteristic times are τc ∼ 7.6fm/c and τc ∼ 5.5fm/c, respectively.
These values of the damping times are sufficient long to compare with the fluctuations we assumed here. In this case,
we can just simply consider nR/L or nv/a as constants in our following discussion. Similarly, according to the lattice
calculations[64–66], the DC conductivity of a static QGP is eσv ∼ 5.8T/Tc MeV with Tc the critical temperature.
The damping time scale is about τc = 1/(eσv) ∼ 17 − 34fm/c for T ∼ Tc − 2Tc as the temperature of the QGP in
RHIC.
From (15), we find

δjR = λαRδj
0
RB+ eβRδj

0
REin, δjL = −λαLδj

0
LB+ eβLδj

0
LEin, (18)
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where

αR/L =

(

∂µR/L

∂j0R/L

)

j0R/L→nR/L

, βR/L =

(

∂σR/L

∂j0R/L

)

j0R/L→nR/L

. (19)

By assuming an uniform charge distribution, where nR/L are spacetime independent, (16) becomes

∂0δj
0
R + λαRB · ∇δj0R + eβRnvδj

0
R + eσRδj

0
R + eβREin · ∇δj0R = 0,

∂0δj
0
L − λαLB · ∇δj0L + eβLnvδj

0
L + eσLδj

0
L + eβLEin · ∇δj0L = 0. (20)

Here we assume that µR/L and σR/L have no spacial dependence, while their fluctuations do. For Ein ≪ B, we may
drop the last terms explicitly depending on the electric field, whereas we could preserve the terms contributed by
nonzero βR/L and σR/L. We may now rewrite (20) in terms of the vector/axial(v/a) bases, which reads

∂0δj
0
v + λ(α−B · ∇δj0v + α+B · ∇δj0a) + env(β+δj

0
v + β−δj

0
a) + eσvδj

0
v = 0,

∂0δj
0
a + λ(α−B · ∇δj0a + α+B · ∇δj0v ) + env(β−δj

0
v + β+δj

0
a) + eσaδj

0
v = 0, (21)

where

δjµv/a =
1

2
(δjµR ± δjµL), α± =

1

2
(αR ± αL), β± =

1

2
(βR ± βL), σv/a =

1

2
(σR ± σL). (22)

By taking δj0v/a = Cv/ae
−iwt+ik·x with Cv/a being constants, we derive the dispersion relation

ω± = λα−B · k− ienvβ+ − ieσv

2
±
√

(λα+B · k− ienvβ−) (λα+B · k− ie(nvβ− + σa))−
e2σ2

v

4
, (23)

where Ca = ±Cv. In the hydrodynamic description, we may make a small-momentum expansion of the right hand
side in (23),

ω± = −ie
(

nvβ+ +
σv

2

)

∓ ie

√

n2
vβ

2
− + nvβ−σa +

σ2
v

4
+ λ



α− ± α+(2nvβ− + σa)
√

4n2
vβ

2
− + 4nvβ−σa + σ2

v



B · k

± iα2
+λ

2
(

σ2
v − σ2

a

)

(B · k)2

e
(

4n2
vβ

2
− + 4nvβ−σa + σ2

v

)3/2
+O

(

(B · k)3
)

. (24)

The momentum-independent terms above characterize the damping effect and the prefactors of the terms linear to k

corresponds to the wave velocity. The last term proportional to k2 is associated with the diffusion.
For a chargeless system (nv = 0), the two modes become

ω+ = −ieσv + λ

(

α− + α+
σa

σv

)

B · k+ i(eσv)
−1α2

+λ
2

(

1− σ2
a

σ2
v

)

(B · k)2 +O
(

(B · k)3
)

,

ω− = λ

(

α− − α+
σa

σv

)

B · k− i(eσv)
−1α2

+λ
2

(

1− σ2
a

σ2
v

)

(B · k)2 +O
(

(B · k)3
)

. (25)

In the limit of nv = 0 and σv/a = 0, the dispersion relation in (23) further reduces to

ω± = λ(B · k)(α− ∓ α+) = −λ(B · k)αL or λ(B · k)αR. (26)

It turns out that there exist two wave velocities vχ = Nc|eB|αR/L/(2π
2). For small chemical potentials (small charge

densities), αR = αL, the two velocities become degenerate. Our result then reduces to what has been found in [3].

B. Chiral Electric Waves

Generally, in a QCD plasma, the interaction between left and right handed fermions will play a role to the prop-
agating modes. However, since we will only investigate those modes by SS model, in which there are no effective
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interactions between the fermions with different chiralities, we will neglect this kind of interaction in the following
discussion, i.e. we assume σR (or σL) will only be functions of T and µR (or µL), respectively.
By following the same strategy, we can derive the CEW in the presence of an external electric field. We may start

with

jR = eσR(µR)E = eσR(j
0
R)E, jL = eσL(µL)E = eσL(j

0
L)E. (27)

In general, we set E = Eex + Ein, where Eex and Ein denote the external and internal electric fields, respectively.
We may assume that the external electric field is a constant field, whereas ∇ · Ein = j0v . Similarly, we introduce the
fluctuations of the currents,

δjR/L = eβR/Lδj
0
R/LE. (28)

The conservation equation ∂µj
µ = 0 then leads to

∂0j
0
R/L + eE · ∇σR/L + eσR/L∇ ·E = 0. (29)

By further perturbing the above equation and utilizing ∇ · E = j0v and δσR/L = βR/Lδj
0
R/L, we find

∂0δj
0
R/L + eβR/LE · ∇δj0R/L + eβR/Lnvδj

0
R/L + eσR/Lδj

0
v = 0. (30)

Here E in the above equation is the total electric field. In a strong external field case, the contribution from Eex

is dominant, where the one from Ein can be neglected. However, in the absence of external fields, Ein becomes
dominant. Actually, in this case, this term plays an important role to guarantee the conservation of the total charge
number. Especially, in the nv = 0 limit, this term will be proportional to Ein ·k and finally appear in (34). Although
it will be subleading in terms of the fluctuations in the bulk, it will be in the order linear to δj0R/L on the surface of

the medium, which yields the propagation of density waves outward the thermal medium. The argument for the Hall
current in (40) is similar.
We may further rewrite (30) in terms of the v/a bases,

∂0δj
0
v + e(β+E · ∇δj0v + β−E · ∇δj0a + nvβ+δj

0
v + nvβ−δj

0
a + σvδj

0
v) = 0,

∂0δj
0
a + e(β−E · ∇δj0v + β+E · ∇δj0a + nvβ−δj

0
v + nvβ+δj

0
a + σaδj

0
v) = 0. (31)

When taking δj0v/a = Cv/ae
−iwt+ik·x with Cv/a being constants, the dispersion relation reads

ω± = eβ+E · k− ienvβ+ − ieσv

2
± e

√

(β−E · k− invβ−) (β−E · k− i(nvβ− + σa))−
σ2
v

4
. (32)

By expanding (32) with the momentum in the hydrodynamic approximation, we obtain

ω± = −ie

(

nvβ+ +
σv

2
±
√

n2
vβ

2
− + nvβ−σa +

σ2
v

4

)

+ e



β+ ± β−(2nvβ− + σa)
√

4n2
vβ

2
− + 4nvβ−σa + σ2

v



E · k

± ieβ2
−

(

σ2
v − σ2

a

)

(E · k)2
(

4n2
vβ

2
− + 4nvβ−σa + σ2

v

)3/2
+O

(

(E · k)3
)

. (33)

Similar to CMW, for a chargeless system (nv = 0), we find two modes,

ω+ = −ieσv + e

(

β+ + β−

σa

σv

)

E · k+ ieσ−1
v β2

−

(

1− σ2
a

σ2
v

)

(E · k)2 +O
(

(E · k)3
)

,

ω− = e

(

β+ − β−

σa

σv

)

E · k− ieσ−1
v β2

−

(

1− σ2
a

σ2
v

)

(E · k)2 +O
(

(E · k)3
)

. (34)

When considering the chargeless case (nv = 0, σv/a = 0), the dispersion relation in (32) reduces to

ω± = e(E · k)(β+ ∓ β−) = −e(E · k)βL or e(E · k)βR. (35)

This result is very similar to that for CMW. Although the wave velocity of CEW is dictated by the fluctuations of the
conductivities, it implicitly depends on the fluctuations of the chemical potentials which influence the conductivities.
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We may now consider the CEW in the limit of small chemical potentials. In light of the assumption in [60] based
on the symmetries, the currents in R/L bases are

jR/L = e(σ0 + ρµ2
R/L)E, (36)

where ρ is a function of temperature. Note that we drop the interaction between the R/L sectors, which is interpreted
as the screening in [60]. From (36), the CESE is given by

jv = e
(

σ0 + ρ(µ2
v + µ2

a)
)

E,

ja = eχeµvµaE, (37)

where χe = 2ρ. Given that µR/L = αR/Lj
0
R/L [73], which corresponds to the case with small densities, we obtain

βR/L = 2ρα2
R/LnR/L. (38)

For small chemical potentials, we have αR = αL = α+, which yields

β+ = 2ρα2
+nv, β− = 2ρα2

+na. (39)

The wave equations in (31) up to O(nv/a) now reduces to

∂0δj
0
v + 2eρα2

+(nvE · ∇δj0v + naE · ∇δj0a) + eσ0δj
0
v = 0,

∂0δj
0
a + 2eρα2

+(naE · ∇δj0v + nvE · ∇δj0a) = 0. (40)

We may compare (40) with the result found in [60]. By definitions, we find

αv =
∂µv

∂j0v
=

1

2

(

∂µR

∂j0R

∂j0R
∂j0v

+
∂µL

∂j0L

∂j0L
∂j0v

)

= α+,

αa =
∂µa

∂j0a
=

1

2

(

∂µR

∂j0R

∂j0R
∂j0a

− ∂µL

∂j0L

∂j0L
∂j0a

)

= α+ = αv. (41)

When turning off the magnetic field and taking χe = 2ρ and ρ = σ2 as defined in [60], we find that (40) is consistent
with the result therein in the absence of a magnetic field.
By further including the Hall effect yet excluding CME and CSE, the fluctuations of the currents become

(δjR/L)i = e(βR/L)ijδj
0
R/LEj , (42)

where

(βR/L)ij =

(

∂(σR/L)ij

∂j0R/L

)

j0R/L→nR/L

. (43)

The wave equations now take the form

∂0δj
0
R/L + e(βR/L)ijEj∂iδj

0
R/L + e(βR/L)iinvδj

0
R/L + e(σR/L)iiδj

0
v = 0. (44)

We can subsequently work in the v/a bases and derive the dispersion relations. By taking δj0v/a = Cv/ae
−iwt+ik·x

with Cv/a being constants, the dispersion relation reads

ω± = e(β+)ijEjki − ienv(β+)ii −
ie(σv)ii

2
(45)

±e

√

((β−)ijEjki − inv(β−)ii) ((β−)ijEjki − i(nv(β−)ii + (σa)ii)) −
e2(σv)2ii

4
.

In our setup, we have

(σv/a)ii = (σv/a)yy, (β±)ii = (β±)yy, (β±)ijEjki = (β±)zyEykz + (β±)yyEyky. (46)

After making the momentum-expansion, the dispersion relation in (45) becomes

ω± = −iτ−1
± + (v±)ik

i − i(D±)ijk
ikj , (47)
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where

τ−1
± = e

(

nv(β+)ii +
(σv)ii
2

±
√

n2
v(β−)2ii + nv(β−)ii(σa)ii +

(σv)2ii
4

)

,

(v±)k = e

(

(β+)kj ±
(β−)kj(2nv(β−)ii + (σa)ii)

√

4n2
v(β−)2ii + 4nv(β−)ii(σa)ii + (σv)2ii

)

Ej ,

(D±)ij = ∓ e(β−)ik(β−)jl
(

(σv)
2
mm − (σa)

2
mm

)

(EkEl)

(4n2
v(β−)2mm + 4nv(β−)mm(σa)mm + (σv)2mm)3/2

. (48)

Here τ± represent the damping times for two modes of the density wave and (v±)k correspond to the wave velocities.
The diffusion of the density wave is characterized by (D±)ij . In the following sections, we will employ the SS model
in holography to investigate the CESE, CHE, and CEW in the strongly coupled QGP.

V. SS MODEL

We will follow the approach in [67, 68] to investigate the currents induced by the external electromagnetic fields at
finite chemical potentials. In the SS model at finite temperature, the induced metric of D8/D8 branes in the chiral
symmetric phase is given by

ds2 =

(

U

L

)3/2

(−f(U)dt2 + d~x2) +

(

L

U

)3/2
dU2

f(U)
+

(

L

U

)3/2

U2dΩ2
4, (49)

where f(U) = 1 − U3
T /U

3 with UT being the position of an event horizon and L = (π3gsNcl
3
s)

1/3 is the curvature
radius. The temperature of the background reads

T =
3

4π

(

UT

L3

)1/2

. (50)

There are also background dilaton and form flux

eφ = gs

(

U

L

)3/4

, F4 =
2πNc

V4
ǫ4, (51)

where V4 is the volume of the four-sphere and ǫ4 is the corresponding volume form. The full DBI action reads

SDBI = SD8 + SD8, (52)

where

SD8/D8 = −TD8

∫

d9xe−φ
√

−det(g + 2πα′FL/R). (53)

Moreover, we have Chern-Simons (CS) terms

SCS
D8/D8

= ∓ Nc

96π2

∫

d4xdUǫMNPQR(AL/R)M (FL/R)NP (FL/R)QR. (54)

By turning on the world-volume gauge fields [74], (AL/R)t(U), (AL/R)x(t, U) = (aL/R)x(U), (AL/R)y(t, U) = −Eyt+
(aL/R)y(U) , and (AL/R)z(t, U) = Bxy + (aL/R)z(U), we obtain

SD8/D8 = −C

∫

d4xdUU5/2
√
X,

where

X = 1 +
B2

xL
3

U3
−

E2
yL

3

U3f
−A′2

t

(

1 +
B2

xL
3

U3

)

+ a′2x f

(

1−
E2

yL
3a′2x

fU3
+

B2
xL

3

U3

)

+ fa′2y

+
2BxEyL

3A′
ta

′
z

U3
+ a′2z f

(

1−
E2

yL
3

fU3

)

,

C =
TD8V4L

3/2

gs
=

Nc

96π5l6sL
3/2

. (55)
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Here the primes denote the derivatives with respect to U . We also set 2πl2s = 1 GeV−2 and drop the L/R subscripts
above for simplicity. In our setup, the CS terms read

SCS
D8/D8

= ∓ 8Nc

96π2

∫

d4xdU (Bx(Ata
′
x − axA

′
t) + Ey(axa

′
z − aza

′
x)) . (56)

The full actions take the form

Sf

D8/D8
= −C

(∫

d4xdUU5/2
√
X ± r

∫

d4xdU (Bx(Ata
′
x − axA

′
t) + Ey(axa

′
z − aza

′
x))

)

, (57)

where r = Nc/(12π
2C) = (2πls)

3L3/2. We may add the boundary terms according to [68], which lead to r =
3/2× (2πls)

3L3/2. The value of r actually depends on the renormalization scheme. The equations of motion are

U5/2
(

(AL/R)
′
t

(

1 +
B2

xL
3

U3

)

− (aL/R)
′
z
BxEyL

3

U3

)

√

XL/R

= (JL/R)t ∓ 2rBx(aL/R)x

U5/2f(aL/R)
′
x

(

1− E2

yL
3

fU3 +
B2

xL
3

U3

)

√

XL/R

= (JL/R)x ∓ 2r(Bx(AL/R)t − Ey(aL/R)z)

U5/2f(aL/R)
′
y

√

XL/R

= (JL/R)y,

U5/2
(

(AL/R)
′
t
BxEyL

3

U3 + f(aL/R)
′
z

(

1− E2

yL
3

fU3

))

√

XL/R

= (JL/R)z ∓ 2rEy(aL/R)x, (58)

where (JL/R)µ are integration constants. In the AdS/CFT correspondence, the electromagnetic currents correspond
to the boundary currents of the DBI actions. From the definition of boundary currents,

jµ = Jb
µ =

δSEOM

δAµ(∞)
=

(

δLeff

δA′
µ

)

U→∞

, (59)

we have

(Jb
L/R)t = C





U5/2
(

(AL/R)
′
t

(

1 +
B2

xL
3

U3

)

− (aL/R)
′
z
BxEyL

3

U3

)

√

XL/R

± rBx(aL/R)x





U→∞

,

(Jb
L/R)x = C






−
U5/2f(aL/R)

′
x

(

1− E2

yL
3

fU3 +
B2

xL
3

U3

)

√

XL/R

∓ r(Bx(AL/R)t − Ey(aL/R)z)







U→∞

,

(Jb
L/R)y = C

(

−
U5/2f(aL/R)

′
y

√

XL/R

)

U→∞

,

(Jb
L/R)z = C






−
U5/2

(

(AL/R)
′
t
BxEyL

3

U3 + f(aL/R)
′
z

(

1− E2

yL
3

fU3

))

√

XL/R

∓ rEy(aL/R)x







U→∞

, (60)

where Leff is the effective Lagrangian. By comparing (58) and (60), the boundary currents can be rewritten as

(Jb
L/R)t = C

(

(JL/R)t ∓ rBx(aL/R)x
)

U→∞
,

(Jb
L/R)x = C

(

−(JL/R)x ± r
(

Bx(AL/R)t − Ey(aL/R)z
))

U→∞
,

(Jb
L/R)y = −C(JL/R)y ,

(Jb
L/R)z = C

(

−(JL/R)z ± rEy(aL/R)x
)

U→∞
. (61)
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Following [68], we may define the modified currents,

(J̃L/R)t = (JL/R)t ∓ 2rBx(aL/R)x,

(J̃L/R)x = (JL/R)x ∓ 2r(Bx(AL/R)t − Ey(aL/R)z),

(J̃L/R)y = (JL/R)y,

(J̃L/R)z = (JL/R)z ∓ 2rEy(aL/R)x. (62)

By doing some algebra with (58), we find

(AL/R)
′
t = ±

∣

∣

∣

(

1− E2

yL
3

fU3

)

(J̃L/R)t +
EyBxL

3

fU3 (J̃L/R)z

∣

∣

∣

√
Z

,

(AL/R)
′
x = ±

∣

∣

∣(J̃L/R)x

∣

∣

∣

f
√
Z

, (63)

(AL/R)
′
y = ±

∣

∣

∣

(

1 +
B2

xL
3

U3 − E2

yL
3

fU3

)

(J̃L/R)y

∣

∣

∣

f
√
Z

,

(AL/R)
′
z = ±

∣

∣

∣

(

1 +
B2

xL
3

U3

)

(J̃L/R)z − EyBxL
3

U3 (J̃L/R)t

∣

∣

∣

f
√
Z

,

where

Z =

(

1 +
B2

xL
3

U3
−

E2
yL

3

fU3

)(

U5 + (J̃L/R)
2
t −

(J̃L/R)
2
y + (J̃L/R)

2
z

f

)

−L3

U3

(

Bx(J̃L/R)t −
Ey(J̃L/R)z

f

)2

− (J̃L/R)
2
x

f
(64)

By requiring that (AL/R)
′
µ are real and well defined, we have to make both the numerators and denominators on the

left hand side of (63) vanish at a critical point U = Uc. We thus have
(

1−
E2

yL
3

fU3
c

)

(J̃L/R)t −
EyBxL

3

fU3
c

(J̃L/R)z = 0,

(J̃L/R)x = 0,
(

1 +
B2

xL
3

U3
c

−
E2

yL
3

fU3
c

)

= 0,

(

1 +
B2

xL
3

U3
c

)

(J̃L/R)z −
EyBxL

3

U3
c

(J̃L/R)t = 0,

Z(Uc) = 0. (65)

Note that the first equation in (65) is redundant, which can be obtained from the third and fourth equations therein.
In fact, (65) is equivalent to finding the double zeros of Z(Uc) from the expression in (64), where all three terms
therein have double zeroes at Uc. From the third equation in (65), we find the critical point

Uc =
UT

21/3

(

1 +
L3

U3
T

(E2
y −B2

x) +

√

4B2
xL

3

U3
T

+

(

1 +
L3

U3
T

(E2
y −B2

x)

)2
)1/3

(66)

One may now solve rest of equations in (65) to derive (JL/R)i for i = x, y, z in terms of (JL/R)t. We find

(JL/R)x = ±2r(Bx(AL/R)t − Ey(aL/R)z)U=Uc ,

(JL/R)y = −EyL
3/2U

3/2
c

B2
xL

3 + U3
c

(

(JL/R)
2
t +B2

xL
3U2 + U5 ∓ 4rBx(JL/R)t(aL/R)x + 4B2

xr
2(aL/R)

2
x

)1/2

U=Uc
,

(JL/R)z =

(

BxEy(JL/R)tL
3 ± 2rEyU

3(aL/R)x

B2
xL

3 + U3

)

U=Uc

. (67)
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The boundary currents then become

(Jb
L/R)x = C

[

∓2r
(

Bx(AL/R)t − Ey(aL/R)z
)

U=Uc
± r

(

Bx(AL/R)t − Ey(aL/R)z
)

U=∞

]

,

(Jb
L/R)y = C

[

EyL
3/2U

3/2
c

B2
xL

3 + U3
c

(

(JL/R)
2
t +B2

xL
3U2 + U5 ∓ 4rBx(JL/R)t(aL/R)x + 4B2

xr
2(aL/R)

2
x

)1/2

U=Uc

]

,

(Jb
L/R)z = C

[

(−BxEy(JL/R)tL
3 ∓ 2rEyU

3(aL/R)x

B2
xL

3 + U3

)

U=Uc

±
(

rEy(aL/R)x
)

U=∞

]

. (68)

In the presence of CS terms, we find that (JL/R)i not only depend on (JL/R)t but also depend on (aL/R)x and (aL/R)z
at the boundary and Uc. It turns out that the gauge invariance of the boundary currents is broken by the CS terms.
The nonzero values of (aR/L)i(∞) with i = x, y, z correspond to the pion gradient in the chiral-symmetry-broken
phase[69]. In the chiral-symmetry-restored phase, (aR/L)i(∞) become free parameters, which are set to zero in [68].
For simplicity and preciseness, we focus on the condition that the particle interaction dominates the topological effect.
The axial Hall current should exist without the axial anomaly, while it could vary in the presence of the strong axial
anomaly and become non-gauge-invariant in the SS model.
Considering the gauge-invariant currents from interactions, we may turn off (aL/R)x(U) and neglect the effect from

the CS terms. By rewriting (67) in terms of vector/axial bases, we find

(Jb
v/a)y =

CEyL
3/2U

3/2
c

2(B2
xL

3 + U3
c )

(

√

((Jv)t + (Ja)t)2 + B2
xL

3U2
c + U5

c ±
√

((Jv)t − (Ja)t)2 +B2
xL

3U2
c + U5

c

)

,

(Jb
v/a)z = −C

BxEy(Jv/a)tL
3

B2
xL

3 + U3
c

,

(Jb
v/a)t = C(Jv/a)t. (69)

Now, both (Jb
v/a)y and (Jb

v/a)z depend on the charge densities (Jb
v/a)t on the boundary as functions of the chemical

potentials. To find the relations between the charge densities and the chemical potentials, we have to solve the field
equation of (AL/R)t in (63). By utilizing (67), this field equation can be further written as

(AL/R)
′
t =

∣

∣

∣

(

1− E2

yL
3U3

c

fU3(B2
xL

3+U3
c )

)

(JL/R)t

∣

∣

∣

√
Z

. (70)

We will then render the boundary conditions (AL/R)t(UT ) = 0 and numerically solve the field equation. The chemical
potentials are given by

µL/R = (AL/R)t(∞), (71)

which are varied by the values of (JL/R)t.

VI. CESE/CHE IN HOLOGRAPHY

A. Weak and Strong Electromagnetic Fields

Although the boundary currents with different chemical potentials can be solved numerically, we may approximate
their analytic expressions in the limit of weak electromagnetic fields. In the presence of weak electromagnetic fields,
the induced currents should follow the linear response theory. When taking Ey ≈ 0 and Bx ≈ 0, from (70), the
chemical potentials are given by

µL/R

UT
=

2

3Ũ
5/2
L/R

2F1

(

3

10
,
1

2
,
13

10
,− 1

Ũ5
L/R

)

, ŨL/R =
UT

(JL/R)
2/5
t

. (72)

In the limit of ŨL/R → 0, which corresponds to high-density or low-temperature conditions, we find

µL/R

UT
≈ 2Γ

(

1
5

)

Γ
(

13
10

)

3
√
πŨL/R

− 10Γ
(

13
10

)

3Γ
(

3
10

) +O(Ũ5
L/R). (73)
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Up to the leading order in the expansion with respect to ŨL/R, we obtain

(JL/R)t =

(

3
√
π

2Γ
(

1
5

)

Γ
(

13
10

)

)5/2

µ
5/2
L/R. (74)

By expanding the boundary currents in (69), we derive the relation between the currents and chemical potentials in
the high-density(low temperature) limit. The currents now take the form

(Jb
v/a)y =

CEy

2

(

R

UT

)3/2

((JR)t ± (JL)t) =
CEy

2a3T 3L3

(

3
√
π

2Γ
(

1
5

)

Γ
(

13
10

)

)5/2

(µ
5/2
R ± µ

5/2
L ),

(Jb
v/a)z = −CBxEy

a6T 6L6

(

3
√
π

2Γ
(

1
5

)

Γ
(

13
10

)

)5/2

(µ
5/2
R ± µ

5/2
L ), (75)

where a = 4π/3.

On the contrary, in the limit of ŨL/R → ∞, which corresponds to low-density or high-temperature conditions, we
find

µL/R

UT
≈ 2

3
Ũ

−5/2
L/R − 1

13
Ũ

−15/2
L/R +O(Ũ

−25/2
L/R ). (76)

Up to the leading order in the expansion with respect to Ũ−1
L/R, we obtain

(JL/R)t =
3

2
U

3/2
T µL/R. (77)

The boundary currents now read

(Jb
v/a)y =

CEy

2
ρ2T 2L9/2

((

1 +
9µ2

R

8(a2T 2L3)2

)

±
(

1 +
9µ2

L

8(a2T 2L3)2

))

(Jb
v/a)z = − 3CBxEy

2a3T 3L3/2
(µR ± µL). (78)

One may further rewrite (78) in terms of µV /µA,

(Jb
v)y = CEya

2T 2L9/2

(

1 +
9

8(a2T 2L3)2
(µ2

V + µ2
A)

)

,

(Jb
a)y =

9CEy

4a2T 2L3/2
µV µA,

(Jb
v/a)z = − 3CBxEy

a3T 3L3/2
µV/A, (79)

where µV/A = (µR ± µL)/2. The small-chemical-potential dependence here is consistent with that found in [60, 61]
and (11).
In the presence of strong electromagnetic fields, we are unable to solve (70) analytically with the strong-field

approximation. Nevertheless, it is useful to further investigate the explicit dependence of the electromagnetic fields
and charge densities for the boundary currents. When having large Ey and finite Bx, we find U3

c → L3E2
y . By doing

some algebra with (69), we obtain

(Jb
v)y ≈ CL5/2E5/2

y ,

(Jb
a)y ≈ (Jb

v)t(J
b
a)t

CL5/2E
8/3
y

,

(Jb
v/a)z ≈ −

Bx(J
b
v/a)t

Ey
. (80)
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FIG. 2: The green, black, blue, and red (from top to bottom) correspond to µV = 0.002T , T , 1.6T , and 2T , respectively. The
solid and dashed curves correspond to (Bx, Ey) = (m2

π,m
2
π) = (0.1352 , 0.1352) GeV2 and (Bx, Ey) = (0.0012, 0.012) GeV2,

where µ̂V/A = µV/A/T .

On the contrary, when having large Bx and finite Ey, we find U3
c → U3

T , which gives

(Jb
v)y ≈ C

U
5/2
T Ey

Bx
,

(Jb
a)y ≈ Ey(J

b
v)t(J

b
a)t

CL3B3
x

,

(Jb
v/a)z ≈ −

Ey(J
b
v/a)t

Bx
. (81)

B. Numerical Results

We now numerically solve (70) for the boundary currents. The numerical values of the relevant coefficients are

2πl2s = 1GeV−2, λt = g2YMNc = 17, MKK = 0.94GeV, (82)

which give

L3 = (2MKK)−1(g2YMNcl
2
s) = 1.44GeV−3. (83)

We can further set Nc = 3, which leads to C = 0.0211 GeV−15/2. We then choose the temperature as the average
temperature in RHIC,

T = 200MeV = 0.2GeV, (84)

which yields

UT = 1.02GeV−1. (85)

We firstly evaluate the axial currents generated by weak electromagnetic fields and by the average electromagnetic
fields in RHIC[57, 58] with different chemical potentials. In Fig.2 and Fig.3, we fix the vector chemical potentials and
vary the axial chemical potentials by implementing the shooting method, where the currents are normalized by C.
We find that the axial currents led by the CESE are approximately proportional to µV µA even with finite chemical
potentials. Our result is consistent with what have been found by using Kubo formula in [61]. Moreover, the axial
Hall currents are approximately linear to µA, which match the approximation under weak electromagnetic fields and
small chemical potentials. Analogously, the vector Hall currents are also approximately linear to µV as shown in Fig.6.
It turns out that the small-chemical-potential approximation could be applied to the conditions when the chemical
potentials are around the magnitude of the temperature. Also, the average electromagnetic fields in RHIC only result
in minor corrections. The similar behaviors of the axial and vector currents can be found in Fig.4, Fig.5, and Fig.7
when we fix the axial chemical potentials and vary the vector ones.
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FIG. 4: The green, black, blue, and red (from top to bottom) correspond to µA = 0.002T , T , 1.6T , and 2T , respectively. The
solid and dashed curves correspond to (Bx, Ey) = (m2

π,m
2
π) = (0.1352, 0.1352) GeV2 and (Bx, Ey) = (0.0012, 0.012) GeV2.

Next, we may study the electric and Hall currents varied by electromagnetic fields. The numerical results are shown
in Fig.8-9, where we fix both the vector and axial chemical potentials to be small compared with the temperature.
In Fig.8, we fix Bx to the average value in RHIC and vary Ey. In the regions of small electric field for Ey < 20m2

π,
the increase of the charge densities led by Ey is mild, while the currents (Jb

v/a)y/z are linear to the electric field

as expected from (79). In the region with a large Ey , the charge densities are increased by the electric field when
fixing the chemical potentials, while the currents start to decrease except for (Jb

v)y. The result could be qualitatively
consistent with the strong-field approximation in (80). However, the increase of (Jb

v/a)t mitigates the decrease of (Jb
a)y

and (Jb
v/a)z . In Fig.9, we then fix Ey and vary Bx. We observe the linear increase of (Jb

v/a)z as expected from (79).

Also, the decrease of (Jb
v)y is mild with small Bx, but the nonlinear effect quickly takes over for (Jb

a)y. In the region
with large Bx, all currents decrease as anticipated from (81).

VII. CEW IN HOLOGRAPHY

A. CEW in the SS Model

In this section, we will investigate the transport coefficients of CEW in the frame work of the SS model. We may
focus on the cases with weak electric fields such that the boundary currents are linear to the electric fields, while we
may preserve the nonlinear effect from the magnetic fields encoded in the conductivities. Also, we will neglect the
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contributions from the CS terms. From (68), we find

(βL/R)yy =
L3/2U

3/2
T

B2
xL

3 + U3
T

(JL/R)t
√

(JL/R)
2
t +B2

xL
3U3

T + U5
T

,

(βL/R)zy =
−BxL

3

B2
xL

3 + U3
T

, (86)

where we take Uc ≈ UT for small Ey . Since (βL/R)zy are independent of (JL/R)t, we directly obtain (β−)zy = 0 for
arbitrary chemical potentials. We thus obtain

(δjv)y =
(

(β+)yyδj
0
v + (β−)yyδj

0
a

)

Ey,

(δja)y =
(

(β−)yyδj
0
v + (β+)yyδj

0
a

)

Ey,

(δjv/a)z = (β+)zyδj
0
v/aEy. (87)
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The transport coefficients in the dispersion relation read

τ−1
± =

(

nv(β+)yy +
(σv)yy

2
±
√

n2
v(β−)2yy + nv(β−)yy(σa)yy +

(σv)2yy
4

)

,

(v±)y =



(β+)yy ±
(β−)yy(2nv(β−)yy + (σa)yy)

√

4n2
v(β−)2yy + 4nv(β−)yy(σa)yy + (σv)2yy



Ey,

(v±)z = (β+)zyEy,

(D±)yy = ∓
(β−)

2
yy

(

(σv)
2
yy − (σa)

2
yy

)

(E2
y)

(

4n2
v(β−)2yy + 4nv(β−)yy(σa)yy + (σv)2yy

)3/2
,

(D±)zz = (D±)zy = (D±)yz = 0. (88)

Recall that (σv)yy > (σa)yy in the limit of small chemical potentials. By further turning off nv, we find that only

the τ−1
− vanishes. Therefore, when nv = 0, the dissipation of the ”−” mode of CEW only comes from the diffusion.

Although the diffusion constant for the ”+” mode here is negative, the finite damping time should dominate the
dissipation. The same argument can be applied to CMW showed in (24) as well. Moreover, the ”−” mode of the Hall
CEW becomes non-dissipative when nv = 0 and ky = 0. This may be somewhat anticipated since the Hall currents
are not influenced by the collisional effect in the ”stationary state” in the absence of the currents along the electric
field, which is equivalent to the condition with zero drag force or infinite relaxation time as discussed in Sec.XA.
We now evaluate the transport coefficients in (88) numerically. We first consider the cases with fixed electromagnetic

fields and different magnitudes of the chemical potentials. The results are shown in Fig.10(a)-10(f). As illustrated
in Fig.10(a) and Fig.10(b), the damping is more prominent for the ”+” mode which mainly stems from the nonzero
normal conductivity. For both two modes, the damping is increased by the vector chemical potential, while it is
less affected by the axial chemical potential. Similarly, the wave velocities along the electric field of two modes are
enhanced by the vector chemical potential and degenerate in the presence of an axial chemical potential as shown
in Fig.10(c) . On the contrary, as expected from (86) and (88), the Hall velocities of two modes as illustrated in
Fig.10(e) are degenerate and independent of the chemical potentials. As shown in Fig.10(f), the diffusion constant
vanishes at zero axial chemical potentials and increase when the axial chemical potential is increased. However, the
diffusion constant is reduced by the vector chemical potential due to the presence of nv in the denominator as shown
in (88).
Next, we may fix the chemical and vary the magnitudes of the constant electromagnetic fields. As shown in

Fig.11(a)-11(d), we plot the coefficients with µV = T and µA = 0. Since (β−)yy = 0 when µA = 0, (v+)y and
(v−)y are degenerate as illustrated in Fig.11(c). Also, (D±)yy vanish under this condition. In Fig.12(a)-12(e), we
take µV = 2T and µA = T , where the degeneracy of (v+)y and (v−)y is broken and (D±)yy are nonzero. Recall
that (D+)yy = −(D−)yy. In addition, the magnitudes of (D±)yy will saturate to zero at large Bx, which could be
expected from (88) since (β−)yy drop to zero at large Bx according to (86). In general, when we increase the chemical
potentials, the wave velocities increase, while the damping and diffusion contributing to the dissipation of CEW are
enhanced as well. Nonetheless, with zero chemical potentials, the CEW may only propagate perpendicular to the
applied fields without dissipation. Although the damping effect is absent only for the ”−” mode here in the SS model
due to presence of nonzero conductivity for the system at zero chemical potentials, both ”±” modes for the Hall CEW
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FIG. 8: Boundary currents normalized by C with Bx = m2
π, µV = 0.2T , and µA = 0.1T .

will be non-dissipative in the system with zero conductivity and zero chemical potentials.

B. CEW in the Weakly/Strongly Coupled Scenarios at Small Chemical Potentials

In this subsection, we may focus on the CEW at small chemical potentials in the absence of a magnetic field, where
the transport coefficients for CEW can be derived analytically in both the SS model and weakly coupled QED through
the conductivities obtained from the hard-thermal-loop approximation in [60]. For the weakly coupled scenario, we
may consider an ideal gas at finite temperature and chemical potentials. The bookkeeping result(also see, for example,
the number density for massless particles quarks in QGP in [70]) shows that

j0R/L =
QfµR/L

6

(

T 2 +
µ2
R/L

π2

)

, (89)

which results in

αR/L =
6

QfT 2
(

1 +
3µ2

R/L

π2T 2

) ≈ 6

QfT 2

(

1−
3µ2

R/L

π2T 2

)

(90)
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FIG. 9: Boundary currents normalized by C with Ey = m2
π, µV = 0.2T , and µA = 0.1T .

for small chemical potentials, where Qf denotes the degrees of freedom of the chiral fermions. By definition, we find

βR/L = 2ρµR/LαR/L ≈ 12ρ̃µR/L

QfT 3

(

1−
3µ2

R/L

π2T 2

)

, (91)

where ρ̃ = ρT is dimensionless. We thus have

β+/− =
12ρ̃

QfT 3
µV/A +O(µ3

R/L/T
3). (92)

In the limit µR = −µL = µA and σv/a = 0, from (26), the dispersion relation for CMW reads

ω± = ±λ(B · k)αR/L = ±eNcB · k
2π2T 2

(

6

Qf

)(

1− 3µ2
A

π2T 2

)

. (93)

Analogously, from (35), the dispersion relation for CEW is given by

ω± = ±λ(E · k)βR/L = ±eE · k2ρ̃µA

T 3

(

6

Qf

)(

1− 3µ2
A

π2T 2

)

. (94)



21

0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.001

0.002

0.003

0.004

0.005

0.006

0.007

HΤ-L-1

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.025

0.030

0.035

0.040
HΤ+L-1

(b)

0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.02

0.04

0.06

0.08

0.10

Hv±Ly

(c)

0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.00009

0.00010

0.00011

0.00012

0.00013

Hv±Ly

(d)

0.0 0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.04242

0.04244

0.04246

0.04248

0.04250
-Hv±Lz

(e)

0.2 0.4 0.6 0.8 1.0
Μ
`

A

0.02

0.04

0.06

0.08

0.10

HD-Lyy

(f)

FIG. 10: The green, black, blue, and red (from bottom to top in (a)-(e) and from top to bottom in (f)) correspond to
µV = 0.002T , T , 1.6T , and 2T , respectively. Here we take Ey = Bx = 10m2

π . The unit of τ− is in GeV−1. In (c), the solid and
dashed curves represent (v−)y and (v+)y.

The numerical value of ρ̃ depends on the property of the medium. In the weakly coupled QED, one can read out
σ0 and ρ̃ defined in (36) from [60] by turning off the contributions from the interaction between the right-handed and
left-handed sectors [75] , where

σ0 = 15.6952
T

e4 ln(1/e)
, ρ̃ = 10.2495

1

e4 ln(1/e)
. (95)

Here we may consider two particular cases for CEW. When nv = 0(β+ = 0), from (32) and (39), we find

ω± ≈ ±e

√

β2
−E

2
yk

2
y −

σ2
v

4
− ieσv

2
≈ ±e

√

(

6ρ̃µAEy

T 3

)2

k2y −
σ2
0

4
− ieσ0

2
, (96)

where the contribution from σA is dropped since σA ∼ O(n2
R/L). Here we take Qf = 2 by summing over the spins of
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FIG. 11: The green(long-dashed), black(dot-dashed), blue(dashed), and red(solid) correspond to eEy = m2
π, 5m

2
π, 10m

2
π , and

20m2
π , respectively. Here we take µV = T and µA = 0. The unit of τ− is in GeV−1.

electrons in QED. The small-momentum expansions of two modes up to the leading order of ky are

ω+ = −ie

(

6ρ̃µAEy

T 3

)2 k2y
σ0

= −i
240.957(eEy)

2µ2
A

e5 ln(1/e)T 7
k2y,

ω− = −ieσ0 + ie

(

6ρ̃µAEy

T 3

)2 k2y
σ0

= − iT

e3 ln(1/e)

(

15.6952− 240.957(eEy)
2µ2

A

e2T 8
k2y

)

, (97)

where both modes do not propagate. On the other hand, when na = 0(β− = 0), we have

ω+ = e

(

6ρ̃µV Ey

T 3

)

ky =
61.4969µV (eEy)

e4 ln(1/e)T 3
ky

ω− = e

(

6ρ̃µV Ey

T 3

)

ky − ieσ0 =
61.4969µV (eEy)

e4 ln(1/e)T 3
ky − i

15.9652

e3 ln(1/e)
, (98)

where we drop nvβ+ ∼ O(n2
R/L). In [60], the interaction between the right-handed and left handed fermions was

included. When nV = 0, in our convention, the dispersion relation of the CEW reads

ω± = ±e
√

(vek2y)− (σ0/2)2 − ieσ0/2, ve = αAna

√

2σ2χeαV αAEy, (99)

where

σ2 = 7.76052
1

Te4 ln(1/e)
, χe = 20.499

1

Te4 ln(1/e)
, αV/A =

∂µV/A

∂j0V/A

≈ 3

T 2
. (100)

By making the small-momentum expansion, (99) becomes

ω+ = −ie
v2ek

2
y

σ0
= −i

182.444(eEy)
2µ2

A

e5 ln(1/e)T 7
k2y,

ω− = −ieσ0 + ie
v2ek

2
y

σ0
= − iT

e3 ln(1/e)

(

15.6952− 182.444(eEy)
2µ2

A

e2T 8
k2y

)

, (101)
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FIG. 12: The green(long-dashed), black(dot-dashed), blue(dashed), and red(solid) correspond to eEy = m2
π, 5m

2
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π , and
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π , respectively. Here we take µV = 2T and µA = T . The unit of τ− is in GeV−1. In 10(c), the solid and dashed curves

represent (v−)y and (v+)y.

where the diffusion is enhanced by the interaction between the R/L sectors. When na = 0, two modes read

ω+ = evaky =
61.4969µV (eEy)

e4 ln(1/e)T 3
ky

ω− = evvky − ieσ0 =
46.5631µV (eEy)

e4 ln(1/e)T 3
ky − i

15.9652T

e3 ln(1/e)
, (102)

where

va = χeαV αAnvEy, vv = 2σ2α
2
V nvEy. (103)

Similar to (98), the ω− mode will be damped out but the velocities of these two modes are different in (102) due to
the interactions between the R/L sectors. When turning off the interactions, two velocities become degenerate. In
[60], the ω− and ω+ modes are called the ”vector density wave” and the ”axial density wave”, respectively. Here we
find that only the axial density wave is unaffected by the interaction.
We may compare the results obtained from weakly coupled QED with that found in strongly coupled QCD(SS
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model). From (69) and (77), we find

β+/− =
3µV/A(eEy)

2a5T 5L6
(2πl2s)

2, σv = Ca2T 2L9/2(2πl2s)
2, (104)

where we write out the dependence of 2πl2s explicitly for dimensional analysis. When nv = 0, we have

ω+ = −i
9(2πl2s)

2(eEy)
2µ2

A

4Ca12L33/2T 12
k2y,

ω− = −i(2πl2s)
2

(

Ca2T 2L9/2 +
9(eEy)

2µ2
A

4Ca12L33/2T 12
k2y

)

. (105)

When na = 0, we have

ω+ =
3µV (2πl

2
s)

2(eEy)ky
2a5T 5L6

,

ω− = (2πl2s)
2

(

3µV (eEy)ky
2a5T 5L6

− iCa2T 2L9/2

)

. (106)

It turns out that the CEW in weakly coupled and in strongly coupled systems have different temperature dependence.
In the weakly coupled QED, the hard-thermal-loop approximation assume that the temperature dominates all other
scales in the system. However, the SS model contains MKK corresponding to the mesonic scale, which should be
also involved in CEW. We may now focus on the propagating waves for nv = 0. By using L3 = (4πMKK)−1λt and
C = (12π2L3/2)−1Nc from 2πl2s = 1 GeV−2, (106) can be written as

ω+ =
729M2

KK

128π2λ2
tT

2

(eEy)µV

T 3
ky,

ω− =
729M2

KK

128π2λ2
tT

2

(eEy)µV

T 3
ky − i

2λtNcT
2

54πMKK
. (107)

In comparison with (102), the diffusion constants for ω− in the weakly coupled and strongly coupled scenarios have
distinct dependence of both the temperature and coupling constants.

VIII. SUMMARY AND OUTLOOK

In this work, we have proposed the chiral Hall effect(CHE) generated by the applied electromagnetic fields and
an axial chemical potential. In the presence of an electric field and a magnetic field perpendicular to each other,
collective excitations of thermal plasmas with nonzero vector and axial chemical potentials will result in density waves
as the chiral electric waves(CEW) propagating along the directions parallel to the electric field and perpendicular to
both applied fields. Although the CEW induced by the CESE only exist with nonzero chemical potentials, the CEW
led by the CHE should survive even at zero chemical potentials. Such Hall CEW become non-dissipative at zero
conductivity. In phenomenology, we have argued that the CHE could lead to rapidity-dependent charge asymmetry
in asymmetric heavy ion collisions. Combining with the CME and CESE, we may find different charge asymmetry of
flow harmonics vn at distinct rapidity.
Nevertheless, we are unable to draw the conclusion upon the magnitudes of the charge asymmetry of vn since the

axial chemical potential in the QGP is unknown. Moreover, to describe the practical condition in heavy ion collisions,
numerical simulations based on the wave equations derived in our work with proper initial charge distributions and
hydrodynamic evolution of the QGP are needed. On the other hand, the topological effect in the QGP could be
pronounced, we thus have to couple CEW with CMW. Also, in our work, we only consider the density fluctuations
and neglect the fluctuation of the induced electromagnetic fields. It has been indicated in [71, 72] that the induced
electromagnetic fields could further cause chiral-plasma instabilities in the presence of an external magnetic field.
Such instabilities will reduce the CME. Therefore, it is tentative to explore the existence of similar instabilities for
CESE and CHE in the future.
In holography, a substantial problem occurs when we try to compute the all currents generated by CME, CESE,

and CHE, where the currents are not gauge invariant when incorporating the contributions from the CS terms in
the SS model. Moreover, there exists a persistent debate upon the presence of the CME in the SS model, where the
CME current cannot be both conserved and gauge-invariant. On the other hand, in [33], the CME is reproduced in
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holography via a different definition of the axial chemical potential in the D3/D7 system, where the axial chemical
potential comes from the rotating D7 branes instead of the temporal gauge fields in the gravity dual. It is thus
intriguing to investigate the CESE and CHE along with the CME in the frame work of the D3/D7 system.
Furthermore, the Hall and chiral Hall effects can still survive in non-relativistic systems, e.g. Weyl semi-metal.

Quite different from the spin Hall effect in the Weyl semi-metal induced by axion fields or Berry phase, the chiral
Hall effect in our work is caused by interactions, which will play a role if there is an effective µA. We will leave the
applications to condensed matter system in the future.
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X. APPENDICES

A. Hall conductivity from the Langevin equation and Boltzmann equations

In the presence of quasi-particles, we may incorporate the drag force coming from the medium. The equation of
motion for the quasi-particles with charge +1 then reads

(

dp

dt

)

R/L

= E+ vR/L ×B− ξpR/L, (108)

where p is the momentum of the quasi-particles and ξ is the drag coefficient. This is basically the Langevin equation
in the absence of noise terms. We then take v = j/jt and p = Mv with M = ML = MR being the mass of quasi-
particles. We further assume M ≪ T such that the chiral symmetry is approximately preserved. Here we also assume
that ξ is same for left/right handed particles and isotopic. In the equilibrium state when dp/dt = 0, (108) can be
rewritten as

Ei = −ǫijk
(jR/L)j

(jR/L)0
Bk + ξM

(jR/L)i

(jR/L)0
. (109)

By solving the coupled equations for i = x, y, z, we find

(jR/L)x = 0, (jR/L)y = (σR/L)yyEy , (jR/L)z = (σR/L)yzEz , (110)

where

(σR/L)yy =
(jR/L)0

ξM
(

1 +
B2

x

ξ2M2

) , (σR/L)zy = − (jR/L)0Bx

ξ2M2
(

1 +
B2

z

ξ2M2

) . (111)

One may expect that CME and CSE should lead to non-vanishing (jx)R/L. However, the currents along the magnetic
field should deplete in the presence of the drag force, while the currents parallel to the electric field and perpendicular
to both the electric and magnetic fields are steady.
On the other hand, we can express the classical Hall effects via the Boltzmann equations. In the present of external

E and B fields, the Boltzmann equations can be written as,

df

dt
= ∂tf + v · ∂xf − e[v · E+ v ×B] · ∂

∂p
f = −f − f0

τ
, (112)

where v is the velocity of a single particle with the momentum p, f(x, p) is the distribution function, f0 is f at an
equilibrium state. Here we will drop the R/L signs in the derivations for simplicity. In the right handed side, we use
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the relaxation time τ instead of the collision terms. We can assume the system is very close to an equilibrium state,
that will lead us to expand the f near the f0,

f = f0 + δf, (113)

with

f0 =
1

e(Ep−µ)/T + 1
, (114)

where Ep = |p| is the energy of a massless single particle,µ is the chemical potential, T is the temperature. Inserting
it back to Eq.(112) yields,

∂

∂t
δf + v · ∂xδf − e [E+ v ×B] · ∂

∂p
δf + v ·

[

eE−∇µ+
Ep − µ

T
∇T

]

(− ∂f0
∂Ep

) = −δf

τ
, (115)

For simplicity, we assume the δf(x, p), µ and T are homogenous in space. In a weak E field and a strong B field case,
i.e. E ≪ O(∂x) ≪ B, we can also neglect the high order correction −eE · ∂

∂pδf . Finally, we get,

∂

∂t
δf − ev ×B · ∂

∂p
δf + v · eE(− ∂f0

∂Ep
) = −δf

τ
. (116)

By using the ansatz, δf = p ·G(Ep)e
iωt, E(t) = E0e

−iωt, the Boltzmann equation can be further simplified as,

(τ−1 − iω)p ·G− e(v ×B) · ∇p(p ·G) = ev · E0
∂f0
∂Ep

, (117)

and the solution is,

Gi = Γ−1
ji eE0j

∂f0
∂Ep

, (118)

with Γ matrix,

Γij = (τ−1 − iω)δij − ǫijkeBk.

Then the current induced by the external fields is given by,

δJi =

∫

d3p

(2π)3
viδf ≡ eσijEj(t),

where

σij =

∫

d3p

(2π)3
viplΓ

−1
jl = nΓ−1

ji .

and n is the number density, n = 1
3

∫

d3p
(2π)3 f0. Note that we have assume τ as a constant. In the stationary limit,

ω → 0, if B = Bx̂, we get,

σzy =

∫

d3p

(2π)3
vipl

∂f0
∂Ep

eBτ2

E2
p + (eB)2τ2

=

{

− n
eB , B → ∞,

−eI10τ
2B, B → 0,

(119)

which is consistent with Eq. (5) and (6), and

I10 =
1

6π2

∫

dEpf0(Ep), (120)

is a dimension 1 quantity.
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