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We report on a measurement of the top-quark electric chargjesivents in which on&V boson originating
from the top-quark pair decays into leptons and the otherhiatdrons. The event sample was collected by the
CDF Il detector iny/s= 1.96 TeV proton-antiproton collisions and corresponds tof6.6. We find the data
to be consistent with the standard model and exclude thé&eexis of an exotic quark with4/3 electric charge
and mass of the conventional top quark at the 99% confidemek le

PACS numbers: 14.65.Jk, 12.15.Ji, 14.65.Ha

I. INTRODUCTION eration of quarks and leptons, while the standard-model top
quark is heavier than 230 Ged#/ Even though this model
. . is by now strongly disfavored by other measurements [4, 5],
Since the discovery of the top quat) [1, 2], the CDF and ¢ charge correlations between jets initiatedtoy b quarks
DO collaborations, joined recently by the LHC experiments,;nqw bosons intt events have not yet been definitively es-
have measured several of its properties to be consistent Witoished. The existence of an exotic decay combination (
standard modgl (SM) predictions. Determining that t_he tOpcoupIed toW-— andb_coupled tow*) has already been con-
quark decays into @ boson and a bottom quark)( while  qained experimentally [6, 7], but with less sensitivinan
the anti-top quark decays tovd~ boson and an anti-bottom 4 present measurement.
quark would ensure indirectly that the electric charge ef th |, this article we analyzd candidate events and treat the

(anti-)top quark is indeed-)2/3 as expected in the SM. If g\ ang exotic-quark hypotheses exclusively. We anatjze
events were found to contain decays int?/a and bottom- -5 gidate events in the final state containing hadrons fhem t
quark final state, the charge of the decaying particle woald bdecay of onéV boson and an electron or muon and corre-
—4/3, incompatible with the SM top quark. Motivation for a sponding antineutrino from the decay of the otiéiboson.
measurement was proposed in Ref. [3], where such a hypotRye first determine the charge of théboson (using the charge
esis was put forwar_d. In this model, an exotic quark of masgs the lepton or the opposite charge for the hadronically de-
around 170 Ge\W? is assumed to be part of a fourth gen- cayedW boson). Then we pair th&/ boson with the jet orig-
inating from ab quark @ jet) from the same top-quark decay.
Finally we determine the charge of tlejet using an opti-
Deceased mized jet-charge algorithm, JetQ [8—11]. Pairings wheee th

Twith visitors from2University of British Columbia, Vancouver, BC V6T c_harge of th&V boson is qpposne tp the JetQ Value. are C."".‘SS"
171, CanadaPIstituto Nazionale di Fisica Nucleare, Sezione di Cagliari f1€d @s standard-model-like (SM'I'ke) decays, Wh'le pgsin
09042 Monserrato (Cagliari), Ital§University of California Irvine, Irvine, ~ Where the charge of th& boson is of the same sign are clas-
CA 92697, USA fInstitute of Physics, Academy of Sciences of the Czech sjfied as exotic-model-like (XM-like) decays_

Republic, 182 21, Czech RepublitCERN, CH-1211 Geneva, Switzerland, In Sec. Il we briefly describe the CDF Il detector. The

9Cornell University, Ithaca, NY 14853, USA9The University of Jordan, - .
Amman 11942, JordariUniversity of Gyprus, Nicosia CY-1678, Cyprus, data sample and event selection are presented in Sec.dll, an

'Office of Science, U.S. Department of Energy, Washington 2D8B5, USA, Monte Carlo §imu|ations in S_ec. V. Section_ V discusses the

IUniversity College Dublin, Dublin 4, IrelandETH, 8092 Zurich, Switzer- method to pair th&/ boson with the correds jet. The JetQ
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described in this section. The detector is approximatety he is matched to a track segment (stub) in one or more of the
metic over the full angular coverage and is composed omuon drift chambers. We require either a stub in both the
a charged particle tracker embedded in an axial magneti€MU and CMP chambers, or a stub in the CMX chamber,
field of 1.4 T, surrounded by electromagnetic and hadroni@nd refer to the resulting muon candidates as CMUP or CMX
calorimeters and muon detectors. A cylindrical coordinatanuons respectively. The energy deposited in the region of
system withz-axis directed along the proton beam is used.the calorimeter to which the trajectory of the candidate muo
The polar angl® is defined with respect to the proton beam extrapolates is required to be consistent with the expeaotat
direction andp is the azimuthal angle about tkeaxis. Pseu- for a minimum-ionizing particle. The isolation criterioorf
dorapidity is defined ag = —Intan(6/2). muons, similar to that for electrons, is that the calorimete
The charged particle tracker is composed of silicon microtransverse energy in a cone®R = 0.4 around the extrapo-
strip detectors [14-16] covering the pseudorapidity ranige lated muon track (not including the muon energy deposition
In| < 2 and providing 13um spatial resolution on each mea- itself) must be less than 10% of the mupn. Details on the
surement point in the—@ plane, crucial for the identification electron and muon identification are discussed in Ref. [25].
of secondary vertices characteristic of jets originatirogrfb The muon acceptance is increased by approximately 20%
quarks. The silicon detectors are surrounded bylaBlong by including events containing muons that cannot be trigdier
open-cell drift chamber [17], which measures the momentan directly. Such events must pass a different trigger, kwhic
of charged particles within a pseudorapidity rangéndf< 1.  requires a missing transverse energy larger than 35 GeMWtand a
The calorimeter covers the pseudorapidity rangeok 3.6  least two jets oEr > 10GeV. Candidates are selected if they
and is segmented into projective towers that point towdrds t contain a CMX stub in a region not covered by the inclusive
nominal center of the interaction region. The electromgéigne lepton trigger, or a stub only in the CMU or CMP chambers, or
portion is a lead-scintillator sampling calorimeter [8hich ~ an isolated track not fiducial to any muon detector. Muons in
also contains proportional chambers and resistive sttigs a these categories, callextended muonsire also required to
depth corresponding to the typical maximum shower intgnsit pass the isolation criterion and to hgve > 20 GeVE. Dilep-
for electrons. The hadronic portion is an iron-scintillegam-  ton veto and jet requirements are the same as those applied
pling calorimeter [19]. Muon detectors are located outtiide  to events selected from the inclusive lepton trigger. Taiems
calorimeters. Two sets of drift chambers separated by stedlill efficiency of the trigger, the extended muon candidates
absorber, the CMU [20] and CMP [21, 22], cover the pseudoalso required to have two jets willy > 25GeV, one of which
rapidity rangen| < 0.6, and layers of drift tubes sandwiched should be centralj§| < 0.9) and separated from the other by
between scintillation counters, the CMX [21, 22], cover theAR > 1.0.
range 06 < |n| < 1.0. The jet reconstruction is based on a calorimeter-tower-
clustering cone algorithm with a cone size&R = 0.4. Tow-
ers corresponding to selected electrons are removed before
. DATA SAMPLE AND EVENT SELECTION clustering. The observel for jets is corrected for the ef-
fects of jet fragmentation, calorimeter non-uniformitassd

This analysis is based on a data sample corresponding H}e calorimeter absolute energy scale [26].

an integrated luminosity of 5.6 f collected with the CDF Due to the presence of a neutrino leaving the detector unde-
Il detector between Februar)} 2002 and February 2010 Thgected, there will be an imbalance in the transverse momentu
events first have to pass an inclusive-lepton online event Sér;:';?nevt?;:{scgrgseeg#:rmIy' :xgntsear\(rae e?;pectec;éoGh:\\//e some
lection (trigger) that requires an electron wiy >18 GeV ISSIng v & w qu‘! & > DA,
or muon withpy >18 GeVE [23]. We then select events of- Th_e data set selected at_)ove, called Ieptonﬂe_ts (.L‘])’ IS
fline with a reconstructed isolated electrgn (or muonpr) q.om'”"?‘te‘{by QC.D production W bosons with multlplej_ets
greater than 20 GeV (Gev), and missing=r (Er) >20 GeV ("W + jets”). To improve the signal-to-background ratio we
[24]. In addition we require events to have at least four,jets'dem'fy events with two or morbjets, i.e., we require at least

e of hem wifes 20 GeV and < 20 and snatherjet 2,0 e el o conalr  secondary vrix, characiensl
with Er > 12 GeV andn| < 2.4. We explicitly reject events 9 yed. y 9

that have two or more leptons to ensure that the final sampli tuned such that the efficiency of identifyindget is about

does not include events where bithbosons decay into lep- inOO/;, ?nﬁt_rejglf.'ent al\agza}ggyn?;&bnogggﬁ ?r]:ig]zljldgrrr]ttrllfy_
tons (dilepton channel). g alight-q Jet. g

The electron selection relies on the accurate geometric&an be found in Ref. [25].
match between a reconstructed track and some energy de-
position in the electromagnetic calorimeter. We also neqjui
that the amount of energy deposited in the hadronic calerime IV.. MONTE CARLO SIMULATION
ter be significantly less than in the electromagnetic caleri
ter. An isolation criterion requires the transverse enengy Thett Monte Carlo (MC) simulation used in this measure-
the towers not assigned to the electron, within a cone ofnent relies orPYTHIA version 6.216 [27] for event genera-
AR = /(An)2+ (Ap)2 = 0.4 centered around the lepton, to tion and parton showering. The top-quark mass used i5172
be less than 10% of the candidate electEgn GeV/c?. Samples generated with other values of the top-
In the muon selection, a track candidate from the trackeguark mass are studied for any dependence of the measure-
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ment on this parameter. A sampletbevents generated with V.  PAIRING BETWEEN THE W BOSON AND THE b JET
HERWIG version 6.510 [28] is used to estimate a possible sys-

tematic uncertainty due to the choice of generators. Most of

the background samples rely envTHIA except for thew + Each event contains a lepton, multifget candidates, and
jets background, which is generated using transition matsi  non-b jets. In order to assign the four highgst-jets to the
ements calculated byt PGEN version 2.10[29] andPYTHIA four final-state quarks from thi decay and to associate the
for parton showering. Parton distribution functions aredmo lepton with theb jet from the decay of the top quark that
eled with CTEQS5L [30]. The interactions of particles witleth produced the leptonically-decayilg boson, we use the top-
detectors are modeled usigANT3 [31], and theGFLASH  quark mass kinematic fitter described in Ref. [34], which-min
parametrization [32] for showers in the calorimeters. D®ta imizes ay? variable that incorporates constraints on the top-
on the implementation and tuning of the CDF Il detector sim-quark massm, fixed at 1725GeVk?, and on theW-boson
ulation are found in Ref. [33]. massmy, fixed at 8042 GeVE2. Thex? is given by

~UE UE\2
- (pf — ph)? (B7=—Py0)°  (my—mw)?  (my—my)? (M —m)?  (mpy —m)?
X = lz 5+ > + > + > + > + > ' 1)
i=0,djets i =Xy O-j Ow Ow < <
|
The first term evaluates the difference between the best-fit VI. CHARGE OF A bJET

value (7) and the observed valug«) of the transverse mo-

mentum for the four highegtr jets and the lepton. The sec-  \ye use the jet-charge (JetQ) algorithm to determine which
ond term evaluates the difference between the best-fit @and thyf the highpr b jets characteristic of & event originated
observed value of the unclustered energy, which repretients fom ab quark, and which from & quark. We select tracks
energy in the calorimeter towers not associated with tre jetyith impact parameter [35] less than 0.15 cm with respect to
or primary lepton. The last four terms represent the mass difine primary vertex ang larger than 1.5 Ge\¢within a cone
ferences between thW boson and its decay products and be-of AR < 0.4 around theb jet axis. We only compute JetQ if
tween the top quark and its decay products. The paramreter there are at least two such tracks within this cone. We then

is not floating, in contrast to Ref. [34]. Tlpando; variables  sym up the charges of those tracks with weights that depend
are the uncertainties on the observed momenta values, whilg, their momentum component along the jet axis:

ow represents the decay width of theboson (2.12 Ge\¢?),
and oy is the quadrature sum of the theoretical width of the
top quark (1.5 Ge\t?) and the experimental uncertainty on (Prrack - Biet)>>Qtrack
its mass (0.9 Ge\f). Since events may contain two, three, 5 (Brack- Piet)®®
or four jets identified ab jets by the secondary-vertex algo-

rithm, there are two, six, or twelve possible assignments of where piet (Brack) is the momentum vector of the jet (track)
jets toW bosons, respectively. For eagh— b pairing twox?  andQuac is the charge of the particle associated to the track.
values are computed to allow for the unknomgomponentof  Track requirements and the choice of the 0.5 exponent result
the neutrino momentum. Choosing the combination that minfrom an optimization of JetQ on the simulatégample. If the
imizes thisx? leads to a puritypair (the probability of correct  JetQ value is positive we assign the bottom jetbaaark, if it

W — b pairing) of 76%, as estimated with tirerTHIA tt MC s negative we assign the bottom jet tb quark. Monte Carlo
sample. By imposing an upper threshold to the value of th&tudies indicate that this algorithm has a selection effije
minimum x2, the purity is increased but the event selectionof 97.9-+0.1% and a purity per identifielljet of about 608+
efficiency is reduced. We identify the optimal configuration.1%.

by maximizingeD? obtained from thet simulated sample,

wherece is the efficiency of the® requirement and is the

JetQ= 2 @)

dilution, defined a® = 2ppair — 1. By restricting the analy- A. Calibration of the JetQ purity in data
sis to events in which the minimug? does not exceed 9, we
achieve an efficiency on signal of 23t 0.1% with a purity Since the simulation does not model the jet fragmentation

Ppair Of 83.3+0.1% (the uncertainties quoted here are statisyeliably, we correct the purity of the JetQ algorithm obéain
tical only; the systematic uncertainties are describedeo. S fom the simulation by using a dijet data sample enriched in
Vil). heavy flavor. This sample is collected with a trigger that re-
quires a central muon withr > 8 GeVk. Events are required
to have a tagnuon jetwith Er > 20 GeV that contains a
muon withpr > 9 GeVk inside the cone, and a probgvay
jet with Er > 20 GeV and withAg > 2 with respect to the
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FIG. 1: Examples oprre (top) and secondary-vertex mass (bottom) templates faotmotcharm, and light quarks for different values of
away-jetEr.

muon jet. We require both jets to be identifiedbgets using  the simulated sample might not model reliably e distri-
the secondary-vertex algorithm, but a more selective maria bution of light quarks that are misidentified bsjuarks, we
of the tagger is used for the muon jet. The JetQ purity is ob-

tained as the fraction of selected events in which the chafrge 13
the muon is opposite to the JetQ value of the away jet. The ob
served purity is corrected for a number of effects. If the muo 12 X*/NDF  62/8

originates from & — ¢ — p cascade decay, its charge is the

opposite of the one it would have if coming directly frolba 5 ! T

decay (secondary fraction); if timeson undergoes mixing, & 1 %ﬂar*%ﬂa%'% ______
the charge of the muon may also flip sign (mixing fraction); & T A

and finally, if one of the twdb jet candidates is misidentified, @ o9 ! !

no correlation between the JetQ value and the charge of th

identified muon (norbb fraction) is present. The first two 08

effects can be obtained from simulation. The last effecals ¢ o

culated from a fit of simulation to data. T2 40 60 80 100 120
In order to obtain thédob fraction of the dijet sample, we Away-jet E _ (GeV/c?)

use two independent fits. We first extract thdraction in

muon jets by fitting the distribution qfrrel, the componentof FIG. 2: Ratio between the purity of the JetQ algorithm in date

the muon momentum transverse to the jet direction, which id/onte Carlo simulation as a function of away+gt. The dotted line

enhanced at larger values for muons originating floquark 1S the result of fitting a constant through the data points.

jets. Figure 1 (upper panels) shows a selection opthgtem-

plates used. For this fit we combine the charm and light-quarlse form all template fits in nine independent ranges of away-
templates since they are very similar. Then, we determiee thi.; Er. Since theb fractions of the muon and away jets are

b fraction in away jets by fitting the secondary-vertex-masgptained from independent fits, we have no information on

distribution, which is enhanced at higher values when the pa ir correlation in the dijet sample. However we can obtain

ent quark is heavier. Figure 1 (lower panels) shows a selecti {1, highest (lowest) value of thb fraction by assuming that
of secondary-vertex mass templates used; the templateshagys correlation is maximal (minimal). We then estimate the

depend on the away-jér. To allow for the possibility that  j, fraction in eachEr range as the average of the upper and




lower limits in the range, and set the corresponding uncerand the leptompr, respectively.
tainty to half the difference between the limits.
Combining thebb fraction with the secondary and mixing

fractions we correct the bias in the measured purity in eact L %XX.;:;Z

away-jetEr bin. We compute a scale fact8fg as the ratio 126 L JSingle top

of the purity obtained in the dijet data sample to that otetdin ;ﬁ‘ﬁﬂk e

in a corresponding simulated sample. We see no dependen: r Blti events

of the scale factor on the away-fgt, as shown in Fig. 2. g i " baa
We estimate a total systematic uncertainty on the JetC & 108

scale factor to be .2%, dominated by uncertainties in the
template shape (2%), the fitting methodology (8%), and
the assumption of linear variations in thi& dependence
(1.4%). We obtain a value of the scale factor ®Ffg =

"—Z

[y

OLHHH‘
o

. Ll
10 15 20 25 30 35 40 45 650

0.99+ 0.01(stad 4-0.03(sysb.
X2
VIl. BACKGROUNDS FIG. 3: Distribution of minimumy? for events passing selection re-

quirements described in Sec. lll. Shaded histograms shomaki
and background predictions stacked to form the total ptiedicThe

In the following, signal refers to events with either a SM arrow shows thac® upper threshold.

tt pair, or a pair of exotic quarks with mass 13%eV/c?.
The exotic quarks are simulated using the stantiahonte
Carlo described in Sec. IV. The dominant backgroundis QCD
production ofwW plus multijet events. These events enter the

signal sample when two of the jets drgets W+HF), or light i CIW+HE
quark jets are misidentified dsjets (mistag). Other back- 102 == [ Mistag
. .. . . . E []Single top
grounds include QCD multijet events where a jet is misidenti E B Diboson
fied as a lepton and two jets drgets or misidentified as such C 5QCD
- tt events

(QCD fakes), single-top-quark events, and diboson events
The amount of background is moderate 15%) because at
least two jets are required to be identifiedogets.

We obtain the background predictions with the same
method as for the cross-section measurement of Ref. [36]. W
compute the efficiency of theg? requirement and JetQ selec-
tion using Monte Carlo simulation for each background with
the exception of the QCD fakes, for which we use data. Fi-
nally, we search for correlations between the charge of the
primary lepton and the JetQ value of the correspondiet

= Data
10

Events

T TTTHW

=

L L L1 T P I L L L L
6 8 10 12 14 16 18 20
Number of tracks in Jet Q

o T
N
~

: - L FIG. 4: Distribution of number of tracks entering the JetQcea
in each background source. This correlation is expressed qg. s 24ed histograms show signal and background qiiet

th? fraction Of_ the total number (_W_b pairs that are Cla‘?" stacked to form the total prediction. The purity of the Jek§pathm
sified as SM-like. We expect this fraction to be 50%, i.e.,is cajlibrated as described in Sec. VI A and a scale factortd/bnte
the same probability for pairs to be SM- or XM-like, except carlo is obtained to account for modeling discrepancies.

for two processes, single-top-quark production and Q#bD

production where a lepton from the semileptohidecay is
misclassified as primary lepton. For the first process we rely
on the simulation to estimate the possible correlationJevhi
for the second process we use a data sample where all the LJ VIl SYSTEMATIC UNCERTAINTIES
selection requirements are applied except those of therept
selection, and we require instead that the lepton fail adtlea Systematic uncertainties come from modeling of the ge-
two identification criteria. The composition of this samfgle ometrical and kinematic acceptance, knowledge of the sec-
dominated by QCD background events. Table | summarizesndary vertex tagging efficiency, the effect on the acceggan
the signal and background predictions. Table Il summarizesf the uncertainty on the jet energy scale, uncertaintiethen
the amount of correlation for each background. Backgroundhackground predictions, and the uncertainty on the luminos
sources for which no effect is expected are assigned a corrdy.
lation of 0.5. The signal correlation (purity) is defined iacS Monte Carlo modeling of geometrical and kinematic accep-
IX. tance includes effects of parton distribution functionS§B),

In Fig. 3 we show the? distribution used to assign the initial- and final-state radiation, and jet energy scalee PDF
lepton to the corredt jet, while in Figs. 4 and 5 we show the uncertainty is estimated by varying the independent eigenv
distributions of the number of tracks in the JetQ calculatio tors of the CTEQ6M [37] PDF set, varying the QCD scale



TABLE I: Background and signal expectations before andraftex2 and JetQ criteria (columns 2 and 5). The efficiencies of tloeiseria
are shown in columns 3 and 4. The last column includes a faftoro because each selected event containd/Mveb pairs, each providing
a “quark candidate” (SM- or XM-like candidate). The uncattigs are discussed in Sec. VIII.

Events  X? requirement JetQ Quark candidates
Process o . e o
before criteria  efficiency efficiency after criteria

W+HF 66+ 22 0152+0.004 Q0970+0.003 195+6.4

QCD fakes 1814 017+0.08 088+0.12 54+48
Diboson 47+0.7 0.224+0.02 097+0.01 20+04
Mistag 97+2.6 0.15+0.02 096+0.02 28+0.8
Single top 106+1.3 0.213+0.004 Q972+0.003 44+0.5

Total background 102 26 - - 34+8

Signal 6705110 0532 0000°% 0979,0000% 7004120

TABLE lI: Correlation between lepton charge and JetQ in lgaoknd and signal events. The last two columns show the tegp@cimbers of
SM-like and XM-like quark candidates.

Expected number

Process . Correlation SM XM
of quark candidates
W+HF 195+6.4 05+00 97+32 97432
QCD fakes A+48 048+0.06 26+23 28+25
Diboson 20+0.4 05+0.0 10+0.2 1.0+0.2
Mistag 28+0.8 05+0.0 14+04 14+04
Single top 44+05 051+0.01 23+0.3 22+0.3
Total background 348 0.50+0.01 17+4 17+4
Signal 700:120 Q5620001 394+ 66 306+ 51

+0.011(sys)

tor (and in particular the hadronization model), for which w

- CIW+HF comparePYTHIA with HERWIG.

- %g"ift?gm All of these systematic uncertainties affect the predicted
102 -Dibgsm P numbers of signal and background events (for details see Ref
S E mQCD [36]) and the efficiency and purity of the pairing and JetQ
e gg ¢t events algorithms. An additional systematic uncertainty affetbis
& | } " Data pairing: the choice of the top-quark mass used in the simu-
= 10 lated sample and in the? constraint. We measure this uncer-
|5 u tainty from the shift of the values obtained when comparing
if i the nominal results to those from two extra samples gerterate

- with top-quark masses of 170 and 175 Ge&//Finally, for

E the JetQ purity systematic uncertainty, we take the value ob

[, ., (FOS PRI BN T PR tained from the calibration in data and add in quadrature the

0 20 40 60 80 100 120 140 160 180 200 effect of initial- and final-state radiation, since theseyrbe

Lepton GeV/c . — .
pton p, ( ) different between &b and att environment. In Table Il we

show the systematic uncertainties on the pairing efficiemcly
FIG. 5: Leptonpr distribution. Shaded histograms show signal and pyrity, and on the JetQ selection efficiency and purity. Ehes
background predictions stacked to form the total predictio systematic uncertainties are assigned only to the sigrfaras

backgrounds the statistical uncertainty is dominant.

(Aocp), and comparing the nominal CTEQ5L [30] PDF set

with MRST72 [38]. We vary the parameters that govern IX. " SIGNAL PURITY DETERMINATION

initial- and final- state radiation and obtain the corresting

uncertainty by comparing the results with the nominal one. In Table Il we show the signal purity that leads to the es-
Similarly the uncertainty coming from jet energy scale ig-es timation of the expected numbers of SM-like and XM-like
mated by varying the scale within its uncertainties. An addi quark candidates. The purity is a combination of the pairing
tional systematic source comes from the choice of the genergurity and the JetQ purity as follows:



TABLE Ill: Summary of systematic uncertainties (in %) foetk? selection and JetQ efficiencies, and for the pairing and petifies. The
(0.7) figure is given as information but not used in the total utraiety since the JetQ purity is calibrated in data and ttreesponding scale
factor already corrects for the Monte Carlo hadronizatiadel. The total uncertainty is calculated as a sum in quadkaif the individual
uncertainties coming from the different sources.

Systematic (in %) x2 selection efficiency JetQ efficiency Pairing purity JetQityur

Jet energy scale jJ] 0.04 01 0.1
Initial- and final-state radiation R 01 0.2 02
MC generator @ 01 01 (0.7)
Top-quark mass a 0.2 0.9 0.5
PDF Q7 0.02 01 0.02
Total 10 0.3 10 0.6

Ps = frb SFb Pnb+ (1 — frib SFb) [Pwb Pa SFQ + (1 — pwi) (1 — P3eSkQ)], 3)

wheref,, is the fraction of sighal Monte Carlo events where portant analysis inputs to the statistical extraction Gutts
we have misidentified the jet andSF,, is a scale factor that described in the next section.

accounts for any difference in the rate of misidentifiejgts
between data and simulation. This is the same scale factor de
termined in the measurement of the top-quark-pair prodocti
cross-section usinig-jet tagging [36]. The quantitp, is the
probability that a signal event with a misidentifibdet will

be correctly labeled as SM- or XM-likgyy, is the pairing pu- Once we apply the pairing and JetQ selection to the data, we
rity for cases where the JetQ was defined, ppglis the JetQ  classify each data pair as SM-like or XM-like, and define
purity for the cases where the pairing criterion was appliedto be the fraction of SM candidates among the data pairs. The
These three purities are obtained from simulated events. Thaim of the measurement is to test the SM hypotheBis=
Shois the scale factor between data and Monte Carlo simul
tion for the JetQ obtained from the data calibration stueg(s
Sec. VIA). Table IV shows the values used in Eq. (3), with

X. STATISTICAL TREATMENT

a‘T’ABLE V: Estimated numbers of background and signal cartdi&la
together with the corresponding purities.

uncertainties propagated from those in Table III. Ns 700+ 120
Ny 3448
ps 0.562+ 0.004(stat) + 0.011(syst)
TABLE IV: Inputs to the signal purity. Po 0.50+0.01
b 0.079+ 0.001
SFyp 1.01+0.03
Pnb 0.50+0.01
pwp 0.8334-0.001(stat) + 0.008(sys?) 1) against the XM hypothesid ( = 0). We also explore the
Psq 0.608+0.001(stat) +0.003(syst possibility of an admixture of +2/3 top quarks and —4/3 exoti
Shq 0.99+0.01(staf +0.03(sysf) quarks (0< f, < 1). We write the likelihood as the product

of two Poisson probabilities for the observed numberand
x~ of SM- and XM-like candidates (respectively), and four
The equivalent of signal purity for background events is theGaussian constraints on the nuisance paramgtess, zp,
correlation between JetQ and the primary-lepton charge®, anandz,, (the numbers of signal and background candidates and
is provided in Table II. Finally, Table V summarizes the im- the purities of signal and background, respectively):

_ (Yb*Nb)2 _ (ys—Ng)? (Zpg;*Ps)2 (Zpbfpb)z

(NDeN (N eN-e M e R e 2k e b

L= 1 -1
X! X! oNb GN Ops pr

: 4)

S

whereN,; andN_ are the predicted numbers of SM-like and estimates of the nuisance parameters (see Table V). The ex-
XM-like candidates, and\s, Ny, ps, and py are independent
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taking into account the sensitivity of the measurement, we
generate pseudoexperiments to compute the probaBjity

5
10 of not excluding the XM when the SM is true, as a function
10° of axm (Fig. 7). Using this curve we setxy=1%, slightly
above the value for whicfixm(axm)=0xm.
10° We also quote a measure of evidence based on the data ac-

tually observed in the form of a Bayes factor BF, which is the

Number of pseudoexperiments

10? ratio of posterior to prior odds in favor of the SM. The BF
can also be written as the ratio of the likelihood of the SM to
10 the likelihood of the XM. The numerator and denominator are
1 ML separately integrated over uniform priors for the nuisgrase
BTy R e WU rameters. The quantity 2(BF) can be interpreted according
i to a well-established scale [39].

Finally, allowing for an admixture of SM and XM quark
FIG. 6: Distribution of the maximum-likelihood estimatette SM ~ candidates, we compute 68%- and 95%-C.L. Feldman-

fraction f,. from pseudoexperiments under the XM (dashed line) andCousins intervals [40] on the fractidn .
the SM (solid line) hypothesis. The arrow shows our result.

Xl. RESULTS AND DISCUSSION

In Table VI we show the number of events and candidates
after applying the pairing and JetQ selection and the number
of candidates corresponding to the SM and XM hypotheses.

-

10

pSM

or

TABLE VI: Observed number of events before and after theipgir
requirement, observed number of quark candidates withifohjet
charge, and observed SM-like and XM-like candidates.

$107?
[sa X

10°L Number of events Quark candidates
E Observed After pairing | JQ defined SM XM
Tl Ll | L
10° 107 10° 102 815 397 774 416 358
Oy OF Py,
FIG. 7: Variation ofxm (the probability of accepting a false XM)
with axy (the probability of rejecting a true XM). The square rep- 180F

resents our priori choice ofaxy = 1%, corresponding t@xy = [l zacgrounc

0.16%, while the triangle represents the obserpedhlues and is 160 [sm it events
plotted at the coordinatéxm, Psm). 140 o . Do
g 120 : - - XM expected
% 100
c
pectationd\; andN_ are computed using the following equa- 2 &
tions: 60
40F
Np = Zpyysfy +(1—2Zp)ys(1— 1) +ZpYo (5) 20F

No = (1—2zp)ysf +2Zpys(1— )+ (1—2p)¥b . (6) 0

-1.0 -0.5 0.0 0.5 1.0
QW) Q(b-jet)

In Fig. 6 we show the distribution of the maximum-
likelihood estimatef, of f,, as obtained from pseudoexperi-
ments based on either the SM hypothesis or the XM hypoth

e.'s_ls' we Compurt]e M@t_)vag.llj.es t}assd o, as te|St Staftlsr; tions stacked for the total prediction. The dashed line shing XM
tic: psm (Pxm) - the probability of observing a value of the o, o cation. SM-like candidates are on the negative sideeoplot
test statistic as in data or smaller (larger) assuming et t \ypjje XM-like candidates are on the positive side. The autest

SM (XM) hypothesis is true. To reject the SM we require pins correspond to the cases where JetQ is exactly
psm < asm, Whereasy is the standard 5-sigma discovery

threshold of 287 x 10~’. To exclude the XM we similarly re-

quire pxm < oxm. We note that increasinmyxy makes it eas- Candidates whos&/-boson charge is opposite to the JetQ

ier to exclude the exotic model, but reduces the exclusion co value are classified as SM candidates, while candidatesavhos
fidence level - axy. To optimize the choice afixm while  W-boson charge has same sign as the JetQ are assigned as

FIG. 8: Distribution of the product of thé&/-boson charge times the
JetQ value. Shaded histograms show signal and backgroeditpr



11

XM candidates. Figure 8 shows the graphical representatiol

of these numbers, where candidates (and SM expectation: 100

are distributed as function of the product of the JetQ value g £

and the charge of th&/ boson. Using these numbers we get é 104 " o .

the profile log-likelihood curve shown in Fig. 9. The mini- &

mum of the curve is at a value ¢f = 0.83. This corresponds § 10°

to a p-value of 13.4% under the SM hypothesis (see red tri- 3 F

angle in Fig. 7) and indicates consistency between CDF dati & 102}

and the SM. The-value under the XM hypothesis is 0.014%, © F

which is interpreted as a 99% C.L. exclusion of the XM hy- é 10

pothesis. The previous measurements have excluded the XI 2 F

hypothesis with at most 95% C.L. [6, 7]. We obtain a value of i I SOy R y-— s
2In(BF) = 19.6, which, according to the interpretive guide- o

lines of Ref. [39], constitutegery strongevidence in favor of

the SM and against the XM. FIG. 10: Distribution of the maximum-likelihood estimattioe SM

fraction f,. from pseudoexperiments under the XM (dashed line) and
the SM (solid line) hypothesis for electrons only. The arsivows

E our result.
35
30F
g 10° e
d 20; (2] =
I = §2] c
E = E'J:-) 4; b
N 15 g 10°E XM SM
E g F
r o
5 % £
E 2
ot 1 L1 L1 PR R 810§
1.0 05 0.0 05 1.0 15 2.0 ) F
f+ g lO?
= E
2 |
FIG. 9: Distribution of twice the negative logarithm of theofile 15 ) /A S
likelihood as a function of the fraction of SM candidate eeeim 05 0.0 05 10 15
data. B

FIG. 11: Distribution of the maximum-likelihood estimatitioe SM
Table VI lists the analysis results for electrons and muondgraction f. from pseudoexperiments under the XM (dashed line) and
separately. In Figs. 10 and 11 we show the distributiofi,of ~the SM (solid line) hypothesis for muons only. The arrow st@ur
for electrons and muons respectively. Due to its dependenc8&sult
on sample size, the measurement sensitivity is lower in each
lepton subsample than in the full data sample, and an appro-

priate value ofixy is 5% in this case. The XM hypothesisis  For the muon subsample tipevalue under the SM hypoth-
excluded at the 95% C.L. using the electron or muon subsamssjs is only 5.2%, compared with 65.9% for the electron sub-
ple. sample. Ax? test of the hypothesis that the ratio of XM to SM
candidates is the same in both subsamples yiefgsaue of
about 9%, consistent with the discrepancy being a stalstic
fluctuation.

Allowing for an admixture of SM and XM candidates,
we compute Feldman-Cousins intervals fbr, obtaining

TABLE VII: Number of observed candidates and results forelee-
tron and muon candidates separately.

Electrons Muons
Number of candidates; 206 SM and 155 XM 210 SM and 203 xm [0-66,0.95] at the 68% C.L. an{D.48,1.00] at the 95% C.L..
fl 1.11 0.57
Psm 65.9% 5.2%
Px m 0.04% 0.7% Xll. CONCLUSION
Ns 308+51 392+ 67
’;: 0 5lgf0501 051675:[04 o1 We present a measurement of the top-quark electric charge
Po 0.50+0.02 050+ 001 that relies on the jet-charge algorithm as an estimator @f th

electric charge of higtpr b jets. The measurement usis
pairs reconstructed in final states with dneboson decay-
ing hadronically and the other leptonically, from a data set
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