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Intermediate-mass-ratio black hole binaries II:
Modeling Trajectories and Gravitational Waveforms
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85 Lomb Memorial Drive, Rochester, New York 14623

We revisit the scenario of small-mass-ratio (q) black-hole binaries; performing new, more accurate,
simulations of mass ratios 10:1 and 100:1 for initially nonspinning black holes. We propose fitting
functions for the trajectories of the two black holes as a function of time and mass ratio (in the range
1/100 < ¢ < 1/10) that combine aspects of post-Newtonian trajectories at smaller orbital frequencies
and plunging geodesics at larger frequencies. We then use these trajectories to compute waveforms
via black hole perturbation theory. Using the advanced LIGO noise curve, we see a match of ~ 99.5%
for the leading (¢, m) = (2, 2) mode between the numerical relativity and perturbative waveforms.
Nonleading modes have similarly high matches. We thus prove the feasibility of efficiently generating
a bank of gravitational waveforms in the intermediate-mass-ratio regime using only a sparse set of

full numerical simulations.

PACS numbers: 04.25.dg, 04.30.Db, 04.25.Nx, 04.70.Bw

I. INTRODUCTION

Numerical relativity (NR) has come a long way since
the breakthroughs of 2005 [1-3] that allowed, for the first
time, long-term evolution of black hole binaries (BHBs).
Among NR’s significant achievements are its contribu-
tions towards the modeling of astrophysical gravitational
wave sources that will be relevant for the first direct de-
tection and parameter estimation by gravitational wave
observatories [4]. NR has also made contributions to the
modeling of astrophysical sources, notably with the dis-
covery of very large recoil velocities [5-8], and the appli-
cation of the numerical techniques to combined systems
of BHs and neutron stars [9]. More mathematical aspects
of relativity have also recently been investigated, includ-
ing the evolution of N-black holes [10], the exploration of
the no-hair theorem [11, 12], and cosmic [13] and topo-
logical censorship [14], as well as BHBs in dimensions
higher than four [15].

Among the remaining challenges are the exploration of
the extremes of the BHB parameter space. The current
state of the art simulations can simulate BHBs with mass
ratios as small as ¢ = 1/100 [16, 17] and highly spinning
BHBs with intrinsic spins @ = S /M% up to (at least)
0.97 [18, 19]. Currently these runs are very costly and it is
hard to foresee the possibility of completely covering the
parameter space densely enough for match filtering the
data coming from advanced laser interferometric detec-
tors by the time they become operational. It is therefore
imperative to develop interpolation techniques that allow
for astrophysical parameter estimations, at a reasonable
level of accuracy, based on a sparse set of numerical sim-
ulations.

In this spirit, we designed a set of prototypical runs
for initially non spinning BHBs with small mass ratios
q in the range 0.1 < ¢ < 0.01. Since we expect that,
for small enough mass ratios, this BHB system will be
describable by perturbation theory, we compare the full

numerical waveforms with those produced by perturba-
tive evolutions via the Regge-Wheeler [20] and Zerilli [21]
equations, supplemented by linear corrections in the spin
of the large BH [22]. The key ingredients perturbation
theory needs is the relative trajectory of the small BH
with respect to the larger one and the background mass
and spin. In our previous tests we used the full numeri-
cal tracks and proved the perturbative waveforms agree
reasonably well with the full numerical ones [22]. In this
paper we develop a model with free fitting parameters
for these trajectories based on post-Newtonian (PN) and
geodesic input, and fit to full numerical tracks. For these
fits, we use full numerical evolutions of ¢ = 1/10 and
g = 1/100 BHBs [16, 22] and perform new, more ac-
curate simulations. We compare the waveforms for the
modeled tracks with the full numerical waveforms to con-
firm matching agreement within a fraction of a percent.
Hence this method paves the way for further general-
izations and simulations to provide an approximate, yet
accurate, bank for waveforms for second generation grav-
itational wave detectors.

This paper is organized as follows. In Sec. II we re-
view the numerical methodology to perform the small
mass ratio runs. In Sec. III we describe the runs and
results. In Sec. IV we describe the track modeling on
PN expansions and fits to the full numerical results. In
Sec. V we give the results of using those tracks to gen-
erate perturbative waveforms and compares them with
those extracted from the full numerical evolutions. We
discuss the consequences and future application of this
techniques in Sec. VI. We also include an appendix A to
briefly discuss perturbative theory in numerical coordi-
nates (1+log, trumpet coordinates).



II. NUMERICAL RELATIVITY TECHNIQUES

To compute the numerical initial data, we use the
puncture approach [23] along with the TwoOPUNC-
TURES [24] thorn. In this approach the 3-metric on the
initial slice has the form v, = (YBr + u)*day, where
g1 is the Brill-Lindquist conformal factor, d,p is the
Euclidean metric, and u is (at least) C? on the punc-
tures. The Brill-Lindquist conformal factor is given by
Ypr =1+>.1 , ml'/(2|F—7;|), where n is the total num-
ber of ‘punctures’, m? is the mass parameter of puncture
i (m? is not the horizon mass associated with puncture %),
and 7 is the coordinate location of puncture i. We evolve
these black-hole-binary data-sets using the LAzEv [25]
implementation of the moving puncture approach [2, 3]
with the conformal function W = /x = exp(—2¢) sug-
gested by Ref. [26]. For the runs presented here, we use
centered, eighth-order finite differencing in space [10] and
a fourth-order Runge-Kutta time integrator. (Note that
we do not upwind the advection terms.)

Our code uses the CACTUS/EINSTEINTOOLKIT [27, 28]
infrastructure. We use the CARPET [29] mesh refinement
driver to provide a “moving boxes” style of mesh refine-
ment. In this approach refined grids of fixed size are ar-
ranged about the coordinate centers of both holes. The
CARPET code then moves these fine grids about the com-
putational domain by following the trajectories of the two
BHs.

We use AHFINDERDIRECT [30] to locate apparent
horizons. We measure the magnitude of the horizon spin
using the Isolated Horizon algorithm detailed in Ref. [31].
Note that once we have the horizon spin, we can calculate
the horizon mass via the Christodoulou formula

mf = \fm2, +82/(4m2,), (1)
where mi, = y/A/(167) and A is the surface area of the

horizon. We measure radiated energy, linear momentum,
and angular momentum, in terms of 14, using the for-
mulae provided in Refs. [32, 33]. However, rather than
using the full ¥4, we decompose it into ¢ and m modes
and solve for the radiated linear momentum, dropping
terms with £ > 5. The formulae in Refs. [32, 33] are
valid at r = oco. Typically, we would extract the radi-
ated energy-momentum at finite radius and extrapolate
to r = oo. However, for the smaller mass ratios examined
here, noise in the waveform introduces spurious effects
that make these extrapolations inaccurate. We there-
fore use the average of these quantities extracted at radii
r =70, 80, 90, 100 and use the difference between these
quantities at different radii as a measure of the error.

We extrapolate the waveform to r — oo using the per-
turbative formula [22]

lim [ (r, 1)

= |rim(r,t) — (-1e+2) /0 dtim(r, t)]

2 T=TObs

where rops is the approximate areal radius of the sphere
Rops = const. We have found that this formula gives
reliable extrapolations for Rops 2 100M. We note that
Eq. (2) assumes the Weyl scalar is calculated in the Kin-
nersley tetrad. When using the Psikadelia tetrad, one
needs to multiply the RHS of Eq. (2) by a factor of
((1/2 — M/r), which accounts for the difference in nor-
malization (at infinity) between the two tetrads.

Recent Cauchy-Characteristic extraction (CCE) stud-
ies [34] (see also Ref. [35]) showed that this perturba-
tive extrapolation formula can be more accurate than
a linear extrapolation of the waveforms at finite radius
to infinite resolution (provided that the observer R is in
the far zone). Those studies compared the extrapolated
waveforms with the gauge invariant waveform on .# %+ ob-
tained using a nonlinear characteristic evolution from a
finite radius to .# T along outgoing null slices. The au-
thors of Ref. [34] measured the errors in 4 for an equal-
mass BHB simulation when extracting at R = 50M and
R = 100M, the corresponding extrapolation to co, as
well as the error in ri4 obtained by applying the per-
turbative extrapolation formula (2) to the R = 100M
waveform. The errors in the perturbative extrapolation
where the smallest over the entire waveform (both in am-
plitude and phase).

We note that multi-patch [36] and pseudospectral [37]
techniques allow extraction radii very far from the source,
leading to very small extrapolation errors.

A. Gauge

We obtain accurate, convergent waveforms and horizon
parameters by evolving this system in conjunction with
a modified 14log lapse and a modified Gamma-driver
shift condition [2, 38], and an initial lapse a(t = 0) =
2/(1+ 1%, ). The lapse and shift are evolved with

(0 — B'O))a = —2aK, (3a)
BT = (3/4)T* —n(z®,t)B, (3b)

where different functional dependencies for n(x®,t) have
been proposed in Refs. [25, 39-43]. Here we use a modi-
fication of the form proposed in Ref. [40],

VO;WOo; WA
z%t) = Rp+————, 4
n( ) 0 (1- Wa>b (4)

where we chose Ry = 1.31. The above gauge condition
is inspired by, but differs from Ref. [40] between the BHs
and in the outer zones when a # 1 and b # 2. Once
the conformal factor settles down to its asymptotic ¢ =
C/y/r + O(1) form near the puncture, n will have the
form n = (Ro/C?)(1 + b(r/C?)?*) near the puncture and
n = Ror®2M/(aM)® as r — oco. In practice we used
a = 2 and b = 2, which reduces n by a factor of 4 at
infinity when compared to the original version of this
gauge proposed by Ref. [40]. We note that if we set b =1



TABLE I: Initial data parameters for the numerical simu-
lations. Note that the ¢ = 1/15 simulations are older and
used a CFL factor twice as large. Here m{ and m} are the
two puncture mass parameters, the puncture were located at
(21,0,0) and (z2,0,0) with momentum =+(P,, P;,0) and zero
spin. The measured horizon masses and total ADM mass are
also provided.

Param| ¢ =1/10 qg=1/15 g =1/100

my 0.085237276 0.057566227 0.0086894746

mb 0.907396855 0.936224183 0.9896192142

T 7.633129115 6.806172805 4.952562636

T2 -0.7531758055 -0.4438775230 -0.04743736368

P, 0.0366988 0.0290721 0.00672262416584
P, -0.000168519  -0.000160518  -0.00001026521884
MH1 0.09129 0.06254 0.99065

M2 0.91255 0.94044 0.00990841

Mapwm| 1.00004 1.00005 1.00000000

then n will have a 1/r falloff at r = oo as suggested by
Ref. [42]. Our tests indicate that the choices (a = 2,
b=1)and (¢ = 1,b = 1) lead to more noise in the
waveform than (a = 2,b = 2).

III. SIMULATIONS AND RESULTS

The initial data parameters for the ¢ = 1/10, ¢ = 1/15,
and ¢ = 1/100 simulations are given in Table I. Note that
the ¢ = 1/15 simulations are older and suffer from the
mass loss error discussed below.

We used a base (coarsest) resolution of hg = 4M with
11 levels of refinement for ¢ = 1/10 simulations and 15
levels of refinement for ¢ = 1/100 for the low resolu-
tion simulations. The outer boundaries were at 400M.
The higher resolution simulations were all based on these
grids, but with correspondingly more gridpoints per level.
The grid structure was chosen by studying the behavior
of the background potential for the propagation of per-
turbations [16]. In the appendix A we show this poten-
tial, both in the isotropic coordinates of the initial data
and final “trumpet’ coordinates.

We previously evolved a set of ¢ = 1/10, ¢ = 1/15 [22],
and ¢ = 1/100 [16] BHBs using the standard choice of
Courant-Friedrichs-Lewy (CFL) factor dt/h ~ 0.5. Al-
though we found the waveform at lower resolution appear
to converge, an unphysical mass loss led to incorrect dy-
namics at later times (see Fig. 1). This, in turn, led to
oscillations in the errors as a function of grid resolution
h. We found that reducing the CFL factor significantly
reduces these unphysical effects [71]. In Figs. 1 and 2 we
plot the horizon mass as a function of time for three res-
olutions using both the old and new CFL factor for both
the ¢ = 1/10 and ¢ = 1/100 simulations. Note the much
better conservation of the mass and the corresponding
reduction in the lifetime of binary. PN trajectory evolu-
tions (see Fig. 3) indicate that the mass losses as small as
1 part in 10* are dynamically important, and the error

introduced by this mass loss is significantly reduced by
the new integration. The effects of the time integrator
on the numerical error, and in particular the mass loss
and constraint violation errors, will be the subject of an
upcoming paper by Ponce, Lousto, and Zlochower.
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FIG. 1: The horizon mass conservation using CFL factors of
0.5 and 0.25 for the ¢ = 1/10 simulations. A factor of 10
better results are obtained using a CFL factor of 0.25. The
effect on the trajectory is significant because the mass loss
is dynamically important (it significantly delays the merger).
The mass changes post merger (sharp spikes near ¢ ~ 950M
and ¢t ~ 1080M) are not dynamically important.
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FIG. 2: The horizon mass conservation using CFL factors of
0.5 and 0.25 for the ¢ = 1/100 simulations. Here |dm]| is the
absolute value of the difference between the expected horizon
mass and the measured horizon mass for the smaller BH. In
the case of ¢ = 1/100, as in the case of ¢ = 1/10, the horizon
mass decreases (hence |dm| increases) with time when using a
CFL factor of 0.5. A factor of 20 better results are obtained
using a CFL factor of 0.25. The effect on the trajectory is
significant because the mass loss is dynamically important (it
delays the merger). The mass changes post merger (sharp
spikes near ¢t = 1156M and ¢t = 172M) are not dynamically
important.
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FIG. 3: The 3.5PN orbital separations for the ¢ = 1/10 bi-
nary (the eccentricity is due to the fact that we use identical
parameters as the full numerical simulation, which are not
quasi-circular PN parameters) for slightly different small BH
masses. A mass loss of 1 part in 10* is dynamically impor-
tant, leading to a significantly delayed merger. Reducing the
mass change by a factor of 10 significantly reduces this error.

For the ¢ = 1/10 nonspinning BHB, we performed sim-
ulations with central resolutions of h = M/256, h =
M/307.2, M/337.9, M/368.64, and M/404.48, with 11
levels of refinement in each case (the coarsest grid reso-
lutions where hg, ho/1.2, ho/1.32, ho/1.44, ho/1.58, re-
spectively). We note that the waveform showed oscilla-
tions in error as a function of resolution. We are therefore
using the most widely spaced (in resolution) runs for the
convergence plot. In particular, we use the h = M/256,
M/337.9, and M /404.48 simulations.

In Fig. 4 we show the convergence of the amplitude
and phase of 14 for these three resolutions. Convergence
appears to break just at the start of the final plunge.
Figure 5 shows the highest resolution waveform and the
Richardson extrapolation (assuming a second-order er-
ror). The extrapolation error becomes large just near the
plunge, at a frequency of w = 0.19/M. We also plot the
phase deference between the highest resolution run and
the Richardson extrapolated waveform. The vertical line
shows the point when the frequency is w = 0.2/M. The
phase error, up to t = 850M is within 0.04 radian, but
increases exponentially to 1.2 radians when w = 0.2/M.

Determining convergence for the ¢ = 1/100 simula-
tions proved challenging for two reasons. There was a
small random jump in the mass of the smaller BH be-
tween resolutions that had a small effect on the trajec-
tory. From Fig. 6 we can see a difference of one part
in 10* in the small BH mass. The two medium reso-
lution have lower masses, and therefore merge slightly
later than expected. The net effect is to confuse the or-
der when the mergers happens (we expected the higher
resolutions runs to merge slightly later than the lower
resolutions runs). We see from Fig. 7 that the second-
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FIG. 4: Convergence of the (¢ = 2,m = 2) mode of 14 for
the ¢ = 1/10 waveform. The waveform starts out fourth-
order accurate (due to our fourth-order waveform extraction
algorithm), but then reduces to second order during the late
inspiral, and dropping to first-order during the ringdown. The
vertical line indicates the time when the frequency is w =
0.2/M. The central resolutions for the three cases were h1 =
M /256, ho = M/337.9, and hs = M /404.48, respectively, and
each configuration used 11 levels of refinement.

lowest resolution merges out of order with the other runs.
Similarly, the third lowest resolution appears to merge
late, as well. Another source of confusion for our con-
vergence study has to do with lower-order errors (not
necessarily associated with the mass) becoming impor-
tant at higher resolutions. This leads to oscillations in
the error as a function of resolution that can cause the
merger time to oscillate with resolution. Nevertheless,
the actual deviations in the trajectories, for the higher
resolutions, is small. The improvement over the origi-
nal ¢ = 1/100 simulation is substantial. The mass con-
servation is a factor of 20 better. The old simulations
had an unphysical extra orbit inside the ISCO due to
significant mass loss. Convergence measurements of the
waveform do not appear to suffer much from the above
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FIG. 5: (TOP) A comparison of the highest resolution run
with the Richardson extrapolated waveform. At the plunge,
the phase error in the waveform is sufficiently large that the
extrapolation give erroneous results (note the unphysical os-
cillation near t = 1050M). The extrapolation breaks down at
w = 0.19/M. (BOTTOM) The phase difference between the
Richardson extrapolated waveform and the highest resolution.

mentioned mass loss. However, due to low amplitude of
the waveform compared to the grid noise (induced by the
refinement boundaries), the differences in the waveforms
at the various resolution were smaller than the grid-noise
fluctuations. Figures 9 and 10 show the waveform and
phase for the three highest resolutions. Note that the
gridnoise apparent in Fig. 9 is due to reflections of the
initial data pulse at the refinement boundaries. For our
configuration, the imaginary part of the (¢ = 2,m = 2)
components of this pulse is small compared to the real
part. This leads to a significant reduction (about a factor
of 10) in the noise in the imaginary part when compared
to the real part. Figure 8 shows the trajectories for the
four highest resolutions. Note that good agreement be-
tween the curves when using the new smaller CFL factor.

For reference, we report the final remnant properties
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FIG. 6: The horizon mass for the ¢ = 1/100 configurations.
Jumps in the horizon mass of order 1/10* are apparent be-
tween resolutions. this has a small but noticeable dynamic
effect.
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FIG. 7: The puncture separation as a function of time for
the ¢ = 1/100 configurations. The second lowest resolution
run appears to merge later than expected, consistent with its
reduced mass (apparent in Fig. 6)

for the three configurations in Table II.

The above gauge conditions (3) have a drawback near
merger. The conformal function W goes to zero at the
two punctures and there is a local maximum between
the two punctures. Due to this local maximum, n — 0 at
some point between the two punctures. As the two punc-
tures approach each other, this zero in 7 get progressively
closer to the smaller BH. This, in turn, causes the coor-
dinate radius of the horizon to shrink near merger. As
seen in Fig. 11, the horizon radius for the new ¢ = 1/100
simulations decreases at merger, leading to a loss in res-
olution of the smaller BH. Another issue related to this
gauge is that the relative effective size (i.e. rg/mpy) of
the smaller BH is less than that of the larger BH. So the
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FIG. 8: The puncture trajectories for the ¢ = 1/100 configu-
ration.
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FIG. 9: The imaginary part (which is much less noisy than the
real part) of the (£ = 2, m = 2) mode of ¢4 for the ¢ = 1/100
configurations. The differences in waveform between resolu-
tions are dominated by grid noise at high resolutions. At the
peak, the differences in the waveforms between resolutions is
about 1% of the amplitude of the waveform. The real part of
the waveform is roughly a factor of 10 more noisy.

required resolution (gridpsacing) for each hole does not
scale exactly with the BH’s mass. This lower effective
relative size of the smaller BH may be partially respon-
sible for the reduced conservation of the horizon mass
of the smaller BH when compared to the larger on (see
Fig. 12).

IV. PERTURBATIVE TECHNIQUES

In Ref. [22], we extended the Regge-Wheeler-Zerilli
(RWZ) formalism [20, 21] of black hole perturbation
theory to include, perturbatively, a term linear in the
spin of the larger BH. This Spin-Regge-Wheeler-Zerilli
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FIG. 10: The phase of the (¢ = 2,m = 2) mode of ¥4 for the
g = 1/100 configurations. The differences in phases between
resolutions are dominated by grid noise.

TABLE II: Final remnant intrinsic spin, radiated energy, and
recoil velocity for the ¢ = 1/10, ¢ = 1/15, and ¢ = 1/100
configurations. For reference we also include the predicted
recoil velocity based on [44].

Param |q=1/10 qg=1/15 g =1/100
a 0.261 £0.002 0.189 4+ 0.006 0.0332 & 0.0001
Eraqa /M [0.0044 £ 0.0001 0.0022 + 0.0001 (5.5 1.0) x 107°
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FIG. 11: The horizon radius of both BHs for the new ¢ =
1/100 simulations. The horizon radius of the larger BH barely
changes, while the radius of the smaller BH decreases sharply
at merger.

(SRWZ) formalism has second-order perturbations with
linear dependence on the spin in the wave equations for
Schwarzschild perturbations.

In the SRWZ formalism, the wave functions for the
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FIG. 12: The horizon mass of both BHs for the new ¢ = 1/100
simulations. The horizon mass of the larger BH is conserved
to a higher degree than that of the smaller BH. This is the
case even though the number of gridpoints inside the smaller
BH is actually larger than the number of gridpoints in the
larger BH.

even and odd parity perturbations are expressed as a
combined wave function of the first and second pertur-
bative orders,

U (tr) = O (40) + 02 (1,0)

v = \p<°1)+2/dt\1/°“) (5)

where the superscript 1 and 2 denote the perturbative
order, Wy, denotes the even parity Zerilli function, and

plo 1) and \IIS:;LZ’Q) denote the Regge-Wheeler (Cunning-

m

ham et al.) and the Zerilli functions for the odd parity
perturbations (see Ref. [45] for the relation between the
wave functions). These functions satisfy the following
three equations.

2 82
- I
8t2 Im (t,’l") + (97’*2

_V(even)(r)q}[m (t’ 7’) +ima p[(even)\:[/ém (t7 T‘)
_ S(even)(t (1), dp(t)),
8 (0,1) 62 ’
“o Vim (b1 F 5 Vi (1)
_V(odd) (T)\I,(o 1) (t,r)
— S(Odd b (t T'rp( )7¢P(t)) ’

\Ifgm (t, ’I“)

0% _(0.2,2) 0 (02.2)
atQ\I/ (t,r)+ 87"*2@@’" (t, )
_V(Odd)( ) EO,Z,Q) (t,T)
dd,z,
= S D 1,y (1), 6, (1)) (6)
where r* = r + 2MIn[r/(2M) — 1] is a characteris-

tic coordinate, « is the non-dimensional spin parame-
ter, VZ(CVCH/ °dd) " Jenotes the Zerilli and Regge-Wheeler

potential, respectively, Sy, is the source term, and
(rp(t), #p(t)) are the particle separation and orbital phase

as a function of time. The differential operator P(Cvcn)

arises from the coupling between the BH’s spin and the
We note that Séi:en) nd

include local and extended source terms arising
from the second perturbative order associated with prod-
ucts of terms linear in « and the first-order perturbation
functions. See Appendix A in Ref. [22] for more details.

In order to evolve the perturbative equations (6), we
need the particle trajectory (rp(t), ¢p(t)) as a function
of time. Here we use a PN inspired model for the BH
trajectories, which will approximate the numerical tra-
jectories from intermediate-mass-ratio BHB inspirals. In
order to model the numerical trajectories for the late in-
spiral phase of a BHB merger using a relatively straight-
forward fitting function, we start with an adiabatic qua-
sicircular evolution, i.e., ignoring the eccentricity of the
orbit and the component of radial velocity not due to
the radiation reaction, and then parametrize deviations
from a 3.5PN-TaylorT4 adiabatic inspiral. We model the
time derivative of the orbital frequency d€2/dt and the or-
bital separation R as a function of the orbital frequency
Q based on an extension of standard PN calculations,
described below.

first-order wave functions.
(0dd,Z,2)
S

A. The orbital frequency 2 evolution of the NR
trajectories

First, we focus on the d€2/dt evolution with respect
to the orbital frequency €2. In PN calculations for the
quasicircular case, the evolution for §2 is obtained from
the energy loss dFE/dt and the relation between energy
and frequency E(2) given by

dQ  dE (dE\ ! .

dt — dt (dﬂ) ’ @
where dE/dt and dE/d) are obtained by appropriate PN
expansions. In the TaylorT1 waveform, we simply sub-
stitute these quantities into Eq. (7). By expanding the
TaylorT1 in the PN series again, we obtain the TaylorT4
waveform, which has been shown to give good agreement
with numerical simulations [46]. Therefore, we develop a
fitting function based on the TaylorT4 evolution. These
Taylor series waveforms are summarized in Ref. [47].

We note here that for Schwarzschild geodesics, dQ2/dt
diverges at the innermost stable circular orbit (ISCO),
Rsen = 6M in Schwarzschild coordinates. This is be-
cause dE/d) becomes zero at the ISCO frequency M =
(1/6)3/2 ~ 0.0680413817. Although we need to develop
techniques for the transition to plunge [48, 49] in the
above situation, there is no divergence in the TaylorT4
waveform because the Taylor series expansion always has
finite dQ)/dt .

When fitting of the trajectories in the NR coordinates
for various mass ratios, we use the following modified



TaylorT4 evolution.
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TABLE III: The summary of the fitting parameters for the
“PN+” (a modification of the TaylorT4 evolution) in Eq. (8).
The first line for the ¢ = 1/100 case (x) gives the fitting
parameters obtained by allowing all 4 constants to vary, the
second line (f) for the ¢ = 1/100 case gives the parameters
from a fitting of A and B only by assuming o = 8 and 8 = 15,
and the third line (f) gives the parameters extrapolated from
the ¢ = 1/10 and ¢ = 1/15 results using Eq. (11).

Mass ratio A «@ B B
qg=1/10 17.0500 7.21975 8.18920 12.5197
qg=1/15 26.0150 7.54047 8.65525 13.6168

g =1/100" 93.0650 4.32071 5.42457 14.9711

q= 1/100T 288.888 8 16.2033 15

q= 1/1001 233.985 9.45214 11.5411 21.0731

where d€/dt and ) are obtained from the NR trajecto-
ries, and M and 7 denote the total mass and symmetric
mass ratio of the binary system,

M = mq + ma,
mims
n = M2 (9)

respectively. Here, A, o, B and 3 are the fitting param-
eters, and the power in the parameters should be a > 7
and S > 7 in order to be consistent with this (7/2)PN
formula. Here Qg is the frequency at Rge, = 3M for cir-
cular orbits, i.e. MQy = (1/3)%/2 ~ 0.19245009. In the
fitting, we use the method of least squares.

In Table III, we summarize the parameters obtained
from fitting for the three cases, ¢ = 1/10, ¢ = 1/15 (from
Ref. [22]), and ¢ = 1/100.

The fitting curve for the ¢ = 1/10 case, which is valid
up to MQ = 0.175, is shown in Fig. 13. The fitting
parameters, a and (3, for this case are consistent with the
current PN formula, and we see that the fitting curve is
close to the TaylorT4 evolution for small M.

(

FIG. 13: The fitting curve for the ¢ = 1/10 case using Eq. (8)
and orbital frequencies up to M = 0.175. The solid (black),
dashed (red) and dotted (blue) curves show the NR, fitting
and TaylorT4 PN evolutions, respectively. In the NR evolu-
tion, the end point of the solid (black) curve corresponds to
Rsen = 2M, and M = 0.175 is the NR orbital frequency
around Rgch = 3M, assuming the NR coordinate system can
be approximated by a “trumpet” stationary 1 + log slice of
the Schwarzschild spacetime. The inset shows the zoom-in of
the initial part (around M = 0.05)
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We show the fitting curve for the ¢ = 1/15 case, which
is valid up to MQ = 0.17, in Fig. 14. Again, the fitting
parameters, a and S, for this case are consistent with the
PN formula.

For the ¢ = 1/100 case, which is shown in Fig. 15, we
first found by a direct fit of all parameters that a < 7,
which is not consistent with the PN approach. One pos-
sibility is that the trajectories are too short. If we were to
extend them to lower frequencies, we would expect that
the slope increases, leading to a larger a. Below, we try
two alternate fitting methods in order to try to improve
the fit. This first fit gives the best agreement with the
numerical trajectory so this is the one we use in Sec. V



FIG. 14: The fitting curve for the ¢ = 1/15 case using Eq. (8)
up to orbital frequencies of M = 0.17. The solid (black),
dashed (red) and dotted (blue) curves show the NR, fitting
and TaylorT4 PN evolutions, respectively. In the NR evo-
lution, the end point of the solid (black) curve corresponds
to Rsch = 2M, and M = 0.17 is the NR orbital frequency
around Rsch = 3M, assuming the NR coordinate system can
be approximated by a “trumpet” stationary 1 + log slice of
the Schwarzschild spacetime.

Schwarzschild coordinates (e.g., a quasi-circular geodesic
slightly inside the ISCO has dQ/dt = —0.0113). Hence
it appears that in the ¢ = 1/100 case the trajectories are
much closer to geodesic motion than in the other cases.

Due to the fact that the ¢ = 1/100 simulations were
very short, obtaining accurate fitting parameters for the
trajectory is error prone. As discussed in Ref. [50], longer
NR simulations starting with a large orbital separation
will be required to prevent inaccuracies of the PN Taylor-
approximants in the late inspiral. We therefore consider
several different techniques here. If we assume a simple
fitting with respect to the mass ratio,

(Aa Q, Ba 6) = COWCI ) (10)

for the fitting parameters in the case of the ¢ = 1/10 and
q = 1/15 cases, we obtain

001 ‘ ‘ ‘ ]
F — NR(g=V/15) B
r — - Fitting i

r - PN

0.001
3 L _
& 00001 El
2 £ B
= L . ]
e
L e ]
s
1e-05 PO —
E it E|
E s |
C 7z 1
st
N < 4
L <7 4
-
(“ ’

1606 = 3
c , | |

0.1

MQ

to calculate the gravitational waveforms. However, the
second fit reproduces the expected behavior at large sep-
arations, so we expect that it gives a better waveform in
that regime.

FIG. 15: The fitting curve for the ¢ = 1/100 case using
Eq. (8) with orbital frequencies up to M = 0.15. The solid
(black) and dotted (blue) curves show the NR and TaylorT4
PN evolutions, respectively. The Fitting (%, dashed (red)),
(1, dot-dashed (green)) and (2, dot-dot-dashed (magenta))
curves show the fitting curve with the (x), (f) and (f) cases in
Table III. In the NR evolution, M2 = 0.15 is the NR orbital
frequency around Rscn = 3M, assuming the NR coordinate
system can be approximated by a “trumpet” stationary 1+4log
slice of the Schwarzschild spacetime.
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Note that, as seen in Fig. 15, the end point of the
NR trajectory, which corresponds to Rgcn = 2M, has
dQ/dt < 0. This is a feature of Schwarzschild geodesics in

A = 0.797021 5~ 122855
a = 5268437 012057
B = 548252y 100938
B = 6.80971 7 0244245 (11)

Then, inserting the symmetric mass ratio n = 100/10201
for ¢ = 1/100 gives fitting parameters for ¢ = 1/100. We
report these values on the third line labeled ¢ = 1/100 in
Table III. The curve obtained by these parameters is de-
noted by “Fitting (2)” in Fig. 15. Note that these param-
eters actually produce a relatively poor fit for the trajec-
tory. On the other hand, if we assume @ = 8 and 8 = 15
and fit the remaining parameters using the NR trajec-
tory, we obtain the “Fitting (1)” parameters (second line
labeled ¢ = 1/100 in Table III). This fit smoothly in-
terpolates between the PN trajectory at small frequen-
cies and the start of the numerical trajectory at higher
frequencies. Since both the standard fitting procedure,
and “Fitting(1)” give reasonable fits, but different pre-
dictions, in order to accurately determine the constant in
Egs. (11), we need both more accurate and longer evolu-
tions NR simulations of ¢ = 1/100.

B. The orbital radius R versus orbital frequency (2
in the NR coordinates

In order to complete our description of the trajectories
we need a fitting function that will allow us to express
the separation R as a function of 2. We use a func-
tion R(f2) inspired by the ADM-TT PN approach [51],
because the isotropic coordinates (used in the ADM-TT
PN approach) and the radial isotropic “trumpet” station-
ary 1+ log slices of the Schwarzschild spacetime are very
similar [52, 53].

The fitting function based on the ADM-TT PN ap-
proach is given by
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TABLE IV: The fitting parameters for the “PN+" (a modi-
fication of the ADM-TT PN calculation) in Eq. (12) for the
relation between R and 2 in the NR coordinates.

Mass ratio‘ C ao a1
qg=1/10 0.216953 0.513214 4.68472
g=1/15 0.237427 0.600321 4.57899
q=1/100 0.198137 0.923360 5.29681

where R and €2 are in the NR coordinates, and ag, a; and
C are fitting parameters, and My = (1/3)%/2. Note that
a1 should be greater than 2 to be consistent with the PN
calculation.

Initially, we expected that C', which is the difference
between the NR radial coordinate and “trumpet” coordi-
nate, would be very small because this term is inconsis-
tent with the ADM-TT PN formula. However, we found
that this term is non-trivial for all three mass-ratio cases.

The results of the fits are shown in Figs. 16-18 for
q=1/10, ¢ = 1/15, and ¢ = 1/100, respectively, and the
fitting parameters are summarized in Table IV. We see
from Table IV that the values of a; for all cases are con-
sistent with the current PN calculation (a; > 2), and find
a non-negligible C' ~ 0.2 for all three cases. Due to this
C contribution, there is a finite difference between the or-
bital radius evaluated in the ADM-TT PN approach and
that by the fitting function in Eq. (12) even for smaller
MQ.

As a result of the above fitting analysis, it is necessary
to consider a radial transformation to remove the offset
C between the NR coordinates (Ryg = R for Eq. (12))
and the “trumpet” coordinates,

RNR — RLog = RNR —C. (13)

After removing this offset, we then transform to the stan-
dard Schwarzschild coordinates, where the explicit time
and radial coordinate transformations,

(TLoga RLog) — (TSch7 RSch)7 (14)

are given in Ref. [54]. Here, we assume Tng = T1.05. We
note that after applying the C transformation discussed
above, we find that the frequency when Rg., = 3M is
given by MQ = 0.161, 0.158 and 0.152 for the ¢ = 1/10,
g =1/15 and ¢ = 1/100 cases, respectively.

Note that this procedure of fitting NR trajectories di-
rectly in the NR coordinates and then transforming to
Schwarzschild coordinates, appears simpler than the al-
ternative of evolving the perturbations directly in the

(

FIG. 16: The fitting of the orbital radius R vs. orbital fre-
quency Qin the NR coordinates for the ¢ = 1/10 case. The
solid (black), dashed (red) and dotted (blue) curves show the
NR, fitting and ADM-TT PN evolutions, respectively. The
fitting by using Eq. (12) is valid up to MQ = 0.175. In the NR
evolution, the end point of the solid (black) curve corresponds
to Rsch = 2M, and MQ = 0.175 is the NR orbital frequency
around Rsch = 3M, assuming the NR coordinate system can
be approximated by a “trumpet” stationary 1 + log slice of
the Schwarzschild spacetime.
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“trumpet” coordinate system. We nevertheless study
this alternative in the Appendix A, where we provide the
sourceless part of the perturbative equation and study its
characteristic speeds in “trumpet” coordinates.

V. RESULTS

We obtain an approximation to Q(Txgr) by integrat-
ing Eq. (8). We then obtain R(Tnr) using Eq. (12) and
the approximate Q(Tngr). The initial orbital phase is
not fixed, and we set it here such that the matching
between the perturbative and numerical waveforms are
maximized.

Note that part of the difference between the NR wave-
form and the perturbative waveforms is due to eccentric-
ity in the numerical trajectories. This affects the time
step of the orbital evolution through

gt — (‘fj)m (15)

This may help explain why in the ¢ = 1/10 case, we
observe a slower time evolution in the fitting trajectory
than the NR evolution.



FIG. 17: The fitting of the orbital radius R vs. orbital fre-
quency € in the NR coordinates for the ¢ = 1/15 case. The
solid (black), dashed (red) and dotted (blue) curves show the
NR, fitting and ADM-TT PN evolutions, respectively. The
fitting by using Eq. (12) is valid up to M = 0.17. In the NR
evolution, the end point of the solid (black) curve corresponds
to Rsch = 2M, and MQ = 0.17 is the NR orbital frequency
around Rsch = 3M, assuming the NR coordinate system can
be approximated by a “trumpet” stationary 1 + log slice of
the Schwarzschild spacetime.

F~

e — NR(g=1/15)
- _

10 Yl — - Fitting ]
Ce. PN ]

T T
!

R/M
T

MQ

FIG. 18: The fitting of the orbital radius R vs. orbital fre-
quency  in the NR coordinates for the ¢ = 1/100 case. The
solid (black), dashed (red) and dotted (blue) curves show the
NR, fitting and ADM-TT PN evolutions, respectively. The
fitting by using Eq. (12) is valid up to M€ = 0.15. In the NR
evolution, the end point of the solid (black) curve corresponds
to Rsch = 2M, and M = 0.15 is the NR orbital frequency
around Rscn = 3M, assuming the NR coordinate system can
be approximated by a “trumpet” stationary 1 + log slice of
the Schwarzschild spacetime.
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In order to generate the final plunge trajectory and
regularize the behavior of the source near the horizon in
the SRWZ formalism [22], we attach the model for the
trajectories to a plunging geodesic in a continuous way.
To do this, we choose a matching radius Ry ~ 3M in
Schwarzschild coordinates (the light ring) and then de-
termine the energy and angular momentum of the trajec-
tory at that point. We then complete the trajectory from
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R ~ Ry to R ~ 2M using the geodesic with the same
energy and angular momentum. We note that the wave-
form evolution after the particle crosses the light ring is
dominated by the quasi-normal ringing of the BH [55].

When we set the matching radius to Ry = 3M, we
find that the energy E and angular momentum L in the
Schwarzschild coordinates are given by

1
FE = gut,
L = 9M?*u?, (16)

where u* = dx* /dr is the four velocity, and we focus on
equatorial orbits. To evaluate u! in the above equation,
we use

guuru” = -1, (17)

where g,, denotes the Schwarzschild metric, and at
Ry = 3M this becomes

1 )
ut = 3 — 3(Rsen(Tsen))?

—1/2
—9 M?(Dgep (Tsen))? . (18)

Here, Rgen = v /u! = dRsen/dTsen, and Pge, = u® /ut =
d®scn/dTscn are the velocity components obtained from
the numerical data after the coordinate transformation
from the “trumpet” coordinates to the Schwarzschild co-
ordinates. We also use Eq. (17) to calculate u' in the
source term of the SRWZ formalism.

In the SRWZ formalism, the gravitational waveforms
at a sufficiently distant location Rops is given by

Rovs p _in) -y VIE-DIE+1)(0+2)
Im

M 2M

m

x (\pgj;em — m(‘)dd)) Yem. (19)

We use the normalized waveform, i.e., the expression in
the right hand side of the above equation to calculate the
wave amplitude.

On the other hand, to convert the NR 4, which is ex-
trapolated to infinity via Eq. (2), to the waveform h, we
use the “pyGWAnalysis” code in EINSTEINTOOLKIT [28]
(see Ref. [56] for details). Then, we calculate the match
between the NR and SRWZ waveforms in the advanced
LIGO (Zero Det, High Power) noise curve [57]. We note
that, unlike in the overlap calculation used in Ref. [58],
here we consider a match maximized over time and phase,
which has the effect that errors in the waveforms can be
hidden by the match. In Table V, we summarize the
match for the three mass ratios. In the following subsec-
tions, we treat each mass ratio case separately.

A. The ¢=1/100 case

For the ¢ = 1/100 case, the fitting formulas in Egs. (8)
and (12) are valid for orbital frequencies up to MQ = 0.15



TABLE V: The match between the NR and SRWZ waveforms
for various total masses using the advanced LIGO noise curve.
For the smaller masses, the entire waveform is in the advanced
LIGO band, while for the larger masses, only the final ring-
down part of the waveform is in band. For these larger masses,
we integrate over frequencies f > 10Hz. Here we only used
the (¢ =2, m = 2) mode to calculate the match.

Total mass (Mg) =1/10 qg=1/15 g =1/100
100 0.983019 0.982900 0.995162
200 0.992766 0.992704 0.995216
300 0.996219 0.996514 0.995486
400 0.996781 0.997734 0.995513
500 0.996844 0.997973 0.995474

12

in Fig. 19. To obtain this figure, we translated the wave-
forms so that the maximum in the amplitude occurs at
t = 0 and used the freedom in the phase to set it to zero
at t = —75M.

FIG. 19: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 2) mode of h for the ¢ = 1/100 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at t = —75M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.

0.02

in the “trumpet” coordinates. Here, we extend them
beyond M) = 0.15 by attaching these trajectories to a
plunging geodesic at Ry (as explained above).

Ideally, we would like to use as much of the fitting tra-
jectory as possible. However, when attempting to use
the fitting trajectory to calculate the 4-velocity at small
radii, we can not evaluate u! for Rgn < 2.12M from
Eq. (17) because the approximation that the background
metric is Schwarzschild in “trumpet” coordinates breaks
down and the vector (1, Rsch, 0, Pscn) becomes spacelike
in the background metric (but not in the numerical met-
ric). This breakdown can be thought to arise from the
interaction of the singular part of the conformal factor
due to the smaller BH (when it is close to horizon of the
larger one) with the singular part of the conformal fac-
tor due to the larger BH. This, in turn, changes ', and
therefore the gauge, when the two BHs approach each
other. Also, since we see some delay in the phase evolu-
tion for a small matching radius near the horizon, we set
Ry ~ 3M for the start of the geodesic approximation.
At this matching radius, F and L for the Schwarzschild
geodesic are evaluated from the orbital separation and
three velocity using Eq. (16). We find

E = 0.93942436
L/M = 3.46184226. (20)

In the SRWZ formalism, we set the non-dimensional spin
parameter o = 0.033 (see Table II). Although this value
is obtained in the NR simulation, we can also obtain it
from an empirical formula [59].

We next calculate the match in the advanced LIGO
noise curve. For the integration in the frequency domain,
we consider gravitational wave frequencies M Qs > 0.15.
For a total mass M = 484M,, where we have the lower
frequency cut off (corresponding to the start of the nu-
merical waveform) at fiow = 10.01Hz, the match between
the NR and SRWZ waveforms is

Moy = 0.995477 , (21)

for the (¢ = 2, m = 2) mode. The amplitude and phase
evolutions for the NR and SRWZ waveforms are shown

0.015

0.01

0.005

The (¢ = 2, m = 1) mode of h is the leading contri-
bution from the odd parity in the RWZ calculation. The
amplitude and phase evolutions for this mode are shown
in Fig. 20. After adding a time translation so that the
maximum in the amplitude occurs at ¢t = 0 and a phase
translation so that the phase ¢ = 0 is zero at t = —75M,
we still see a small difference between the phases. For a
total mass of M = 242M (this mass is chosen such that
the lowest frequency is just in the advanced LIGO band
flow = 10.01Hz), the match between the NR and SRWZ
waveforms for this mode is given by

May = 0.957966. (22)

For the (£ = 3, m = 3) mode of h, the amplitude and
phase evolutions are shown in Fig. 21. For M = 726 M
(mass chosen so that fiow = 10.01Hz), the match for this



mode is

Mas = 0.993895. (23)

FIG. 20: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 1) mode of h for the ¢ = 1/100 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at t = —75M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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B. The ¢ =1/10 case

For the ¢ = 1/10 case, the fitting formulae is valid up
to larger orbital frequencies than for the ¢ = 1/100 case.
Nevertheless, ! can not be evaluated for Rgo, < 2.26M
from Eq. (17). Therefore, we need to start the geodesic
approximation at radii larger than this, and again we set
the matching radius Ry ~ 3M. We find that the energy
and angular momentum for the Schwarzschild geodesic
are given by

E = 1.02546489 ,
L/M = 3.95926146, (24)

at the matching radius. Not that the energy is £ > 1
because we simply project the orbital quantities on the
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FIG. 21: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 3, m = 3) mode of h for the ¢ = 1/100 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢t = —75M. The
solid (black) and dashed (red) curves show the NR and SRWZ

waveforms, respectively.
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Schwarzschild spacetime by using Eqgs. (16) and (17) (this
is a strong indication that the motion of the ¢ = 1/10
binary is non-geodesic even close to the larger BH). In
the SRWZ formalism, we set the non-dimensional spin
parameter to a = 0.26, consistent with the measured
spin from the numerical simulation (see Table II).

The amplitude and phase evolutions of the (£ =2, m =
2) mode of h are shown in Fig. 22. While the phases of
the NR and SRWZ waveforms are in good agreement,
there are relatively large differences in the amplitudes
both for the inspiral and merger phases. We will discuss
the amplitude differences in more detail in Sec. V D.

We consider the match calculation for M9y > 0.075
and total mass M = 242M,, i.e., the lower frequency cut
off at fiow = 10.01Hz. In this case the match between
the NR and SRWZ waveforms is

Moy = 0.994669 , (25)

for the (¢ = 2, m = 2) mode in the advanced LIGO noise
curve.

The amplitude and phase evolutions for the (¢ =
2, m = 1) mode of h are shown in Fig. 23., For M =



FIG. 22: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 2) mode of h for the ¢ = 1/10 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —830M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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121M¢g (fiow = 10.01Hz), the match for this mode is
May = 0.989382. (26)

The amplitude and phase evolutions for the (¢ =
3, m = 3) mode of h are shown in Fig. 24. For M =
363M¢o (fiow = 10.01Hz), the match for this mode is

Mas = 0.987414. (27)

We have a similar mismatch in the ({ = 2, m = 1) and
(¢ =3, m = 3) modes.

We note that although the (¢ = 2, m = 1) and (¢ =
3, m = 3) modes have a slightly large mismatch (1 —
M), these modes are the sub-dominant contributions to
the gravitational wave. The maximum amplitudes are ~
0.12, 0.035 and 0.04 for the ({ =2, m =2), (¢ =2, m =
1) and (¢ = 3, m = 3) modes, respectively. Therefore,
we find that from a rough estimation the contribution
of the mismatch for each mode are almost same in the
gravitational wave.

Also, as discussed in Ref. [22], unlike the case of ¢ =
1/100, here the spin corrections in the SRWZ formalism
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FIG. 23: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 1) mode of h for the ¢ = 1/10 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —830M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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-10 — - SRWZ

20 _

30 —
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-60 —

are important for obtaining the correct ringdown phase.
We see that the correct ringdown frequency was obtained
by comparing the slope of the phase evolution in Figs. 22,
23 and 24.

C. The ¢=1/15 case

For the ¢ = 1/15 case, the fitting formula is valid up
to larger orbital frequencies than for the ¢ = 1/100 case.
Here too, we can not calculate u! for Rgey, < 2.21M from
Eq. (17), and again we use the geodesic approximation
and a matching radius Ry ~ 3M. We find that the
energy and angular momentum are given by

E
L/M =

0.985372666 ,
3.74699937 . (28)

In the SRWZ formalism, we set the non-dimensional spin
parameter o = 0.19, consistent with the numerical results
(see Table II).



FIG. 24: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 3, m = 3) mode of h for the ¢ = 1/10 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —830M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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The amplitude and phase evolutions of the (¢ = 2, m =
2) mode of h are shown in Fig. 25. The match for
MQg > 0.09 with a total mass of M = 290My (fiow =
10.02Hz) is

Mas = 0.996039 , (29)

using the advanced LIGO noise curve.

The amplitude and phase evolutions for the (¢ =
2, m = 1) mode of h are shown in Fig. 26. For M
145Mg (fiow = 10.02Hz), the match for this mode is

Ms; = 0.989005. (30)

The amplitude and phase evolutions for the (¢ =
3, m = 3) mode of h are shown in Fig. 27. For M =
435M & (fiow = 10.01Hz), the match for this is

M3z = 0.986921. (31)

As was seen in the ¢ = 1/10 case, we have a somewhat
large mismatch for the sub-dominant (¢ =2, m = 1) and
(¢ =3, m = 3) modes.
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FIG. 25: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 2) mode of h for the ¢ = 1/15 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —600M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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D. Amplitude differences

Here, we focus on the amplitude of the (£ =2, m = 2)
mode of h obtained using NR and the SRWZ formalism.
In Fig. 28, we show the amplitude difference between the
NR and SRWZ waveforms for the ¢ = 1/10 case. There
is a large (~ 10%) difference in the amplitudes both in
the inspiral and merger phases.

To understand this difference, we compare the ampli-
tude differences between the NR and SRWZ waveforms
for the other mass ratio cases. Using the following defi-
nition for the amplitude difference,

§Agy = [ASTVA _ AR (32)

we find that the amplitude differences for the ¢ = 1/10
and g = 1/15 cases around the maximum amplitude obey

FAGTVO 2.3 x sAYTM)
~ 141292 5 sASEYID L (33)

where 1.41 is the ratio of the symmetric mass ratios 7.



FIG. 26: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 2, m = 1) mode of h for the ¢ = 1/15 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —600M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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Figure 29 shows the amplitude differences (note that
t = 0 denotes the time of the maximum amplitude) for
g = 1/10 and ¢ = 1/15. We see that the amplitude
difference before merger is proportional to the ratio of
the symmetric mass ratio. This behavior is different from
our previous analysis in Ref. [22], where we directly used
the NR trajectories in the perturbative calculation of the
waveforms, and found that the amplitude difference in
the inspiral phase scales like 2. Since the fitting formula
is based on the quasicircular evolution, any eccentricity
of the orbit may create amplitude differences during the
inspiral phase.

Figure 30 shows the amplitude differences both for the
g =1/10 and ¢ = 1/100 waveforms. Near the maximum
amplitude, we find that the amplitude differences scale
like

SAUSIIO 915 x 5AL/100)

~ 84311 5 sASEVIY (34

where 8.43 is the ratio of the symmetric mass ratio.
Note that this rescaling does not capture the behavior
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FIG. 27: The amplitude (TOP) and phase (BOTTOM) of
the (¢ = 3, m = 3) mode of h for the ¢ = 1/15 case. The
waveforms were translated in time such that the maximum in
the amplitude occurs at ¢ = 0 and the phases were adjusted
by a constant offset such that ¢ = 0 at ¢ = —600M. The
solid (black) and dashed (red) curves show the NR and SRWZ
waveforms, respectively.
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FIG. 28: The amplitude difference of the (¢ = 2, m = 2) mode
of h for the ¢ = 1/10 case. Here, the difference is normalized
by the NR amplitude. We see ~ 10% difference in the inspiral
and merger phases.
\ ‘ \

0.1 —

of the amplitude differences during the inspiral phase.
Although it is difficult to obtain any exact relation be-
tween the amplitude differences during the inspiral (pos-



FIG. 29: The amplitude difference 6 A22 of the (£ =2, m = 2)
mode of h for the ¢ = 1/10 and 1/15 cases.
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sibly due to effects of eccentricity), we do observe non-
linear effects in the amplitude difference between the NR
and SRWZ waveforms around the maximum amplitude,
which we infer from the fact that the amplitude difference
scales nonlinearly with the mass ratio.

FIG. 30: The amplitude difference § A25 of the (¢ =2, m = 2)
mode of h for the ¢ = 1/10 and 1/100 cases.
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Figure 31 shows the amplitude differences both for the
¢ =1/15 and ¢ = 1/100 cases. Near the maximum am-
plitude, we find that the amplitude differences scale like

SASTVI) 9.5 x sAST10)
~ 5.98120 x sAYVIY - (35)

where 5.98 is the ratio of the symmetric mass ratios.
Again, we see the similar behavior to ¢ = 1/10 and
g = 1/100 comparison.

We note that the C' transformation in Eq. (13) also
affects the amplitude difference. As seen in Fig. 32, if
we directly use the orbital radius Rnr to calculate the
waveforms, we obtain an even larger amplitude than that
obtained using the corrected orbital radius Rrog. This
behavior is expected based on the fact that while the
orbital radius is larger, the orbital frequency remains the

FIG. 31: The amplitude difference 0 A2z of the (£ =2, m = 2)
mode of h for the ¢ = 1/15 and 1/100 cases.
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same. Although the orbital radius Rng gives a similar
amplitude to the NR waveform in the initial inspiral part,
we have a much larger amplitude in the merger phase.

FIG. 32: The amplitude of the (¢ = 2, m = 2) mode of h for
the ¢ = 1/10 case. We have set the maximum amplitudes at
t = 0 by the time translation. The solid (black), dashed (red)
and dotted (blue) curves show the waveforms from the NR,
SRWZ and SRWZ without the C' transformation in Eq. (12),

respectively.
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VI. DISCUSSION

In the first paper of this series [22] we established that
perturbation theory of BHs in the extreme-mass-ratio ex-
pansion ¢ = my/ms < 1, as in Eq. (6), can faithfully
represent an approximation to the full numerical simula-
tions, if we provide the full numerical relative trajectory
of the holes as a function of time. In this second paper
we proceed to model these trajectories using full numer-
ical simulations and a parametrized extension of 3.5 PN
quasi-adiabatic evolutions, Egs. (8) and (12). This form
of the expansion allows us to incorporate the PN tra-
jectory at large distances and smoothly fit to the full



numerical ones up to separations as small as Rg., = 3M,
at which point we can describe the subsequent trajectory
by a Schwarzschild plunging geodesic. In this approxi-
mation, we set the values of the energy F and angular
momentum L of the geodesic to those of the previously
fitted trajectory evaluated at Rge, = 3M.

Once we verified the procedure for each of the test
runs, i.e. for ¢ = 1/10, 1/15 and 1/100, we obtain an
expression for the fitting parameters as a function of ¢,
as given in Egs. (11). The other piece of information
needed by the perturbative approach, in addition to the
relative trajectory, are the mass and spin of the final BH
formed after merger to provide the background metric.
The spin and mass parameters for the SRWZ equation
(6) can be estimated from empirical formulae [59, 60].
Note that this formula correctly predicted the remnant
BH’s mass and spin [16] for the three cases of mass ratio
studied here.

The current study can be considered a successful proof
of principle, and needs to be supplemented by a thor-
ough set of runs in the intermediate mass ratio regime
0.01 £ ¢ < 0.1 that start at separations where the PN
approximation is still valid, i.e. R 2 10M and go through
the merger of the holes until the formation of a common
horizon. The fitting formulae Eqgs. (8) and (12) with
Egs. (11) should provide a good approximation within
the fitting interval, but extrapolation to both the compa-
rable masses or extreme mass ratio could quickly lose ac-
curacy. The fitted tracks from our work can be compared
to alternative approaches to the problem such as the
EOB [61] and EOBNR [62, 63] and the final waveforms
to direct phenomenological ones as given in Refs. [64, 65].
Our approach provides a complementary model for the
intermediate mass- ratio regime to the above approaches,
which mostly apply to the comparable-mass regime.

The extension of our approach to initially highly-
spinning BHs can be done essentially through the same
lines depicted here. Numerical simulations of highly spin-
ning holes with small mass ratio are feasible [66], and
the trajectories would already include the effect of the
spins of both holes. The perturbative waveform calcu-
lation would use the Teukolsky formalism [67] and its
second order extension [32]. Fitting formulae based on
the extension of spinning PN trajectories with free pa-
rameter dependence on the mass ratio and effective spins
should be used together with the final matching to plung-
ing geodesics on an spinning background. The final rem-
nant formulae for spinning binaries have already been
proposed and fitted to available simulations [59, 60].
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Appendix A: Perturbative Equations in 1+log
“trumpet” coordinates

In this work we used standard Schwarzschild coordi-
nates to describe the background geometry and trajec-
tory of the particle. To obtain the latter, we transformed
the particle’s location from the NR coordinates (assum-
ing they were represented by 1 + log trumpet coordi-
nates of a Schwarzschild spacetime) into the standard
Schwarzschild coordinates. It is also useful to see the
form of the perturbative equations in these 1+ log trum-
pet coordinates. This will help to assess potential regions
where this approach might have limitations. In partic-
ular, since the trumpet coordinates are obtained in the
late-time, stationary limit, wherever there still are strong
dynamics, the approach could be inaccurate.

The generalized Regge-Wheeler-Zerilli equations for an
arbitrary spherically symmetric background were found
in Ref. [68]. Here, for the sake of simplicity, we use
only the generalized Regge-Wheeler equation given in
Ref. [69]. Formally, this equation can be written as

Orw = c1 P'rw + 2 CI’;;W + c3 Prw
+c4 Py + ¢5 Prw (A1)
where the dot and dash denote the time and radial deriva-
tives, and the coefficients ¢; (i =1, 2, 3, 4, 5) are deter-
mined by the background metric.
For the background metric, we use the notation of [54],
which has the form
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ds®> = —(a? —dtdr
( 7

_ ﬂz)dt2 +

1
+Fdr2 + R%*(d6? +sin® 0d¢?).  (A2)

where «, 3, f and R are functions of the radial coordinate
r only. The coefficients ¢; are then given by

e = 2f(r)B(r),
e = (a(r)? = B(r)?) f(r)?,

cg = —(B(r)d/(r) -

Cq4 =

cs = —a(r)?V(r),



where V' denotes the Regge-Wheeler potential,
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where the constant C' is determined by requiring that o’
be regular at the “critical” point (where the denominator

1 6 M ishes
v = 2 ey = 2 Ad vanishes).
1) = g (Fer =305 ) a0
When using the standard Schwarzschild coordinates, the % = —(3+V10)%exp(3 — V10). (A8)
above equation becomes the standard Regge-Wheeler M 128
equation. We note that for the Zerilli equation, we may
set [68] In isotropic coordinates we obtain
2
V(r) = NN+ 1)R(r)? r R (r
") = Repome) waane N0 DEC) o) = Ty (A9)
+3AN2MR(r)? + OAM?R(r) +9M?] , (A5)
where A = (£ — 1)(£ +2)/2. Since the above equations are transcendental, we have

We now consider the stationary 1 + log slices of the
Schwarzschild spacetime in isotropic coordinates as an
approximation to the NR coordinate system. As dis-

to find numerical solutions. However, it is also useful to
study their asymptotic behavior for large r. At large r

cussed in Ref. [54], the metric in this coordinate system

can be obtained numerically.

Since the Schwarzschild metric is a solution of the vac-
uum General Relativity field equations, and since we are

using a Killing lapse and shift [54], we have

a(r) = f(r)R(r),
a(r)? = B(r)? = 1— ;J(\f). (A6)

From the stationary 1 + log slice condition, we have

we have,
1 M? 1Ce
REr) = r+ M+ o — 2 =L+ 001/,
o 1 M 1 1M3
o) = r 2 r2 4 ¢3
1 1¢C M4
+ (8 5 W6> +O(1/T‘ ) (AlO)

and the other two functions 8 and f can be found from
Egs. (A6).
Inserting these functions into Eqgs. (A3), we find that

Ce* = <a 1+2;\%4> R*, (A7) the coefficients ¢; are given by
J

2/

o = 27 L oupe),
4M 17 M?* 13M° (259 1 C M* 5

02_1_r+21"2_73+(l6 4M4€>r4 oa/m),
e = —2Y2E roqt),

2M 17 M% 39 M3 259 3 C \ M*

= 2= _ SRl 1
“4T T2 T g s 2r4+< 8 2M46) +00/r%),
_€(€+1)_6M(1+€(€+1))+1M2(84+37€(€+1)) 1 M3 (303 +794(£+1))
% = 72 r3 2 rd rd

1059

318+ — o (1) +

i

If we set C = 0, the above coefficients are the same
as those derived in the standard isotropic coordinates
(rseh = T1s0(1+M/(2715))?) for the Schwarzschild space-
time.

An important piece of information in setting up the
grid refinements, particularly for the smaller BH is the

9 C M
- M4ee(1z+1)) —5 +00/).

(A11)

(

perturbative potential [16]. Using the numerical method
given in Ref. [54], we can obtain the potential term
cs. The “Regge-Wheeler” potentials for the standard
Schwarzschild (rgcp), isotropic (rs), and the trumpet
radial coordinates (r10g) (associated to the NR coor-
dinates) are shown in Fig. 33, while the radial deriva-



tives of these potentials are shown in Fig. 34. In the
trumpet coordinates, the radial coordinate covers up to
TLog = 0, and o and R around rp,,; = 0 have the following
forms [54].

rLog) ~ Tiog
TLog \ 1092
Rlrios) ~ Ro+ (1.181) ’ (A12)

where Ry ~ 1.312M. From the above equation, we see
that the sphere corresponding to r1,; = 0 has a finite
circumference.

FIG. 33: The solid (black), dashed (blue), and dotted (red)
curves show the standard Regge-Wheeler (TOP) and Zer-
illi (BOTTOM) potentials in the standard Schwarzschild co-
ordinates, isotropic coordinates, and “trumpet” coordinates
(which are the stationary 1 + log slices of the Schwarzschild
spacetime in isotropic coordinates), respectively, for the £ = 2
mode. Note that the location of the horizon is different in each
system. rgch < 2M, T1s0 < M /2, TLog < 0.8304M are inside
the horizon. Note that the potential is finite at the horizon,
and is always positive.
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We observe that the differences between the “trumpet”
and isotropic coordinates (outside the horizon), as deter-
mined by differences in the potentials, occurs in a region
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FIG. 34: The solid (black), dashed (blue), and dotted (red)
curves show the radial derivative of the standard Regge-
Wheeler (TOP) and Zerilli (BOTTOM) potentials in the stan-
dard Schwarzschild coordinates, isotropic coordinates, and
“trumpet” coordinates, respectively, for the ¢ = 2 mode.
rseh < 2M, Tso < M/2, and rrog < 0.8304M are inside
the horizon. The vertical dashed lines denotes the location of
the horizon in the “trumpet” coordinates.

T \ ‘ \ ‘ \ \
| 1
n H — Schwarzschild|
1 ! — - Isotropic
| 1 - =« Trumpet
o5t ! =
] 1
[
i 1
5 I"'?-‘,
8 OJT 0]
© '
S (A
11
3] | : 4
[
o
05H! .
! I
i i
Ly |
1
i | \ \ \
0 2 4 6 8 10
s, 1M, rLog/M
T T T T T
|
n — Schwarzschild| |
1 — - Isotropic
| . Trumpet
0.5H |
|
|
1] ]
A
kS i
J° Y
o o
= I
' 1
h ]
|
1
-05H —
]
]
¥
0 2 8 10

4 6
rsm/M' rlso/M, rLOJM

between the horizon and the maximum of the potential.
This lends credence to the postulate that the main differ-
ences between the numerical coordinates and the “trum-
pet” coordinates lie in this region, as well. Indeed, as the
two BHs approach each other, the conformal function W
near the larger BH must change (since W = 0 at the lo-
cation of the smaller BH, and varies smoothly outside the
two punctures). Thus, as the small BH falls through the
maximum of the potential, the coordinate system must
become distorted in this important region. Therefore,
we may expect that the assumption that the trajectory
in the background spacetime is well described by assum-
ing the coordinate radius is the trumpet radial coordinate
breaks down. This may explain the need to match tra-
jectories to plunging geodesics with slightly larger E and
L values than one might expect (i.e. £ > 1).



Another use of the perturbative potentials shown in
Fig. 33 and, in particular, its radial derivative shown
in Fig. 34, is to guide the set up of the numerical grid
structure near the BHs [16]. To set up the mesh re-
finement levels, we chose grids that cover the region be-
tween the zeros of the derivative of the potential. The
idea is that we need to model the curvature and the
gravitational radiation emitted by the small BH (which
drives the merger, and hence the physics). At the ze-
ros of the derivative of the potentials, the variations are
minimized. Furthermore the separations between zeros
increases, naturally leading to a choice of small-width,
high resolution grids between the first zeros, one step
lower in resolution between the second two, followed by
a sequence of coarser grids.

In order to understand one of the main features of the
wave propagation, we also calculate the ingoing and out-
going characteristic speeds for this system [70]. Using
our definition of the metric, these are given by

cy = f(r) (a(r) = B(r)) ,
¢ = —f(r) (a(r) + B(r)) .

Figure 35 shows the radial dependence in the trum-
pet coordinates. Note that inside the horizon, (rpes =
0.8304 M), both speeds remain negative and that the out-
going characteristic speed vanishes precisely at the hori-
zon. Both modes reach their asymptotic speeds (£1), at
much larger radii.

(A13)

FIG. 35: The ingoing and outgoing characteristic speeds. We
see that ¢ = 0 but c_ is finite at the horizon (denoted by
the vertical dashed line, roog = 0.8304M), and that both
speeds are negative inside the horizon. The thin curves show
the characteristic speeds for the perturbation in the isotropic
coordinates. Note that in this latter case, both speeds are
zero on the horizon (riso = M/2).
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It is interesting to observe the differences between the
usual isotropic coordinates in the standard Schwarzschild
slicing and the “trumpet” coordinates. The initial data
are in isotropic coordinates, therefore these differences
are indicative of how the background has to change from
the initial slice to the eventual “trumpet” slice.
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